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Workshop on the Globalization of Modeling
Languages

Benoit Combemalé, Julien Deantoni?, and Robert France?

1 IRISA, University of Rennes1, France, benoit.combemale@irisa.fr
2138, University of Nice Sophia Antipolis, France,
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This volume contains the papers presented at GEMOC 2014, the 2nd Interna-
tional Workshop on The Globalization of Modeling Languages held on September
27-28, 2014 in Valencia.

Context and Motivation

Software intensive systems are becoming more and more complex and commu
nicative. Consequently, the development of such systems requés the integration
of many di erent concerns and skills. These concerns are usually ceved by dif-
ferent languages, with speci ¢ concepts, technologies and abstractioreVels. This
multiplication of languages eases the development related to one speciconcern
but raises language and technology integration problems at the di erent stage
of the software life cycle. In order to reason about the global system, it b-
comes necessary to explicitly describe the di erent kinds of riationships that
exist between the di erent languages used in the development of a copex sys-
tem. To support e ective language integration, there is a pressing ned to reify
and classify these relationships, as well as the language interactionsadhthe rela-
tionships enable. In this context, the proceedings of the workshop EMOC 2014
include contributions that outline language integration approaches, casestudies,
or that identify and discuss well de ned problems about the managementof
relationships between heterogeneous modeling languages.

This edition 2014 of the GEMOC workshop followed the successful rst di-
tion at MODELS 2013 in Miami, FL, USA. This new edition completes the
state of the art and practice started last year. It also strengthen the conmu-
nity that broadens the current DSML research focus beyond the deviepment of
independent DSMLs to one that provides support for globalized DSMLs.

GEMOC 2014 is supported by the GEMOC initiative that promotes research
seeking to develop the necessary breakthroughs in software languagessiapport
global software engineering, i.e., breakthroughs that lead to e ective echnologies
supporting di erent forms of language integration, including language colabo-
ration, interoperability and composability.

Content

This workshop proceedings include an extended abstract of the keynetpre-
sentation given by Prof. Gabor Karsai, and 8 technical papers.



Uni cation or integration?
The Challenge of Semantics in Heterogeneous
Modeling Languages

Gabor Karsai

Institute for Software-Integrated Systems
Department of Electrical Engineering and Computer Science
Vanderbilt University, Nashville, TN 37235, USA

gabor.karsai@vanderbilt.edu

Abstract.  Model-driven software development and systems engineer-
ing rely on modeling languages that provide e cient, domain-speci ¢
abstractions for design, analysis, and implementation. Models are essen-
tial for communicating ideas across the engineering team, but also key
to the analysis of the system. No single model or modeling language
can cover all aspects of a system, and even for particular aspects mul-
tiple modeling languages are used in the same system. Thus engineers
face the dilemma of either de ning a unifying semantics for all models,
or nding a solution to the model integration problem. The talk will
elaborate these problems, and show two, potential solutions: one using
a model integration language (for the engineering design domain) and
another one using explicit and executable semantics (for the domain of
distributed reactive controllers).

The problem

Engineered systems are increasingly built using model-driven techniques, where
models are used in all phases of the system's lifecycle, from concept development
to product to operation. Models are built for everything: from the smallest part

to the entire system, and models are used for all sorts engineering activities:
from design to analysis and veri cation, to implementation and manufacturing.
Engineering models are often based on domain-speci c abstractions of reality;
for example a nite-element model represents a 3D shape and an engineering
assembly drawing represents how those shapes need to be joined together by
some manufacturing steps to form an assembly. While there is a multitude of
domain-speci ¢ models used in the design of a complex system, somehow these
models have to 't together' because (1) they are describing the same, single
system, and (2) they need to be combined to allow cross-domain, system-level
analysis of the design. Models created in (domain-speci c) isolation are necessary
and very useful, but insu cient when the larger system is considered - in the
larger systems subsystems and their components interact, and these interactions
have to be expressed as well.



Obviously, the same applies to software systems: multiple, often domain-
speci ¢ models are used to describe a complex system. Somewhat di erently
from conventional engineering, where a multiple, (physical) domain modeling
tools are used, in software we tend to use multiple domain-speci c modeling
languages. Arguably, every modeling tool has a 'language’ (explicitly de ned or
not) and a modeling language without a supporting tool is only partially useful;
hence in this paper we will focus on the issue of the modeling languages and their
semantics. Semantics is a central question in language engineering: how do we
specify what 'sentences' of an arti cial, engineered language mean? Fortunately,
in the theory of computer languages there has been many decades of research
that produced techniques for specifying semantics of languages. However, these
speci cations rarely span multiple, potentially di erent languages.

The problem at hand is stated as follows: How can we integrate heteroge-
neous, domain-speci ¢ modeling languages so that the instance models can be
linked together and system-level analysis can be performed on these models?
It is easy to see that this problem has multiple facets. Naturally, one problem
is that of semantics: how do we ‘integrate the semantics' of multiple modeling
languages? Say, if we have a mod®ll |, (A) of a subsystemA in a modeling lan-
guagel 1, and another modelM, (A) of the sameA in a modeling languageL 2,
what does the compositionM,(A) M, (A) mean (if it is meaningful at all)?
Similarly, what if we compose the models of two di erent components, sayA and
B, and ask the same question abouM,(A) M_,(B) ? Clearly, the semantics
of composition has to be de ned. Another problem is more operational: how
do we manage complex 'model repositories’ where the models of the system (or
systems) are being kept? If changes are made in one model, what is the impact
of these changes on the dependent and related models? Building and managing
such model repositories brings up many deep technical and pragmatic problems.

The problem stated above has a close relationship to systems engineering.
One of the main tasks in systems engineering is to discover, understand, and
manage cross-domain and cross-system interactions that make the engineering
of complex so di cult. Solutions, like SysML are certainly a good step in the
right direction, but they are rather limited as far as semantics is concerned, and
more research is needed to place them on a solid theoretical foundation.

Uni cation or Integration?

There seem to be (at least) two approaches to solving the problem. One can be
called as 'uni cation’, where we design a universal modeling language that mag-
ically uni es all existing modeling languages. Domain-speci ¢ models will then
be translated into this uni ed modeling language, and analysis and veri cation
will happen on the uni ed models. The semantics of all domain-speci ¢ mod-
eling languages would have to be re-expressed in the uni ed language (i.e. in a
common semantic domain). However, this approach seems very unrealistic: the
domain-speci ¢ languages are typically rich, so coming up with a language that
uni es them all is extremely di cult, their semantics sometimes does not align



well, and creating a grand uni ed language does not seem feasible. Additionally,
the set of languages to be integrated is changing from project to project, so a
uni ed language will have to be extremely large. Arguably, the only 'language’
that is common across domain-speci ¢ modeling is that of mathematics but this
on such a high level that it is not pragmatic due to the loss of domain-speci city.
The other approach can be called as 'integration' where the focus is on inte-
grating models: a model integration language (MIL) with 'sparse’ semantics is
used. The semantics of the model integration language is for capturing the cross-
domain interactions in terms of the structure of the system. This model inte-
gration language is lightweight and (potentially) evolvable, so that new domain-
speci ¢ modeling languages can be added to the suite as necessitated by the
development project. In this approach domain-specic models 'stay' in their
own modeling tools, and the integration models are re ections of these domain
models. The integration models thus capture the interfaces of the domain models
relevant for analyzing the interactions.The interfaces of the component (or sub-
system) models in the MIL are 'rich' in the sense that they are multi-domain and
their connectivity will allow the analysis of interactions throughout the system.

An example for a Model Integration Language

In one of our research project, we have built a model-integration language to
support the design of complex cyber-physical systems (CPS). CPS are de ned
as engineered systems that integrate physical and cyber components where rel-
evant functions are realized through the interactions between the physical and
cyber parts. Examples include highly automated vehicles, smart energy distri-
bution systems, automated manufacturing systems, intelligent medical devices,
etc. The design of such systems involves the design of the physical, the cyber
(computational and communicational), and the cyber-physical components of
the system and their integration. There are a nhumber of complex engineering
tools that solve parts of the problem, e.g. CAD tools for mechanical design,
Finite Element Analysis (FEA) tools for determining stresses on structural ele-
ments, simulation tools for the analyzing the dynamics of the system, modeling
and synthesis tools for the design and implementation of the (cyber) hardware
and software, thermal analysis tools for verifying thermal behavior of the sys-
tem, and so on; but they are used in isolation, by domain engineers. Purely
understood cross-domain interactions lead to expensive design iterations.

We have designed and implemented a MIL called 'Cyber-Physical Modeling
Language' (CyPhyML) [1] that allows the representation of cyber-physical com-
ponents and the design CPS through composition. The language is primarily
structural (i.e. composition-oriented), but components (and subsystems) have
rich, typed interfaces, with four categories: parametric and property interfaces
(for parametrization and con guration), signal interfaces (for cyber interactions),

1 DARPA Adaptive Vehicle Make Program, META Design Tools and Languages
project at Vanderbilt University



power interfaces (for physical interactions representing the dynamics), and struc-
tural interfaces (for geometric alignment of the physical components). In Cy-
PhyML one can represent the design of an entire CPS, but the native models
of the components and subsystem are stored in the domain-speci c tools - Cy-
PhyML merely describes how they are composed. Cross-domain analysis is sup-
ported by model interpreters that assemble complex model analysis campaigns
from the CyPhyML models, possibly involving multiple analysis tools.

An example for Interaction Modeling

In another research project we worked on the problem of semantic integration
of models representing reactive controllers. The motivating example came from
a system of systems: a spacecraft and a launch vehicle, where both systems have
a reactive controller that interacts with its counterpart in the other system.
Two major issues were posed: (1) each reactive controller was modeled in a
di erent variant of the Statechart notation (State ow and UML State machines,
speci cally), and (2) the controllers were exchanging messages that in uenced
their behavior. The goal was to verify the concrete, integrated system (where
the controller models and the message exchanges were given) through model
checking.

The rst problem was solved by developing a framework, called Polyglot[2],
to specify the semantics of Statechart variants in an executable form. The frame-
work is built as a set of Java classes that can be specialized according to the
semantic variant yielding an 'interpreter' that receives events and produces reac-
tions to events, but whose behavior is determined by the speci ¢ model, acting
as the 'program' being interpreted. The 'model' is stored as a data structure
in the interpreter. We have veri ed the correctness of the model interpreter(s)
using numerous tests exercising the various features of the modeling language.
The model interpreter produced the same output sequences from the same input
sequences as the code generated by the State ow and Rational Rose code gen-
erators, respectively. Note that the interpreter (as well as the generated code) is
purely sequential: it is executed upon the arrival of input events and produces
output events upon each invocation.

The second problem was addressed by providing a framework, implemented
again in Java, for representing (1) how a reactive controller is wrapped into a
looping process that uses some (blocking or non-blocking) ‘receive’ and 'send’
operations to interact with its environment, and (2) how two (or more) reactive
processes interact with each other via some message exchange protocol. Note that
the processes are concurrent, i.e. arbitrary interleaving of the process executions
is possible, hence the system has a built-in non-determinism. The main idea here
was to model the interactions (thus the integration) via modeling the 'glue': the
scheduling of processes and the interaction protocols. In other words, we have
created a (potentially non-deterministic) scheduler that modeled the behavior of

2 Model Transformations and Veri cation project, supported by NASA ARC.



the composed system. For the analysis of the composed system we have relied
on the Java Path Finder tool (from NASA) that allows the byte-code based
veri cation of Java programs, permitting non-deterministic behavior.

Lessons Learned

The main lesson we have learned was that one should focus on problem-driven
integration of models, and not on some grand uni cation. Models are built for

a purpose and when a larger system needs to be analyzed, synthesized, imple-
mented, veri ed, tested, operated, or maintained one has to be very pragmatic
and concentrate on what the models are for, and consider integration accord-
ingly. Hence, one should pay attention to how e ectively such model integration
can be supported by tools.
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Supporting Diverse Notations
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Abstract.  To be able to build e ective DSLs, these DSLs must not just

use language concepts that are aligned with their respective domain, but
also use notations that correspond closely to established donain notations
{ and those are often not purely textual or graphical. The underlyi ng lan-
guage workbench must support these notations, and combining di erent

notations in a single editor must be supported as well in order t o support
the coherent de nitions of systems that use several DSLs. In thi s paper
we provide an overview over the notations supported by JetBrains MPS.
MPS is a language workbench that uses a projectional editor, which, by
its very nature, can deal with many di erent notational styles, including
text, prose, math tables and graphics. The various supported not ations
are illustrated with examples from real-world systems.

1 Introduction

The GEMOC 2014 workshop description statesTo cope with complexity, modern
software-intensive systems are often split in di erent corcerns, which serve diverse
stakeholder groups and thus must address a variety of stal@tler concerns. These
di erent concerns are often associated with specialized deeription languages and
technologies, which are based on concern-speci ¢ problenad solution concepts.
In particular, these di erent concerns also require di erent notations. Ideally,
these notations are closely aligned with existing domain-speci ¢ notaibns used
by the stakeholders. However, such existing notations are not neceasly just text:
they use forms, diagrams, mathematical symbols, a mix of prose and struate
or combinations of those. Representing such diverse notations faithfly requires
a high degree of exibility in the kinds of editors that can be built wi th the
language workbench used to create the languages.

Projectional editing (see Section 2) allows creating editors that caruse a wide
variety of notations, including the ones mentioned above. In particubr, it can also
mix these notations seamlessly, leading to a more faithful represéation of existing
domain languages in tools. JetBrains MPS is one of the leading projectional
editors, and this paper describes its capabilities in terms of notatnal exibility.

Contribution This paper provides an overview over the notational styles
currently supported by MPS. For each style we discuss why it is usful, where it
is being used as well as some details about how to de ne the respeatieditors.



Availability of the Code JetBrains MPS is open source software available
from http://jetbrains.com/mps . Also, those editor facilities that are separate
plugins to MPS are open source software and their repositories are indated in
each case. The examples shown in this paper are mostly based on mbedd} &nd
are open source as well. The screenshots in Figures 7, 9 and 10 are taken fram
commercial tool currently being developed by Siemens PLM softwarehowever,
the underlying editor facilities are all open source as well.

Structure  Inthe next section we provide a brief overview over MPS' projetional
editor and show brie y how to implement regular text editors. Section 3 introduces
the fundamental notations supported by MPS and Section 4 discusses o#n useful
features of the MPS editor. We conclude the paper with a brief discasion and
summary in Section 5.

2 Projectional Editing in MPS

What is Projectional Editing? In parser-based editors users type sequences
of characters into a text bu er. The bu er is parsed to check whether the sequence
of characters conforms to a grammar. The parser ultimately builds an abstact
syntax tree (AST), which contains the relevant structure of the program, but omits
syntactic details. Subsequent processing (linking, type chds, transformation) is
based on the AST. Modern IDEs (re-)parse the concrete syntax whilehe user
edits the code, continuously maintaining an up-to-date AST in the baclkground
that re ects the code in the editor's text bu er. However, even in this case, this
AST is created by a parser-driven transformation from the source text.

A projectional editor does not rely on parsers. As a user edits a progranthe
AST is modi ed directly. Projection rules are used to create a representation of
the AST with which the user interacts, and which re ects the resulting changes.
No parser-based transformation from concrete to abstract syntax is involed. This
approach is well-known from graphical editors: when editing a UML diagram
users do not draw pixels onto a canvas, and a \pixel parser" then creas the
AST. Rather, the editor creates an instance ofuml.Class when a user drops a
class. A projection engine renders the class as a rectangle. As the uslits the
program, program nodes are created as instances of language concepts. Programs
are stored using a generic tree persistence format (such as XML).

The projectional approach can be generalized to work with any notation,
including textual. A code-completion menu lets users create insnces based on
a text string entered in the editor called the alias. The aliases allowed in any
given location depend on the language de nition. Importantly, every next text
string is recognized as it is entered so there is never any parsing of a sequence
of text strings. In contrast to parser-based editors, where disambigation is
performed by the parser after a (potentially) complete program has beerentered,
in projectional editors disambiguation is performed by the user as he edects
a concept from the code-completion menu. Once a node is created, ig never
ambiguous, irrespective of its syntax: every node points to its de ning concept.
Every program node has a unique ID, and references between program pients
are represented as references to the ID. These references artablkshed during



Fig. 1. Editor de nition for the IfStatement (details in the running text).

program editing by directly selecting reference targets from the ode-completion
menu; the references are persistent. This is in contrast to parseébased editors,
where a reference is expressed as a string in the source text, andseparate name
resolution phase resolves the target AST element after the text has beeparsed.

Projectional editing has two advantages. First, it supports exible composition

of languages because the ambiguities associated with parsers cannot happen
in projectional editors. We do not discuss this aspect in this paperand refer
the reader to [2]. The other advantage of projectional editors is that, since no
parsing is used, the program notation does not have to be parseable and ade
range of notations can be used. This paper focusses on this aspect. Traidihally,
projectional editors have also had disadvantages relative to editor usality and
infrastructure integration; those are discussed in [3].

De ning a Simple Editor In order for the reader to better understand the
explanations in Sections 3 and 4, this section brie y introduces theMPS structure
and editor de nitions. MPS' meta model is similar to EMF Ecore [ 4]. Language
concepts (aka meta classes) declare children (single or lists), fexences and
primitive properties. Concepts can extend other concepts or impleent concept
interfaces; subtype polymorphism is supported. Programs are represted as
instances of concepts, called nodes. Each concept also de nes one or meditors.
These are the projection rules that determine the notation of instane nodes in
the program. Editor de nitions consist of cells arranged in various layouts. A cell
can be seen as an atomic element of an editor de nition. As an example, let us
consider theif statement in C. Its structure is de ned as follows:

concept IfStatement extends Statement

alias : if

children
condition: Expression[1] elsePart:  StatementList[0..1]
thenPart: ~ StatementList[1] elselfs: ElselfPart[0..n]

Fig. 1 shows the editor de nition for the IfStatement concept. At the top level,
it consits of a collection cell[- .. -]  which aligns a sequence of additional
cells in some particular way { a linear sequence in this case. The gaence starts
with the constant (keyword) if and a pair or parentheses. Between those, the
editor projects the condition expression; the%sign is used to refer to children
of the current concept. The thenPart follows, and since it is aStatementList |,
it comes with its own curly braces. The(- ... -) collection captures the list
of else if parts, if any. The ElselfPart comes with its own editor which is
embedded here. Finally, there is an optional set of cells (represéed by the ?
and a condition expression that is not shown) that contains theelse keyword as
well as the elsePart child. A ag (not shown) determines that the else part is
shown on a new line, leading to the expected representation of statements.
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double midnight2(int32 a, int32 b, int32 c¢) { .

-b + b° - :E a®c

return

}

Fig. 2. Mathematical symbols used in C  Fig. 3. The de nition of the sum symbol
expressions embedded into C functions.  editor using the LOOPRrimitive.

3 Notations

This section discusses the notations supported by MPS. For each we gvide a
rationale, an example and a hint on how to build editors that use the styk.

Textual Notations The rst notation supported by MPS has been textual
notations. Notations used by programming languages such as Java, C or HTML
can be represented easily. The example in the previous section shie how to create
editors for textual notations. The backbone is theindent layout collection cell
which can deal exibly with sequences of nodes, newlines and indéation.

Mathematical Symbols A plugin [5] supports mathematical notations. The
plugin comes with a set of new layout primitives (cell types) that enable typical
mathematical notations such as fraction bars, big symbols (sum or produgt
roots and all kinds of side decorations (as used imbs or floor ). The plugin
contributes only the editor cells so they can be integrated into arbirary languages.
So far they have been integrated into C (Fig. 2) and an insurance DSL.

Fig. 3 shows the de nition of the sum editor. It uses the new primitive LOOP
which can be used for everything that has a big symbol as well as things alve,
below and right of the symbol. The particular symbol is de ned separatdy and
referenced from the editor de nition. The LOORell has three slots (ower , upper
and body) into which child nodes can be added. TheSumexpression de nes
children upper, body and lower , which are mapped to these slots. These slots
can contain arbitrary editor cells, not just child collections: the lower slot contains
a collection that projects the nameproperty, an equals sign and thelower child.

Tables Tables can be used to represent collections of structured data or to
represent two-dimensional concerns. For example, Fig. 4 shows a s&amachine

Events

next(Trackpoint* tp) reset()
beforeFlight| [tp-»>alt » @ m] -» airborne
airborne [tp-ralt == @ m &R tp->speed == @ mps] -» crashed [ ] -» beforeFlight
[tp-»alt == @ m && tp->speed > @ -» landing
[tp->speed > 288 mps && tp->alt == @ m] -> airborne
TEAtas [tp-»>speed » 188 mps &&tP—bspeed <= 288 mps &%
tp->alt == B m] -> airborne
landing [tp->speed == B mps] -» landed [ 1 -> beforeFlight
[tp-»>speed » @ mps] -> landing
landed [ 1 -» beforeFlight
crashed

Fig. 4. A state machine represented as a table; also shows nested heads.



rendered as a table. Another example used in mbeddrl] is decision tables
(essentially two nestedif statements).

Tables come in several avors. For example, a row-oriented table has axed
set of columns and a variable list of rows. Users can add rows, but the cahns
are prescribed by the language de nition. In contrast, the state machire shown
in Fig. 4 is a cell-oriented table: users can add new columns (eventsnew rows
(states) and new entries in the content cells (transitions). The hnguage for
de ning tabular editors [ 6] takes these di erent categories into account. For
example, the de nition for the state machine uses queries over thestate machine
model to determine the set of columns and rows. The contents for théransition
cells are also established via queries: each transition is a child @6 source state
and references the triggering event. Since both columns and rows cdre added
(or deleted) by the user, callbacks for adding and deleting both are imlemented.
The code below shows part of the table implementation for state machias.

table
column headers :
group "Events" {
query {

getHeaders  (node)-> join ( string | EditorCell | node<> | Iterable) {
node.inEvents(); }
insert new header (node, index)-> void { // callback for inserting }

on delete : (node, index)-> void { // callback for deleting }
}}
row headers : // similar
cells :
column count : node.inEvents().size;
row count : node.states().size;
cell : (node, columnindex, rowlndex)-> join (node<> | string | EditorCell | Iterable) {
node<InEvent> evt = node.inEvents().toList.get(columnindex);
node<AbstractState> state = node.states().toList.get(rowIndex);
node.descendants<Transition>.
where({~it => it.parent==state && it.trigger.event==evt; }); } as vertical list

Prose with Embedded Code One characteristic of projectional editors is
that the language structure strictly determines the structure of the code that
can be written in the editor. While this is useful for code, it does not work for
prose. Hence, an MPS plugin ] supports 'free text editing” in MPS: all the
usual selection and editing actions known from text editors are suppded. The
resulting text is stored as a sequence diword nodes. By creating hew concepts
that implement the IWord concept interface, other speci ¢c nodes can be inserted
into the sequence of words. Said di erently, arbitrary structured program nodes
can be embedded into the (otherwise unstructured) prose. The & can press
Ctrl-Space anywhere in the prose block and insert instances of those concepts
that are valid at this location. Fig. 5 shows an example of a requirement ith

a prose block that embeds a reference to another requirement. O#r examples
include references to arguments in function comments or embedde&drmulas.

Margin Cells Margin cells are rendered beyond the right editor margin; each
margin cell is associated with an anchor cell inside the editor, and thenargin
cell is rendered at the y-position of that anchor cell. Fig. 6 shows an eample.
To use margin cells in the editor of some concept, the editor for that conept
embeds amargincell cell which points to the collection that contains the margin

11
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Fig.5. The prose block includes a sequence of 'hormal” words plus a refererme to
another requirement (Yreq(..) ). The reference is a real, navigable and refactoring-safe
pointer, not just nice syntax.

contents (the comments in Fig. 6). The contents speci ed for the margnh cell must
implement the IMarginCellContent interface which contributes the facilities
that connect the margin cell content to the anchor cell. Margin cells areavailable
in the mbeddr.platform at http://mbeddr.com

Fig. 6. Margin cells used to support Word-like comments in MPS; other con tents can
be projected into the margin as well.

Graphics  MPS supports editable graphical notations as shown in Fig. 7. They
can be embedded into any other editor. MPS' support for graphical notatiors is
new (available since MPS 3.1, June 2014) and not yet as mature as the rest of
MPS, and the API for de ning the editor is not yet as convenient as it should be.
The code below shows part of the de nition of the editor for Fig. 7: the ontents
of a block plus its ports are mapped as the contents of the diagram canvas.

diagram {
content : this .contents,
this .ancestor<Block>.allinPorts().toList,
this .ancestor<Block>.allOutPorts().toList
palette : custom AccentPaletteActionGroup
}

Custom Cells  MPS supports embedding custom cells. This means that the user
can plug in their own subclass ofCellProvider and implement speci ¢ layout
and paint methods. This way, any notation can be drawn in a low-level way. The
cell provider can be parameterized, and ultimately, it can become a ew, reusable
primitive. Fig. 8 shows an example of a language that reports progress with
work packages. It uses three custom cells: horizontal lines (parameteable with
thickness and color), check boxes (that are associated with boolean pperties of
the underlying language concept) and progress bars (whose percentage anolar
can be customized, typically by querying other parts of the model).

4 Other Features of the MPS Editor

As a language workbench, MPS supports the features known from traditional
IDEs for custom languages. These include code completion, quick xesyntax



Fig. 7. A graphical editor embedded in a regular text editor.

coloring, code folding, goto de nition, nd references and refactorings In this
section we describe editor features that are speci c to MPS' projetional editor.

Mixed Notations The various notations discussed in the previous section can
all be mixed arbitrarily (with the aforementioned exception of embedding things
into graphical editors). Since all editors use the same projectional archécture
this works seamlessly. In particular, non-textual notations can be use inside
textual notations. Examples include:

mathematical symbols embedded in textual programs
tables that contain text or math symbols

tables embedded in textual programs

mathematical symbols embedded in prose

lines, progress bar other other shapes embedded arbitrarily

lote Nt Nate Wate Waen

Multiple Editors A single concept can de ne several editors, and a given
program can be edited using any of them. Each of the multiple editors has #ag,
and by setting tags in an editor window (either by the user or programmatically),
the editors corresponding to these tags can be selected. For examplstate
machines can be edited in a textual version (roughly similar to Fowl€'s state
machine DSL [8]) or in the tabular notation shown in Fig. 4.

Partial Syntax Editors can also be partial in the sense that they do not
project all contents stored in the AST. Of course the non-projectedaspects of the
program cannot be edited with this particular editor. But the contents remain
stored in the AST (and are cut, copied, pasted or moved) and can be editethter.
Using this facility, programs can be edited in ways speci c to the curent process

Fig. 8. Custom widgets (checkbox, line, progress bar) used in an MPS edior.
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Fig.9. A querylist is used to project Fig. 10. This tooltip shows the de ni-
the ports and contracts inherited from tion of the quantity referenced via the
the interface realized by this block (in  -> notation: it shows its type and various
grey). New nodes ports or contracts can  additional details. The tooltip uses the
be entered above the grey lines. querylist to project derived nodes.

step or stakeholder. An example are the requirements traces shown iRig. 14;
programs can be shown with or without them.

Query List  An MPS editor normally displays nodes at their phyiscal location.
For example, the child condition of the IfStatement shown in Fig. 1 is projected
as part of its parent editor. Sometimes, however, it is useful to reder nodes in
other places. An example is shown in Fig. 9: the grey parts are de ned bytie
interface realized by the block, but they are still projected for the block itself.
To project nodes in locations where they are not de ned, aquerylist  editor
cell is used (available as part of the mbeddr.platform athttp://mbeddr.com ). Like
other MPS collection cells it projects a list of nodes, but this list is assembled via
an arbitrary model query. The result can be projected read-only (asm Fig. 9)
or fully editable. The querylist also supports callback functions br adding new
nodes (because it is not automtically clear where they would have to & inserted
physically) or for deleting existing ones. This way, querylistssupport views

Tooltips  MPS can use the projectional editing facilities in tooltips (available
in the mbeddr.platform). To de ne a tooltip, a special cell is inserted into the
editor of the cell that should display the tooltip. Since the purpose of a tooltip
often is to project information gathered from other parts of the model, tooltip
editors often use querylists (Fig. 10).

Conditional Editors Conditional editors essentially support aspect orientation
for editor cells. A conditional editor de nes a decoration for existing editors as
well as a pointcut that determines to which existing editor cellsthe decoration
is applied. Figures 12 and 13 show examples. Importantly, these conddnal
editors can be de ned after the fact, and potentially in a di erent language
module. This way, arbitrary decorations can be overlaid over exitig syntax. The
example in Fig. 12 renders an arrow above all references that have poktt type.
Another example could be to change the background color of some nodes based
on external data such as pro ling times. By including a tooltip in th e de nition
of the decoration, users can get more detailed information by hovering @r the
decorated part of the program. Another use case for conditional editors is the
expression debugger shown in Fig. 11.



25388
28 * 1265

result =

1@ + 10|BASEPOINTS 11ee|alt + 1s5|speed

Fig. 11. This expression debugger renders the values of all subexpressio over or to the
left of the expression itself. The original expression (without t he debug info) is (10 +
BASEPOINTS) * (alt + speed)).

Annotations Annotations are similar to conditional editors in that they can
render additional syntax around (or next to) existing syntax without th e original
syntax de nition being aware of this. However, in contrast to conditional editors,
annotations are additional nodes (i.e., they are additional data in the progam)
and not just a property of the projection. The additional nodes are storel as
children of the annotated node. Fig. 14 shows an example in which reqements
traces are added to C code (details are discussed in [9]).

Read-Only Contents Especially in DSLs for non-programmers it is often
useful to be able to project rigid, prede ned, non-deletable skéetons of the to-be-
written program in order to guide the user. For example, in Fig. 9, the keywords

atomicblock , realizes , contract and ccode, as well as the brackets and lines,

are automatically projected as soon as a user instantiates an atomic block.

Similarly in Fig. 8, the grey line starting with \last updated" is autom atically
projected and consists of computed data. In MPS, parts of the syntax of a
program can be marked ageadonly , meaning that they cannot be deleted or
changed. This does not just work for constants (keywords), but for arbitaty
content (such as the inherited ports of blocks shown in Fig. 9).

5 Discussion and Summary

In this paper we have discussed the syntactic exibility suppotted by MPS'
projectional editor. We have described the various supported notatnal styles
and emphasized that they can be combined exibly. However, it is not @ough to
just compose di erent notations { other aspects of languages must be composed
as well. Language composition with MPS is discussed in [2].

Over the last three years a team at itemis has been developing mbeddt],
using MPS in a non-trivial development project. Many of the notations discussed

void ngr‘malizePosition(Pcsi‘tion“‘ p) { \ “
if (p-»>x > global->x) {
p-»>x = global->x;
}
}

Fig.12. C references whose type is a Fig.13. The editor applies to concepts
pointer are annotated with the arrow on that implemenet IRef and whose type
top. This works for all kinds of references, is pointer. The editor renders the arrow
including to arguments, local variables  (manually drawn in the custom cell ) on
and global variables. top of the existing editor.
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#constant TAKEOFF = 18@; =5 implements PointsForiakeoff
#constant HIGH_SPEED = 1@; -» implements FasterThanige
#constant VERY HIGH SPEED = 28;

#constant LANDING = 188@;

Fig. 14. The rst two constants have traces attached. These are pointers t o requirements
shown in the code. The original de nition of C is not aware of the se annotations.

in this paper are used in mbeddr and its commercial addons. Several of ¢
extensions have also been developed in the context of mbeddr. In aifidn, we

are now also developing business applications (in the insurance anchancial

domains) with MPS. There, non-textual notations (and in particular, mat h and

tables) are essential to be able to allow non-programmers to directly antribute

to the programming e ort. User feedback is very positive: they said that the

abililty to have such notations is a signigicant advance over existingor alternative

tools and approaches.

Based on this experience we conclude that the notations supported by ®IS
are reasonably complete relative to the notational styles encounteredni practice.
Classical textual notations are found in programming languages and DSLs; graph-
ical notations are used by many modeling tools; mathematics are widespad in
scienti ¢ or nancial domains; tables are ubiquitous, as the the popularity of
Excel demonstrates. And prose (with interspersed program elemenjss an im-
portant ingredient to almost all these domains (for documentation, requrements
or comments).

Acknowledgements Thanks to Bernd Kolb and Niko Stotz for feedback on
this paper, and to Niko Stotz for building the margin cell notation.
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Abstract.  Dealing with heterogenuous systems is often described as a
technical challenge in scienti ¢ publications. We analyse d data from 25
interviews from a study of Model-Driven Engineering at three compan ies
and found that while the technical aspects are important, they d o not
encompass the full challenge { organizational and social factors also play
an important role in managing heterogenuous systems. This is true not
only for the development phase but also for enabling early valid ation of
interdependent systems, where processes and attitudes have arimpact
on the outcome of the integration.

Keywords: Empirical and Exploratory Case Study, Model-Driven Engineering

1 Introduction

Complex systems, consisting of numerous and interdependent sustems [15],
require a plethora of languages for e cient implementation [7]. From the as-
pect of Model-Driven Engineering (MDE), the challenges are often dscribed
in technical terms [4] since heterogenuous languages imply di erent atiraction
levels, representations and aspects of software [8], but also sinceethanguages
have their own domain-speci c and platform-dependent constrains [11]. The
one-sided focus on technical aspects is surprising since Kent akdy in 2002
pointed out that if MDE is to be successful it needs to encompass alsthe or-
ganisational and social aspects of software engineering [10], a claim that has
since been reiterated [1, 9].

To explore to what extent language integration for comlex systems is a chal
lenge in terms of technical, organisational and social aspects we analyseditd
collected at three di erent companies, looking for evidence regardig the mo-
tivations and challenges of heterogenuous development of embedded systs.
Among the ndings are that engineers tend to favour integration at the conarete
code level instead of at the more abstract model level, that managementeeds to
t the right team with the right task and that which language you use identi es
you as a software engineer.
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The following section will describe the context of the three compaies as well
as how the data was collected and analysed. Section 3 structures the dings
according to technical, organizational and social aspects of language integrat.
We then conclude and present our intentions to further investigatethe interde-
pendency between the factors in Section 4.

2 Model-Driven Engineering at Three Companies

During 2013 we conducted a case study of MDE at three companies { Volvo Cars
Corporation, Ericsson AB and the Volvo Group. The respective organisations
had di erent experiences with MDE but were all transitioning tow ards a more

agile way of software development.

2.1 Heterogenuous Languages for Complex Systems

Electronic Propulsion Systems (EPS) is a relatively new unit at Volvo Cars with
the responsibility of developing software for electric and hybrid @rs. MDE was
introduced in a step-wise manner as software development went fromrototype
vehicles to mass-production. The overall system design is desbed using AU-
TOSAR? while the software developed in-house at EPS is implemented using
Simulink?. Simulink is also used for validation and integration purposes. The
interfaces of the Simulink models are generated from the system-dé model.
Besides graphical modelling languages, C is used for low-level detailvhile nu-
merous scripts help in everything from translating between di erent AUTOSAR-
standards encoded in XML to deploying software on hardware.

Radio-base stations at Ericsson AB has employed di erent MDE technologis
since the late 1980's, primarily focusing on UML as a descriptive and precriptive
modelling language including code generation. Besides using UML foresign,
implementation and testing various other languages form the engineersdol box;
C is used for functionality relying on optimal hardware performance, Jaa has a
niche in functionality requiring GUIs, Erlang is regularly used for testing while
home-made domain-speci ¢ languages { DSLs [12] { are used for speci cation,
implementation and testing purposes.

Volvo Group Trucks Technology develops software for the Volvo Group's
truck brands. While most of the software development is outsourced adw fea-
tures are developed in-house using C. The interfaces of the top-lel software
components are automatically generated from the system model which ised
scribed in a company-speci ¢ dialect of EAST-ADL3. The two Volvo companies
are independent in all aspects besides the name space which theyasé for his-
torical reasons.

! http://www.autosar.org/
2 http://www.mathworks.se/products/simulink/
3 http://www.east-adl.info/



2.2 Data Collection and Analysis

The main source of data comes from 25 semi-structured interviews { 12 a¥olvo
Cars, nine at Ericsson AB and four at Volvo Trucks. The reason for fewer re-
spondents at Volvo Trucks is that they entered the project later than the two
other companies and have fewer engineers involved in MDE tasks. Theterviews
were audio-recorded and then transcribed. The interviews were copiemented
by a combination of observations, informal interaction [5] as well as seminar
and regular meetings with representatives from the three companies.

The data has previously been analysed regarding the impact of tools on
MDE adoption [16] as well as for comparing and contrasting MDE at the three
companies [3]. For the purpose of this contribution we re-analysed the ata
deductively [14] searching for evidence concerning the technigabrganisational
and social aspects of heterogenuous systems and language integration across th
model-driven engineering activities at the three companies.

3 Findings

As seen in the previous section, a variety of languages is used across tludteare.
The variation comes both in terms of adapting languages depending on the
nature of the included subsystems, but also due to where in the fiecycle the
language is to be applied.

3.1 Technical Aspects of Language Integration

From the interviews a recurring theme is that the tool used for enoding a
solution is just a means for producing low-level code. The followig quote is
from Ericsson, \l don't see Rose RT or another modeling tool as a language. It's
what they produce that is the language, and mostly it's always be&h++ for us.
So | don't think { | can consider, for example, Rose RT as a tool like Eclipse
or something. Lets you develop codé.A similar experience was encountered
at Volvo Cars when one interviewee was asked about the impact of changing
implementation language from C to Simulink, \'You still have C code

The emphasis on the generated language is also dominant in how multiple
languages are to be integrated. Where academic research is focused on casp
ing modeling languages on a meta-level [4, 7], industrial practitionergprefer to
integrate at the code level. At Ericsson where multiple languages are sed in
various combinations, integration is mainly done at the code level throughthe
build environment. This coincides with our ndings from a previous study on
the integration of a graphical modelling language and a textual DSL conductd
within another organisation at Ericsson [2].

Due to the number of suppliers and sub-contractors both Volvo companise
rely on being able to integrate their subsystems in the form of binarés, so that
merging on a meta-level is impossible. However, having access toedhsource
would still be bene cial but for debugging purposes, not for merging the partial
solutions.
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One of the few examples where two languages are integrated in the same
development environment comes from Ericsson where a DSL for testinwas
developed internally, \The reason for it being that it could often take quite long
time to compile some of our models [...] from a few minutes up to aefv hours,
depending on how big the model wdsThe answer was to de ne their own testing
language on top of the modeling language and the interviewee was told that the
DSL was developed during all the hours the team sat waiting for the mode
compiler to terminate.

3.2 Organisational Aspects of Language Integration

An engineer at Ericsson expressed the need for management to assign tasks
according to the skills of the developers. In the big systems, we have di erent
languages. Yes, and that is complex. And that's a problem. It's hardat expect
that the software designer or veri er is equally good in all languages. Ahwe've
had to handle that in our team®

While one engineer at Ericsson saw the need for di erent languages accord
ing to domain and platform constraints { \ so you have all these levels and you
have very di erent requirements for di erent parts of this product. It's so big
that | don't even think that one solution ts all. You should be abé to use sev-
eral approaches { there is still an organisational wish to limit the number of
languages to limit accidental complexity \you shouldn't do it without a need. So
you shouldnt { if you try to solve the same problem, | think you sbuld try to
use similar language or similar ways of workingd.

Stable interfaces in the decomposition of complex systems is desir#[4] but
not always possible to obtain due to changing requirements or undergzi cation
of new and ground-breaking features [6]. In these cases an agile organisatidrat
lets developers work at both ends of the interface can be a way forward ewn if
this demands that the developers master more than one language. But as one
engineer at Ericsson said, using a new language is probably the smaller problem
compared to learning the product and the domain and everythirig

3.3 Social Aspects of Language Integration

\'If you go to a di erent language, like, | don't know, whatever language, it will
say that the for loop looks like this, but the functionality of it 5 the same. It
doesn't matter how you put it in the words. Instead of for’, you put like an 'f’
or whatever. It's the same functionality. So when you know the basepy don't
need to learn, like really study the new ones. You only adapt to #ém. From my
point of view." The quote is from an engineer at Volvo Cars who explains his
perception of using di erent languages for similar tasks.

However, not all engineers are interested in learning new languages. ®n
interviewee from Ericsson described his experiences from ddeping a customer
interface with a team located in a di erent town in the following way, \ an option
was to do it in C++ because that's the most cost e ective way. And he owner



said something like 'l don't think that's a good idea because therganization
we're from, people are working there because they want to do Java'.

At Volvo Trucks a similar sentiment was aired as the topic of introducing a
new modelling language was raised,we have a lot of people that like to write C
code and they like script languages. And they always do scripts for sething.
And they are pretty comfortable. They like writing a code with a blankpage just
writing C code."

4 Conclusions and Future Work

From a technical aspect of heterogenuous language integration there is a dif
ference between the emphasis of academic contributions and indugtt praxis
in that while the former focus on merging languages on a source or meta-lelve
the latter successfully integrating the target representations. This pragmatic
approach is supported by proven techniques developed for integratmthird gen-
eration programming languages. Organisationally the challenge seems to be for
management to assign the right team { with the right skills { to the right task, a
parallel challenge to the challenge of applying the right tools to the rght prob-
lem [16]. Finally, from a social aspect it is not just enough that the engireers
have the right skills { they also need to be open for using new languagedhis is
due to the fact that learning a new language is not a major obstacle but whib
language(s) you use is part of your identity as as software engineer and not all
engineers are willing to rede ne their competencies. In relatiorto Kent's critique
of MDA [10], it seems that while the technical aspects of language integrabn
have an important role to play in the development of complex systemsthe pos-
sibilities for improved development and product quality can only be realised if
the organisational and social aspects are seen as equally important.

In the case of setting up a simulation environment at Volvo Cars the chal
lenge is not just to integrate di erent modelling languages but also agreing on
the same version of Simulink since di erent versions imply di erent properties
in the generated code. Here, the challenge is organisational due to the fathat
the developers want the newest features which enable new solutionghile man-
agement responsible for integration need to know that the new versionsi stable
before updating. Updating legacy models to comply with the newer ver®ns can
be both a time consuming and an error-prone task. With external organisatbns
submitting their intellectual property in the form of human-readab le models or
code the question also becomes an issue of trust { not a technical factaf how
to best compose two or more languages. How to organise an ecosystem [13] of
simulation environments for continuous integration is still an open question we
hope to address in future work by exploring how technical, organizatioal and
social factors coincode in language integration.
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Abstract. Today, modeling and programming constitute separate activities car-
ried out using modeling respectively programming languages, which are neither
well integrated with each other nor have a one-to-one correspondence. As a con-
sequence, platform and implementation details, such as the usage of existing
software components and libraries, are usually introduced on code level only.
This impedes accurate model-level analyses that take platform-speci ¢ decisions
into account as well as the direct deployment of executable models on the target
platform. In this work we present an approach for integrating existing software
libraries with fUML models—an executable variant of UML models for which a
standardized virtual machine exists—not only at design time but also at runtime.
As a result of that, the modeler is empowered with the capabilities provided by
existing software libraries on model level. Our approach is evaluated based on
unit tests and initial case studies available in the ReMoDD repository that assess
the correctness, performance, and completeness of our implementation.

1 Introduction

Back in 1966, the rst object-oriented programming language was born. Its name is
SIMULA and it combined modeling and programming in a uni ed approach, that is
one of the strengths provided by object-orientation [4]. Carrying this idea further, the
language BETA, which was developed based on SIMULA and DELTA, was designed
for supporting both designing and programming systems. It even provided besides a
textual syntax also a graphical notation for representing the same abstract syntax tree,
such that the us