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Abstract—IEEE 802.15.4 defines a popular MAC standard
for wireless sensor and actuator networks. With the default
parameters, under medium to high load, 802.15.4 generates
excessive collisions and packet losses. Low duty cycles even
exacerbate the problem, because more nodes become active after
long periods of sleep and contend for channel access.

In this paper, we have applied the models that led to the Idle
Sense access method for 802.11 to the 802.15.4 slotted CSMA/CA,
taking into account the central role of the coordinator and also the
bursty nature of the traffic. Surprisingly, the approach perfectly
applies to 802.15.4 even if the principles of the two access methods
fundamentally differ. Based on the model, we propose ABE, an
adaptation method that adjusts the contention window to optimal
values so that the network obtains high throughput along with
low duty cycles leading to low energy consumption. The method
converges to near-optimal backoff values even under bursty traffic
and for any number of contending nodes.

Keywords—IEEE 802.15.4; access method; adaptation; low duty
cycle; optimal throughput.

I. INTRODUCTION

IEEE 802.15.4 [1] defines a standard for networks of low-
power sensors and actuators with two operating modes. The
first one is the non-beacon enabled mode in which receivers
need to be awake to receive a frame at any time. This
mode does not enable low energy consumption in multihop
topologies. The second mode, beacon-enabled, defines super-
frames that start with the transmission of beacons sent by
coordinators. Nodes associated with a coordinator contend
for channel access according to a slotted CSMA/CA scheme
during the active period at the beginning of the superframe.
Long lifetimes are possible with low duty cycles—nodes are
only awake during a small part of a superframe and they sleep
most of the time [2].

When IEEE 802.15.4 operates with the default parameters
defined by the standard in the beacon-enabled mode, any sig-
nificant traffic causes frequent collisions and packet losses [3],
which further leads to increased energy consumption and low
throughput. Low duty cycles even exacerbate the problem, be-
cause more nodes become active after long periods of sleep and
contend for channel access. So, operating IEEE 802.15.4 with
low duty cycles requires a mechanism for adapting the MAC
parameters to obtain low energy consumption and efficient
operation during active periods at the same time. Optimizing
the throughput becomes important in 802.15.4 networks with
low duty cycles, because the nominal bit rate of 250 kb/s is
proportionally reduced to the duration of the active period with

respect to the superframe size and is shared by all active nodes
associated with the same coordinator.

In this paper, we analyze the behavior of IEEE 802.15.4
in the beacon-enabled mode to identify the main performance
bottlenecks and apply the optimization approach of the 802.11
Idle Sense [4]. Surprisingly, the approach perfectly fits IEEE
802.15.4 even if the principles of the two access methods
essentially differ. However, a simple application of the Idle
Sense optimization approach is insufficient, because bursts of
traffic that may arise at the beginning of the active period
require special handling. Moreover, the contrast between the
behaviors of the coordinator and the nodes that turn on their
radios as rarely as possible leads to a specific contention
control protocol.

We validate the model needed for optimization with two
simulators. Based on the model, we design ABE, an adaptation
method in which a coordinator observes the number of idle
slots before a transmission, adapt the contention parameter BE
to the optimal value, and disseminates its value to associated
nodes in a beacon. Finally, we evaluate the adaptation method
with simulations of different topologies (number of nodes) and
under variable traffic that show a significant improvement of
throughput, packet delivery ratio, and delay over the standard
IEEE 802.15.4 with constant parameters.

II. IEEE 802.15.4 BACKGROUND

We provide below a minimal description of the IEEE
802.15.4 beacon-enabled mode. In this mode, a coordinator
periodically sends a beacon frame each Beacon Interval
(BI = aBaseSuperFrameDuration ∗ 2BO) to start a super-
frame. Nodes associated with the coordinator use the slotted
CSMA/CA method to contend for a transmission during the
Contention Access Period (CAP) and they may also reserve a
Guaranteed TimeSlot (GTS) for periodic real time traffic. The
active part of the superframe lasts for a Superframe Duration
(SD = aBaseSuperFrameDuration ∗ 2SO) and nodes may go
to sleep after a transmission until the next beacon. The
coordinator should stay awake during at least the active period.

The slotted CSMA/CA method consists of locating the next
backoff boundary and choosing a random backoff in the con-
tention window between 0 and (2BE−1)∗aUnitBackoffPeriod.
A node go to sleep during the backoff and then wakes up
to perform two Clear Channel Assessments (CCA) to check
if there is an ongoing transmission on the channel. If the
channel is sensed busy during a CCA, the node performs an
exponential backoff—it chooses a new backoff in an increased
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Fig. 1. IEEE 802.15.4 Slotted CSMA/CA

interval between 0 and (2BE+1 − 1) ∗ aUnitBackoffPeriod. A
node drops a frame either when there is no ACK received after
macMaxFrameRetries or when the node performed macMaxC-
SMABackoffs without finding the channel free.

III. CHOICE OF MAC PARAMETERS

Low energy consumption is vital in Wireless Sensor Net-
works and nodes can achieve very low duty cycles (the
proportion between awake and sleep periods) by extending the
sleeping periods or reducing active periods. For instance, with
the beacon parameters SO = BO−10, the duty cycle is as low
as 0.1% (2−10) for the coordinator (it needs to stay awake
during the active period) and an order of magnitude lower for
the devices that only need to wake up for the beacon reception
and possibly a CCA, and frame transmission.

We have first studied the impact of different MAC param-
eters on the IEEE 802.15.4 performance in a simple simulation
set up:

• macMaxFrameRetries: number of retransmissions (be-
cause no ACK received) before dropping a frame,

• macMaxCSMABackoffs: number of unsuccessful chan-
nel sensing before dropping a frame,

• BE: backoff exponent that determines the size of the
contention window from which a node chooses the
value of the random backoff interval before sensing
the channel.

We have used WsNet, an event-driven simulator for large
scale wireless sensor networks [5] and an open source im-
plementation of IEEE 802.15.4 for WsNet [6] (it implements
the Beacon-Only Period [7] and beacon-enabled mode). We
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Fig. 2. Packet Delivery Ratio

assume that nodes always have a packet to send at the
beginning of each superframe. Table I presents the simulation
parameters.

TABLE I. SIMULATION PARAMETERS

Parameter Description
Simulated area 100m x 100m
Traffic CBR (1 frame/node per superframe)
Simulation duration 100000 s
Propagation Unit Disk Graph
Duty cycle 1%

A. Impact of macMaxFrameRetries

Figure 2(a) shows the impact of macMaxFrameRetries on
the Packet Delivery Ratio in star topologies with the number of
nodes from 4 to 64. The parameter is in the interval between 0
and 7 with the default value of 4, macMaxCSMABackoffs = 4,
macMinBE = 3, and macMaxBE = 5. We can observe that
PDR remains constant for the values equal or greater than
2. Anastasi et al. [3] have already highlighted the fact that
frames are very seldom dropped because of excessive number
of retransmissions (< 2% when macMaxFrameRetries = 2).

B. Impact of macMaxCSMABackoffs

Figure 2(b) shows the impact of macMaxCSMABackoff on
the Packet Delivery Ratio in a similar set up. The parameter
is in the interval between 0 and 5 with the default value
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Fig. 3. Impact of macMinBE on the throughput

of 4, macMaxFrameRetries = 4, macMinBE = 3, and
macMaxBE = 5. We first point out that greater values of
macMaxCSMABackoff increase the PDR, because nodes have
more opportunities of a successful transmission attempt. As
at the beginning of an active period nodes try to access the
channel to transmit frames buffered during the sleeping period,
there is a high probability that nodes find the channel busy.
Maintaining a large value of macMaxCSMABackoff contributes
to better PDR.

We can observe that the two parameters have little influence
on PDR for a large number of nodes, because in this case,
contention results in many collisions and very low PDR.

C. Influence of BE

Finaly, we analyze the impact of the BE parameter on
the throughput. To investigate the contention behavior, we
simulate a backlogged traffic—each node has always a frame
to transmit in a set up with one coordinator and a variable
number of associated nodes (nodes still operate with 1% duty
cycle). Other parameters are set to their default values i.e
macMaxFrameRetries = 3 and macMaxCSMABackoff = 4.
Fig. 3 presents the throughput that strongly depends on the
number of contending nodes with an optimal value of BE for
a given number of nodes.

We conclude from the above analysis that mac-
MaxFrameRetries and macMaxCSMABackoffs should have the
largest possible values (and not the default ones) and nodes
need to adapt BE to the current number of active contending
nodes to increase the throughput. We propose a mechanism
for BE adaptation in the next section.

IV. MECHANISM FOR ADAPTING CONTENTION WINDOW

We assume that the network operates with a low duty cycle
set by a proper choice of the BO and SO parameters of the
superframe. All contending nodes wake up at the instant of
beacon transmission and try transmit their frames during the
active period. Thus, even low traffic may lead to a high packet
drop rate because of channel busy and high collision rate at
the beginning of the active period if the number of nodes is
important.

The objective of the mechanism is to adapt the contention
window so that:

• the backoff is not too short to avoid collisions,

• the backoff is not too long, because in this case
the channel is under-utilized resulting in a lower
throughput.

To achieve this balance, the mechanism needs to find the
BE value that results in the optimal throughput by minimiz-
ing collisions, minimizing the number of idle slots between
transmissions, and maximizing the successful transmissions.

TABLE II. MODEL NOTATION

Variable Description
BE Backoff Exponent ∈ [3, 8]
B Random Backoff ∈ [0, Bmax], Bmax = 2BE − 1

BE takes the value of macMinBE parameter
Pe Transmission attempt probability, probability of

choosing a given slot for transmission
Pc Probability that several nodes transmit in the same

slot leading to a collision
Pt Probability that a node transmits in a free slot
Pi Probability that no station transmits during a given

slot

A. Modeling IEEE 802.15.4 CSMA/CA

To derive the optimal adaptation of the contention window,
we have analytically modeled the IEEE 802.15.4 CSMA/CA
access method following the approaches proposed for IEEE
802.11 by Bianchi [8] and then Heusse et al. [4]. Table II
summarizes the notation.

We start with the following assumptions to derive the
model:

• backlogged traffic: nodes always have a packet to
transmit,

• network topology: a star without hidden stations with
a central coordinator acting as the PAN coordinator,

• a fixed contention window (fixed BE, B chosen
randomly in [0, 2BE − 1]).

We show below that although the IEEE 802.15.4 CSMA/CA
access method is very different from 802.11, we can express
the probabilities defined in Table II as in the model of
Bianchi [8] and Heusse et al. [4].

Transmission attempt probability Pe that a node chooses a
particular slot depends on the contention window [9]:

Pe =
2

Bmax + 1
. (1)

Transmission probability Pt corresponds to the case in which
a station transmit a frame without collision, i.e only one node
has chosen to attempt a transmission in a given slot:

Pt = N × Pe × (1− Pe)N−1, (2)

where N is the number of contending nodes. A collision
happens when two or more stations choose the same slot for
a transmission attempt. Its probability is the following:

Pc = 1− Pt − Pi (3)
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Fig. 4. Collision probability Pc (WsNet - crosses, simulator in C - circles,
analytical expressions - continuous lines).

A slot is considered idle if there is no transmission during this
slot. The corresponding idle probability Pi is as follows:

Pi = (1− Pe)N (4)

Let us denote by ni the number of consecutive idle slots
between two transmission attempts (transmission or collision).
Its mean depends on the idle probability in the following way:

ni =
Pi

1− Pi
(5)

We can observe that transmission attempt probability Pe
only depends on the size of the contention window (Bmax =
2BE − 1 in IEEE 802.15.4 and CW in IEEE 802.11). Other
probabilities Pc, Pt, and Pi only depend on Pe and on the
number of contending nodes. As all nodes make their choices
independently, probability Pe is independent of what happens
in neighboring slots. Moreover, it does not change if some slots
are occupied with a transmission. As slots are independent,
freezing the countdown of a backoff when a transmission
occurs on the channel as in IEEE 802.11 or continuing the
countdown as in IEEE 802.15.4 result in the same probabilities.

B. Model Validation

To validate the surprising result that we can apply the
802.11 model to IEEE 802.15.4, we have compared the an-
alytical results with simulations done using two simulators:
WsNet [5] and a simple simulator in C that implements
the IEEE 802.15.4 slotted MAC. We have simulated a star
topology with an increasing number of nodes around the
PAN coordinator from 4 to 32 nodes with various contention
window sizes (Bmax, BE ∈ [3, 4, 5, 6]).

Figures 4 and 5 represent collision probability Pc and
ni, the average number of idle slots before a transmission
in function of BE, respectively. The results obtained with
WsNet, the simulator in C, and the analytical expressions
above are presented with crosses, circles, and continuous lines,
respectively. We can observe fairly good fit between the model
and the simulation results.

C. ABE Mechanism – Adapting Contention Window

Based on the model above (Eqs. 1–5), we can optimize the
throughput:

X(Pe) =
Pt × sd

Pt × Tt + Pc × Tc + Pi × Tslot
, (6)
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where Tt represents the average transmission time, Tc collision
time, Tslot time slot, and sd the average frame size, to find the
optimal contention window [4]. We maximize the throughput
by minimizing the following cost function:

cost(Pe) =

Tc

Tslot
× Pc + Pi

Pt
(7)

Setting the first derivative of the cost function to zero leads to:

1−NP opt
e = η(1− P opt

e )N (8)

where
η = 1− Tslot

Tc

can be computed from the parameters of the MAC and PHY
layers. By denoting

ζ = NP opt
e , (9)

we obtain: 1− ζ = η(1− ζ/N)N . If we consider the limit for
N →∞, it gives:

1− ζ = ηe−ζ (10)

We can solve this equation numerically for a given value of
η. Moreover, when N →∞, Eq. 4 yields

P opt
i = (1− ζ/N)N → e−ζ . (11)

This means that for a given ratio Tc

Tslot
, the throughput is

optimal for the probability of an idle slot P opt
i that tends

towards an easily computable constant. Similarly, Eq. 5 gives
the optimal number of idle slots between two transmission
attempts when N →∞:

nopti∞ =
e−ζ

1− e−ζ
. (12)

Its value for IEEE 802.15.4 is nopti∞ = 1.4366 and from Eq. 5,
we obtain:

P opti∞ =
1.4366

2.4366
. (13)

We can build an adaptation mechanism on this result in a
similar way to Idle Sense: nodes may observe the average
number of idle slots between two transmission attempts to
derive the level of contention on the channel.

If average number of idle slots is less than nopti for a given
number of contending nodes N , the operating point is not
optimal due to excessive collisions, nodes thus need to increase



Bmax; conversely, if the observed value is greater than nopti ,
the operating point is not optimal due to too much time spent
waiting during idle slots, nodes thus need to decrease Bmax.

As for 802.11 wireless LANs, the adaptation method
targets the value of nopti∞ as the ideal operation point instead of
nopti for any number of active stations N . This difference has
little effect on performance and allows to stay on the safe side
of the optimal operating point: we can observe in Figure 3 that
the throughput drops much faster for a smaller BE compared
to a larger one. In the remainder of this section, we denote by
ntargeti = nopti∞ the target average number of idle slots that the
adaptation algorithm will try to maintain.

However, the problem with this approach is energy
consumption—if a node wants to observe idle slots, it needs
to be awake and consume energy. When a node goes to
sleep during the backoff, it does not have the information for
adaptation. We propose to solve this problem by delegating
tracking of idle slots to the coordinator that anyway needs to
stay awake during the active period. It observes the number of
idle slots during the current superframe to estimate its average
number n̂i (and so P̂i from relation 5). From this value, it then
derives the average number of contending stations N̂ . Note
that simple observation of transmissions on the channel does
not allow to estimate the number of active stations, because
the coordinator does not perceive all unsuccessful transmission
attempts. From N̂ and ntargeti , the coordinator then finds the
value of Bmax for reaching ntargeti during the next superframe
and sends Bmax to the associated nodes in the next beacon.

More specifically, the adaptation algorithm operates as
follows. At superframe k, the coordinator knows:

• ntargeti (and so P target
i from Eq. 5),

• current Bkmax (and so P ke from Eq. 1).

After observing the traffic during the active period of super-
frame k, the coordinator:

• first, estimates the average number of idle slots n̂ki
(and so P̂ ki from Eq. 5);

• then, it derives the average number of active nodes
from Eq. 4:

N̂k =
log(P̂ ki )

log(1− P ke )
(14)

• from which the transmission attempt probability for
the next superframe is computed based on P target

i :

P k+1
e = 1− (P target

i )1/N̂ (15)

• that finally allows computing the contention window
for the next superframe:

Bk+1
max =

2

P k+1
e

− 1. (16)

D. Adaptation for Bursty Traffic

The prediction of the target values for the next superframe
based on the values observed in the current one is satisfactory
if the traffic pattern changes slowly. However, if there is no
traffic in the previous superframe, the coordinator sets the value

of Bk+1
max to its minimum (macMinBE = 3), which may result in

a high collisions rate if nodes in the next superframe happen to
have frames to send. In such situations with traffic concentrated
on a subset of superframes, the coordinator will not be able to
derive the correct estimation of MAC parameters for a future
superframe based on a superframe with no traffic.

To handle such irregular or bursty traffic, we propose to
set Bk+1

max to its maximum value (macMinBE = 8) for the next
superframe, if there is no traffic in the current one. This rule
avoids collisions and dropping packets in a superframe with
bursts of traffic. The coordinator also applies the same rule
upon initialization.

E. Adaptation of the Number of Channel Sensing

If the packet generation rate is low (for example one frame
per node), all nodes try to access the channel at the beginning
of a superframe. The first nodes access the channel and can
transmit their frames, while the others may drop their frames
when channel is busy at the instants of channel sensing for
macMaxCSMABackoff attempts. The coordinator is not aware
that nodes may drop frames due to the initial period of high
channel utilization, which leads to an incorrect estimation of
Bk+1

max .

There are two ways of avoiding frame drops in this
situation. The first one is to extend the macMaxCSMABackoff
parameter beyond its possible values defined in the standard,
for instance up to 8 (Figure 2 suggests that large values
contribute to better PDR). Other analyses already proposed
such an adjustment [3]. The drawback of this approach is an
increased energy consumption required for CCAs. The second
way is to count the number of unsuccessful CCAs instead
of the number of backoffs (each channel sensing consists of 2
CCAs). For instance, as macMaxCSMABackoff = 4 may result
in 8 CCAs in the worst case, we will limit the number of CCAs
to 8. We have used the second way in our evaluation.

TABLE III. SIMULATION PARAMETERS

Parameter Value
Simulated area 100m x 100m
Saturated Traffic always packet to send
non Saturated Traffic VBR or Poisson
Simulation duration 100000 s
Number of nodes up to 32
Propagation Unit Disk Graph
Duty cycle 1%
Packet size 30bytes

V. PERFORMANCE EVALUATION

We have evaluated ABE and compared it with the IEEE
802.15.4 standard configured with static BE values. As pre-
viously, we have used WsNet [5] with parameters given in
Table III. We have first simulated a star network with an
increasing number of nodes from 4 to 32. The simulation
results are the throughput of received data at the coordinator
and the end-to-end delay (time between packet generation and
reception by the coordinator) under our mechanism and the
standard IEEE 802.15.4 CSMA/CA with macMinBE = 3...8.

Figure 6 shows the throughput under saturated traffic
(nodes have always a frame to send). We can observe that
ABE provides optimum throughput regardless of the number
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Fig. 7. Throughput under periodic non-uniform traffic

of nodes—the coordinator always finds the value of the con-
tention window that optimizes the throughput. The standard
CSMA/CA (macMinBe = 3) presents good performance for a
small number of nodes, but for a larger number of nodes, ABE
results in substantial gains.

We have also considered other traffic conditions:

• Periodic non-uniform traffic (VBR): each node period-
ically generates a random number of packets under the
constraint that the total number of generated packets
is constant. This kind of traffic is extremely bursty
and represents well the load put on a coordinator in
a multi-hop cluster-tree topology where each coordi-
nator receives traffic proportionally to the number of
nodes in its sub-tree.

• Poisson traffic of variable intensity.

Figure 7 shows the throughput under periodic non-uniform
traffic that stresses the proposed mechanism with the traffic
pattern alternating superframes with and without traffic for a
star network with 15 nodes. ABE manages well to maximize
throughput for any traffic intensity. We have also tested the

methods with a CBR traffic that leads to the same results, so
we decided to not present them here.

Figures 8 and 9 present the throughput, the packet delivery
ratio, and the delay under Poisson traffic for a star network
with 5 and 20 nodes, respectively. ABE steadily maintains
the throughput close to the optimal value for any level of
contention. Its operation results in the best packet delivery ratio
along with good delays—shorter delays are only obtained by
the standard 802.15.4 method with the parameters leading to
a lower packet delivery ratio. Overall, the proposed method
provides very good performance over a wide range of the net-
work size and traffic intensity, which is not possible to achieve
in the standard 802.15.4 network with constant parameters.

VI. RELATED WORK

Many authors studied the performance of IEEE 802.15.4.
Misic et al. modeled the beacon-enabled mode with a discrete
time Markov chain [10]. They measured the impact of the
service time and queue length distributions on the MAC per-
formance to conclude that the choice of the frame length, traffic
intensity, and the size of the network are important to maximize
the throughput. Park et al. adopted a similar approach to
measure the performance of the standard IEEE 802.15.4 in
terms of reliability, energy consumption, and delays [11]. They
noticed that large values of macMinBE, macMaxFrameRetries,
and macmaxCSMABackoff improve performance. Koubaa et
al. [12] studied the impact of different factors on performance
through simulation. The simulation demonstrated that the value
of macMinBE has a significant impact on the performance in
terms of packet loss and latency. The authors also concluded
that the default parameters of the IEEE 802.15.4 CSMA/CA
are not suitable for all network conditions. Similarly, Anas-
tasi et al. [3] concluded that the default parameters of the
CSMA/CA lead to poor performance, because the value of
macMinBE does not allow efficient medium access even for
small networks.

Experimentally, Liu et al. [13] reported a poor delivery
ratio in multihop topologies (less than 10% of packets are
received by the sink for a tree depth greater than 5 hops).
They also noticed that the throughput quickly degrades with
the number of nodes even in star topologies. Lee et al. [14] also
demonstrated performance degradation when the number of
contending nodes increases. Park et al. proposed an analytical
model based on Markov chains to find the optimal values
of IEEE 802.15.4 parameters [15]. The approach requires a
continuous estimation of the busy channel probability, which
is difficult to apply in sensor networks with sleeping nodes.
Rao et al. [16] proposed to tune dynamically macMinBE ac-
cording to the following method. The coordinator observes the
channel to identify active nodes that have sent frames during
a superframe. It then increments macMinBE for the active
nodes, decrements it for all others, and piggybacks these values
onto beacons. The coordinator adapts macMinBE every 3
superframes. The adaptation takes a longer time compared to
our approach and it is inefficient for varying traffic patterns
that may change during the observation phase. The approach
also suffers from the overhead of sending the addresses of
all nodes to notify them which value of macMinBE to use.
Anastasi et al. [17] proposed an adaptive protocol in which
each node finds the best value for its IEEE 802.15.4 parameters.
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Fig. 8. Poisson traffic with 5 nodes
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The nodes continuously adapt macMinBE and macMAXCS-
MABackoff values to match the packet delivery ratio imposed
by the application layer. Jamieson et al. [18] proposed Sift,
a MAC protocol for wireless sensor networks. The protocol
reduces the collision rate by using a truncated geometrically-
increasing probability distribution for picking a contention slot.
The distribution approximates the optimal one that maximizes
the probability of a successful transmission. Sift requires that
nodes are synchronized and awake at the beginning of the
contention period.

VII. CONCLUSION AND PERSPECTIVES

In this paper, we have addressed the problem of optimizing
the operation of IEEE 802.15.4 networks from a different
point of view than existing approaches. We assume an energy-
efficient operation with low-duty cycles set up by a suitable
combination of the superframe parameters SO and BO. To
optimize the performance of the access method during active
periods, we propose to apply the approach based on Idle Sense
in 802.11 networks that finds the right balance between the
time spent in backoffs and collisions to maximize throughput.
Even if the access methods of IEEE 802.15.4 and 802.11 are
radically different, we can model them in a similar way in
terms of transmission attempt, idle, and collision probabilities.

We have validated the model of IEEE 802.15.4 and used
it to derive ABE, an adaptation mechanism that varies the
contention window in function of active nodes and changing
traffic patterns. The proposed ABE method fundamentally
relies on the special role played by a coordinator that observes
the channel, derives its load, and distributes the value of the
contention window to the associated devices. Moreover, we
have designed ABE with bursty traffic conditions in mind, as
they are inherent to the considered networks. Our simulation
comparisons with the standard IEEE 802.15.4 show that the
proposed method provides very good performance over a wide
range of the network size and traffic intensity compared to the
standard 802.15.4 network with constant parameters.

We plan to validate the proposed scheme on an experi-
mental testbed to evaluate the impact of factors that appear
in real radio environments. We also want to take into account
phenomena that may appear in multi-hop topologies such as
beacon collisions. We also plan consider managing differenti-
ated access priorities that could reflect the depth of the subtree
that each coordinator serves.
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