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A new look at bidirectional TCP connections

over asymmetric links

Martin Heusse, Timothy X Brown,
Thomas Schwengler, Andrzej Duda

Abstract

Many papers invoke the ACK compression phenomenon to explain
the download performance drop in the presence of bidirectional traffic,
whereas we argue that this symptom is merely a side effect of the core
phenomenon that we analyze here. Interferences between upload and
download is more and more frequent as it requires two commonplace in-
gredients: asymmetric links like most SOHO access links and long-lasting
TCP uploads e.g. due to the presence of peer-to-peer traffic.

We find that interaction between uploads and downloads is simple to
analyze in the rare case where the (up)link buffer size is given in bytes.
Otherwise, in the more common case where buffer size is a given number
of packets, there is greater adverse interactions. We provide guidance for
sizing the link buffers to mitigate detrimental interference. We provide
experimental results that illustrate the case with buffer sizes in bytes using
an asymmetric WiMAX link.

1 Introduction

We study the interactions between upload and download traffic on asymmetric
links. This phenomenon, which often causes drastic throughput reduction of the
TCP downloads, is not well understood although this type of link is pervasive
at the edge of the Internet. More precisely, in many cases, data transfers in each
direction obtain similarly low throughputs, which on a typical ADSL line leads
to filling only one tenth of the downlink capacity in the presence of uploads.
This problem is rendered more acute by the evolution in network usage as users
tend to upload more and more data, often continuously in the case of P2P
software [10]. Moreover, this hit on download goodput strongly affects user
perceived responsiveness.

Consider the example shown in Figure 1. The goodput over time of an
asymmetric link with 2 Mbps download and 192kbps upload rate is shown. The
download starts at time 10s and its throughput is shown in black. Between
seconds 30 and 45 there is a single upload (dashed line). Between seconds 60
and 85 there is a pair of uploads (dashed lines). The buffer can hold 75,000B
(which corresponds to 50 full size packets) in the downlink direction and uplink
direction, which is a typical setting. The download can achieve nearly 2 Mbps
when sent by itself. However, the presence of an upload causes the throughput to
drop so that both upload and download achieve about 200kbps. Giving proper
sizes to the buffers lessens the interaction significantly, as in figure 2.
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Figure 1: Interference between one download (solid line) and uploads (dashed
lines: one then two) with buffers of size 75,000 B on both ends of the asymmetric
link
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Figure 2: Interference between one download and one upload with buffers of
size 75,000 B for the downlink and 6,000 B for the uplink

This example illustrates the key phenomena about simultaneous TCP down-
loads and uploads that we are investigating. First, uploads can have a dramatic
negative effect on download performance. Second, how the buffer is managed
(in packets or in bytes) is important. Third, the buffer size is the key factor
in mitigating the negative effects. Fourth, bigger buffers are not always the
solution.

Many papers invoke the ACK compression phenomenon to explain download
performance drop in presence of bidirectional traffic [3, 4, 5, 8, 9, 12]. In a
nutshell, ACK compression refers to the clustering of data packets and ACK
packets of both connections, which allegedly compromises TCP connections
self clocking by the acknowledgements. These papers focus more on proposing
solutions to the problem than actually understanding it. For example, we could
not find a paper that considers the influence of link buffer sizes on the magnitude
of the problem.

In this paper, we study upload download interference and assert that:

1. ACK compression is not the cause of upload download interference, al-
though it could explain why, in some cases, both the uplink and downlink
may be not fully utilized [7];

2. Buffers in bytes are beneficial, especially on the uplink side, although not
because of the intuitive reason that they naturally give more precedence
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to ACKs (as ACKs may fit in a buffer which is otherwise full for data
segments1). Rather, buffers in bytes are useful because they allow much
smaller uplink buffers without hurting the upload when a download is
present; this is in turn mandatory to reach a satisfactory utilization of the
downlink.

We focus first on the case in which the asymmetric link buffer sizes are mea-
sured in bytes (Section 3). In this case, interferences between uploads on down-
loads are milder than usually thought. This case lends itself well to analysis, and
the various parameters involved can be tuned to reduce adverse interferences
predictably.

However, in many cases, buffers can keep only a limited number of packets
regardless of their size and this generally leads to more marked interactions
between uploads and downloads. We study this case by simulation in Section 4
and show that it is more challenging to find settings that would consistently
give a satisfactory behavior.

To confirm our findings, we ran performance tests on one of the rare links
with buffers limited in bytes, a WiMAX link. The results are given in Section 5.

Ud

Downlink (Cp)

Uplink (Cu)

DdAu

Us

Ds

Dd
tp

Bd

Bu

Figure 3: Two flows in opposite directions on the same link. The data packets
(thick lines) in a buffer interact with the opposite direction’s ACK packets (thin
lines). Both flows experience the same delays over a round trip.

2 Interference between upload and download on
an asymmetric link

We consider two TCP (half-)connections on an asymmetric link. The download
ACK stream shares the upstream buffer with the upload data packets and vice
versa. The TCP end points are connected to an asymmetric link (Fig. 3). The
buffers at the heads of the asymmetric link are on different network layer entities
than the TCP endpoints, so that the TCP connections continuously probe the
link bandwidth and packets may be lost. (If the buffers were on the same entity,
the behavior would not be interesting since the TCP connections would refrain
from transmitting when the buffer is full.) The TCP connections may use the
delayed ACK mechanism whereby an ACK is only sent for every other data
packet that is received. We will show later how this factors into our analysis.

1As discussed in http://www-nrg.ee.lbl.gov/floyd/REDaveraging.txt, cited in RFC
2309.
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Figure 4: Simulation setup

Considering a tagged data packet Dd from the download stream, if we leave
aside the delayed ACK mechanism, reception of this segment will trigger the
emission of an ACK packet Ad. This ACK will enter the upstream queue behind
an upload segment Du. When they leave the asymmetric link these packets will
engender at least one new data packet D′d and a new acknowledgement A′u that
will enter the downstream queue simultaneously. Thus, it is clear that both
connections experience similar round trip times. Note that this holds if the end
points of the connections are disjoint, as long as the RTT is dominated by the
waiting time in the buffers at the head of the bottleneck (asymmetric) link and
the propagation time Tp.

For a congestion window, cwndx, where x refers to uplink or downlink and
RTT the round trip time, the connection throughputs are approximately Tx =
cwndx

RTT . Thus, for instance if the 2 connections end up with similar average
congestion windows cwnd, then they will obtain similar throughputs. We will
see that this is what happens in most cases.

2.1 ACK compression is a side effect of upload/download
interaction

Subsequently, because TCP congestion windows are inflated upon reception of
an acknowledgement, data packets are produced back-to-back. When this pro-
cess repeats, then ACK compression appears. Note that in this perspective, it
does not matter if ACKs are compressed or not for uploads to impact down-
loads. Consequently, simply addressing this aspect by pacing TCP senders does
not help. In fact, RFC 3449 explicitly rules out this type of solution.

On the other hand, prioritizing ACKs in the upstream buffers reduces the
RTT of downloads, thus effectively allowing downloads to occupy the whole
downlink bandwidth. Using any fair queueing mechanism at the uplink helps
to solve this problem, as ACKs represent little volume compared to the upload
data segments, so that they are effectively prioritized.
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5.1: Buffer occupancy at R1
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5.2: Buffer occupancy at R2

Figure 5: Buffer occupancies at both ends of a symmetric link with different
buffer size (37500 and 15000 bytes)
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2.2 Pendulum of the outstanding data

Two TCP connections exhibit a hieratic behavior when they share a link in
opposite directions. The amount of data in the buffers at both ends of the link
often shifts quickly from one side to the other. In essence this oscillation reflects
the fact that the amount of data in flight from both connections is slow-varying,
so if one queue builds up, the other dips. One example appears in figure 5. This
is obtained using the setup in Figure 4; the link capacities are symmetrical
(2 Mb/s) with different buffer sizes at both ends of the link: 37500 and 15000
bytes.

Two types of oscillations are visible: first quick oscillations between t ≈ 94 s
and t ≈ 96 s. The best explanation for these is ACK compression. We note
that it does not always emerge: there is nothing similar between 98 s and 100 s
for instance. Our point is that ACK compression is a reality but it’s not the
most important cause of upload download interference. Let us look at the other
wide oscillation starting at t = 96 s. At this time, the buffer in R1 overflows.
This causes the download to stop sending packets for a while. Then all upload
outstanding data goes into the buffer in R2 which immediately overflows. In
the remainder of this section, we model this pendulum of outstanding data.

We consider the downlink and uplink capacities Cd and Cu, with Cd = k×Cu

(and generally k ≥ 1). Moreover, let dd and du the number of data bytes
standing in the downlink and uplink buffers. We neglect the amount of data
in flight on the link and we consider that the ACK size is negligible. Then, as
noted in section 2,

RTT =
8 dd
Cd

+
8 du
Cu

. (1)

Also, dd and du are directly linked to the congestion windows of the upload and
download. The data in flight for each TCP connections is the sum of the data
segments waiting in the bottleneck buffer and the ACKs waiting in the reverse
direction. For example, every time a download ACK enters the uplink buffer,
it experiences a delay of 8 du

Cu
. So the set of ACKs in this buffer stand for duCd

Cu

data bytes.

dd = cwndd −
duCd

Cu
(2)

(and similarly for the upload). Plugging 2 into 1 yields simply

RTT =
8 cwndd
Cd

(3)

and conversely we have

RTT =
8 cwndu
Cu

(4)

which implies either that:

1. dd = 0 and then RTT = 8 cwndu

Cu
; or,

2. du = 0 and then RTT = 8 cwndd

Cd
; or,

3. du 6= 0 and dd 6= 0 only if cwndu

Cu
= cwndd

Cd
.
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In figure 5, the system is in case 2 most of the time, and goes into case 1 only
when the buffer in R1 overflows and subsequently empties because the download
stops for a while. Then we go to case 1 and the buffer in R2 immediately
overflows.

Let us consider what decides of the case in which the system operates. We
consider for example that dd = 0 (case 1). Then, the download does not occupy
the downstream link continuously (or just barely), so that its packets are not
well interspersed in the uplink buffer. So cwndd 6 du

Cd

Cu
.

Multiplying both sides of this inequality by RTT and using Eq. 4, we get

cwndd
cwndu

6
8 duCd

RTT C2
u

and, as RTT = 8 du

Cu
, we have:

dd = 0⇒ cwndd
Cd

6
cwndu
Cu

(5)

This results is not unexpected: queueing happens on the side of the connec-
tion that is more intensely filling its buffer. Similarly,

du = 0⇒ cwndd
Cd

>
cwndu
Cu

.

One important consequence of this remark is that, unless the cwnds are kept
proportional at all time, one of the links is not fully utilized. Unfortunately,
this is not achievable with TCP on an asymmetric link, as the growth of the
congestion windows is the same in both directions since it depends only on the
RTT. So it cannot be maintained equal to the ratio of the capacities. Then it
is impossible to maintain both (half-) links permanently active. Note that we
reach this conclusion without invoking ACK compression.

2.3 Buffer size for unidirectional traffic

The minimal size for the link buffers is a good starting point so we recall the
rule of thumb to set them. This is not directly linked to upload/download
interference, but we remark that, in general, buffers should be of different sizes
on both ends of an asymmetric link.

With only unidirectional traffic, the link buffers should be large enough to
keep the link busy when there is only a single active TCP connection on the
link. The usual rule of thumb for buffer size stipulates that it should be

Bx =
2× tp × Cx

8 MTU
(6)

packets where Cx is the bottleneck link capacity [11] and tp, the end-to-end
propagation delay. Note that smaller buffer sizes give satisfactory results when
a large number of connections are active concurrently [2], but this is obviously
not a generally valid hypothesis for access links.
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3 Asymmetric link with Buffers measured in bytes

We seek to obtain a simple expression for the throughput ratio r between up-
load and download. To this end, we estimate the congestion windows of both
connections.

For an upload, first, two factors may limit cwndu growth:

1. TCP buffer size W at sender or receiver. If W is smaller than the buffer
size plus the amount of data in flight further down, the sender is paced
by the rate of acknowledgment reception and there is always a full TCP
buffer worth of data in flight;

2. Uplink buffer size: the amount of sender data in flight follows a sawtooth
curve that culminates when the buffer overflows. cwndu oscillates between
B∗

u+Pu

2 and B∗u +Pu, where B∗u is the uplink buffer space left by the down-
load ACKs and Pu is the amount of data in flight on the link, Pu = 2 Cu tp.
Then if ρ is the ratio of ACK size to the segment size, (ρ ≈ 1

30 ),

B∗u = Bu − ρ cwndd/2 (7)

if ACKs are delayed, and B∗u = Bu − ρ cwndd otherwise. Note that we do
not take into account that, in principle, some ACKs may be standing in
the downlink queue at the moment the uplink buffer overflows. This is a
direct consequence of the remark in section 2.2.

Similarly, the throughput of downloads is limited by the downlink buffer size.
In this case, we simply neglect the presence of ACKs in the queue, as ACKs are
at the same time a lot smaller than data packets and they are less numerous as
we still expect the download to have a higher throughput than the upload.

Moreover, we suppose that the downlink buffer (in R1) is larger than the
uplink buffer, which is in fact mandatory for reasonable performance. Then
the sawtooth oscillations of the upload cwndu will be much faster than on the
download side. Thus, it is fair to consider that as soon as cwndd grows bigger
than what the system can store, that is the downlink buffer size added to the
amount of data in flight Pd, then the buffer at R1 overflows.

So we have, if B∗d = Bd:

cwndx =

{
W, if B∗x + Px > W
3
4 (B∗x + Px), otherwise.

So the ratio r between upload and download throughput is then simply:

r ≈ cwndd
RTTd

RTTu

cwndu
≈ cwndd

cwndu
(8)

Where RTTx are the RTTs for upload or download. The approximation that
RTTu ≈ RTTd will be valid if they are both dominated by the queueing delays,
or if the upload and download endpoints are at a similar “distance” (We do not
consider interactions between TCP flows of various RTT). In a nutshell, we show
that reasonable buffer sizes, in particular on the uplink side, greatly reduces
adverse interference between uploads and downloads. Even more strikingly, the
throughput ratio r does not depend on k, it is only marginally linked to Cu and
Cd when computing Pu and Pd!
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3.1 Simulations

We use the Qualnet network simulator [1] with the network topology in Figure 4.
The downlink capacity of the bottleneck asymmetric link is 2 Mb/s downlink and
192 kb/s uplink (from R2 to R1). The asymmetric (bottleneck) link propagation
delay is tp = 20 ms or tp = 100 ms. On the left side, which can be seen as the
“Internet”, the upload and download endpoints are placed respectively 5 ms and
1 ms “away” from the R1-R2 link, so that packets of the two connections do not
follow a perfect cycle from one round trip to the next. Each simulation run
represents 10 minutes of traffic. The TCP variant is New Reno with selective
acknowledgments.
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Figure 6: Ratio estimate cwndd

cwndu
vs. the download to upload throughput ratio

obtained by simulation. The vertical line is the downlink to uplink capacity
ratio k. Overlying points are moved to form small clusters; circles are points for
which the downlink buffer is smaller than the bandwidth delay product. Point
sizes are proportional to the TCP buffer size. Red points correspond to link
buffer sizes that follow the rule of thumb for a RTT of 300 ms.
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Figure 7: Ratio estimate cwndd

cwndu
vs. the download to upload throughput ratio

obtained by simulation, 10 concurrent upload connections.

In Fig. 6, to validate our estimate of r, we plot cwndd

cwndu
against the obtained

download to upload throughput ratios for TCP buffer size in (16384, 32768,
65536, 131072); uplink buffer size in (6000, 9000, 15000, 30000) and downlink
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buffer size in (22500, 37500, 75000), all in bytes. The dots clearly follow our
estimate, so that it is effectively the link buffer sizes that govern the upload to
download throughput ratio, provided that TCP buffers are large enough (larger
points on the figure) and the downlink buffer is large enough (the circles are
offset to the left).

The desired ratio of approximately 10 between upload and download is ob-
tained for TCP buffers of at least 64 kB and link buffers of 9000 B (uplink side)
and 75000 B (downlink side). Note that this corresponds to the rule-of-thumb
buffer size for approximately 300ms RTT, which is large enough in most cases [6].
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8.1: Upload
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8.2: Download

Figure 8: Outstanding data (cwnd) of upload, download and buffer occupancy
at R1 and R2.

To illustrate the system behavior, we take a closer look at the case when both
the uplink and downlink are maintained busy. We focus on the point marked by
a dot in Figure 6. Figure 8 plots the congestion windows and buffer occupancies
at the start of the simulation. Faster oscillations for the download are evident,
as well as the dip in the downlink buffer occupancy after it overflows. To validate
that when the uplink buffer overflows, the downlink buffer is mostly empty, we
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Figure 9: Convolution of the buffer occupancy time series.

plot the convolution of the buffer occupancy time series in Fig. 9. The negative
correlation is patent.

We also would like to point out that the analysis in Section 3 can be extended
to the case of multiple uploads, which is relevant in the case of P2P traffic for
instance. Fig. 7 corresponds to this case, with 10 upload connections instead of
one. The results are very similar to what we obtain with a single upload.

4 Uplink buffer measured in packets

In most operating systems (FreeBSD, Linux. . . ) and for e.g. Cisco routers as
far as the authors can tell, buffers can only hold a limited number of packets
regardless of their size. So having buffers measured in packets is the usual case.
Unfortunately this is not as simple to model as for buffer size in bytes.

In particular, let’s look at the minimum size for the uplink buffer. When
there is one upload and one download, for each data packet sent uplink, n
ACKs corresponding to k download data segments may concomitantly enter the
uplink buffer. Consequently, when the upload TCP sender inflates its congestion
window, its data packet compete with numerous ACKs. Thus using a buffer of
e.g. 6 packets (9000 B) as in the previous section leads to a high loss rate that
would cause the upload to stall.

In Fig. 10, we display the throughput ratio between upload and download
for various uplink buffer size. Clearly there is a range of buffer sizes that would
give satisfactory results, but it depends on the number of ACKs sent per TCP
segment. With delayed ACK, in Fig. 10.1, one acknowledgment is sent upon
receipt of every other segment; whereas there is one ACK per segment other-
wise (Fig. 10.2). Without delayed ACK, the upload to download ratio shows
strong variations for adjacent uplink buffer sizes. This variability is not due to
the simulation duration, but rather to the fact that in this region uploads are
starved, and their behavior is hard to predict or capture in this kind of adverse
conditions.

Empirically, the uplink buffer should be at least half the size of the down-
link buffer, or uploads will starve. This has a relatively straightforward explana-
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Figure 10: Buffer measured in packets, TCP buffer size 64kB. Each point is
2000s of simulation; the horizontal line is k.

tion: when the upload transmission rate approaches the capacity, then download
ACKs will queue in the uplink buffer. They will cause packet drops if the uplink
buffer is not large enough to hold them all. For a smaller uplink buffer size, the
download will not be able to occupy the entire available downlink bandwidth,
as the ratio of the cwndx will be close to 1.

Using large buffers on both ends of ADSL lines is a common practice [5]
and this causes a notable drop of the download throughput in the presence of
uploads. In other words, most ADSL link operate to the right of Fig. 10; to the
point where concurrent uploads and downloads obtain similar throughputs.

5 Experimentation with a WiMAX link

To confirm experimentally the observation of Section 3, we used one of the rare
network links that use buffers limited in bytes: an 802.16d fixed WiMAX system
(FDD base station, half duplex subscriber units). We checked that the buffer
is measured in bytes by verifying that queueing delay in a full buffer does not
change when loading the link with short or long packets.

On this system, we set QoS profiles to limit the maximum information rate
(MIR) to 2 Mb/s downlink and 192 kb/s uplink. With these settings, a single
TCP download goodput is 1.9 Mb/s, and 0.16 Mb/s for a single upload (goodput
ratio of 12). If one download and one upload are present concurrently, then the
download reduces to 1.04 Mb/s, while the upload gets 0.15 Mb/s. We note the
download rate drops by about a half when an upload is present. However, the
downlink is still able to maintain a throughput ratio of 7. Our simulation results
suggest that with buffers measured in packets, the goodput ratio would drop to
close to 1.

This is on of the rare cases where a much higher ratio is maintained by the
use of buffers limited in bytes, although this fact is most probably not the cause
of this unusual design choice.
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6 Conclusion

In this paper, we showed that TCP performance on asymmetric links depends
strongly on the buffer sizes on both sides of the link, as well as on how the
buffer size is counted—in number of bytes or packets. Also, we consider that
interferences between upload and download are not due to ACK compression.

We conclude that using a buffer limit calculated in bytes allows to greatly
reduce adverse interference between uploads and downloads. This is not usual
practice, though. On ADSL links, using buffers of adequate sizes counted in
ATM cells would most probably be quite straightforward and sufficient. We
also recommend to use buffers of relatively small size, especially on the uplink
side, which is again not usual.

In the case of buffers that have a capacity set to a given number of packets,
the best solution is to use fair queueing mechanisms, or set the buffer to a
reasonable size to avoid either uploads starvation or drastic download goodput
lessening. Also, simply restricting TCP buffer size for the uploads can limit
uplink buffer occupancy, although this is a limited solution when several uploads
coexist.
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