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Abstract—Communication by stigmergy consists, for
agents/robots devoid of other dedicated communication devices,
in exchanging information by observing each other’s movements,
similar to how honeybees use a dance to inform each other on
the location of food sources.

Stigmergy, while a popular technique in soft computing (e.g.,
swarm intelligence and swarm robotics), has received little
attention from a computational viewpoint, with only one study
proposing a method in a continuous environment. An important
question is whether there are limits intrinsic to the environment
on the feasibility of stigmergy. While it is not the case in
a continuous environment, we show that the answer is quite
different when the environment is discrete.

This paper considers stigmergy in graphs and identifies classes
of graphs in which robots can communicate by stigmergy. We
provide two algorithms with different tradeoffs. One algorithm
achieves faster stigmergy when the density of robots is low enough
to let robots move independently. This algorithm works when
the graph contains some particular pairwise-disjoint subgraphs.
The second algorithm, while slower solves the problem under an
extremely high density of robots assuming that the graph admits
some large cycle. Both algorithms are described in a general
way, for any graph that admits the desired properties and with
identified nodes. We show how the latter assumption can be re-
moved in more specific topologies. Indeed, we consider stigmergy
in the grid which offers additional orientation information not
available in a general graphs, allowing us to relax some of the
assumptions.

Given an N × M anonymous grid, we show that the first
algorithm requires O(M) steps to achieve communication by
stigmergy, where M is the maximum length of a communication
message, but it works only if the number of robots is less than
⌊

N·M

9

⌋

. The second algorithm, which requires O(k2) steps, where
k is the number of robots, on the other hand, works for up to N ·

M −5 robots. In both cases, we consider very weak assumptions
on the robots capabilities: i.e., we assume that the robots are
anonymous, asynchronous, uniform, and execute deterministic
algorithms.

Index Terms—Mobile agents in graphs, Computational robots,
Algorithms, Complexity, Information exchange, Theoretical com-
puter science

I. INTRODUCTION

Unmanned automatic vehicles, flexible manufacturing sys-

tems, rescue robot teams, drone fleets, automated construction,

and many other systems of which we will see more and

more in the near future, share many common characteristics,

among which the necessity to communicate. Indeed, without

communication, there is no cooperation, or coordination.

In many cases, it is however not feasible, economical, or

desirable for the robots to rely on explicit communication,

such as wireless network, for their coordination. This may

for instance be due to intrinsic limitations of the robots (e.g.,

cheap robots or payload limits with flying robots) or due to the

nature of the environment (e.g., noise pollution in underwater

applications).

Nevertheless, it may still be possible for the robots to

exchange information by observing their respective actions on

the environment. This notion is known as “stigmergy” and

was originally defined by Grassé in the context of research

on termites [1]. Stigmergy has become popular in computer

science through the work on swarm intelligence and ant colony

optimization of Bonabeau et al. [2]. Ant colony optimization

relies on the notion of “pheromones” which is some piece of

information left in the environment by the agents (robots/ants)

that gradually decays over time.

In robot applications, implementing a mechanism akin to

pheromones is impractical at best. In contrast, Karaboga et

al. [8] proposed a variant called bee colony optimization in

which agents (robots/bees) perform a dance, inspired by the

waggle dance of honeybees [7], to communicate to their peers

information such on the location (heading and distance) of a

food source.

Both approaches have been applied to robots in the field

of swarm robotics (e.g., work by Martinolli and Mondada

[9]). In spite of a large literature presenting very interesting

experimental studies of swarm optimization (see two decades

of research on swarm robotics; e.g., [10], [11]), little has been

done to investigate the fundamental limits of stigmergy itself.

In this paper, we define stigmergy as an exchange of

information between the robots that compose a system devoid

of explicit means of communication. A robot can learn some

information from another one by observing its moves. More

specifically, let {Ri}(1≤i≤k) be a set of k robots, such that

each robot carries a message mi which is a string of symbols

taken from a language L = {λ1, · · · , λℓ} consisting of ℓ ≥ 1
distinct symbols. For convenience, let M be the length in

number of symbols of the longest message. There is a time

after which the following must hold for any robot Ri:

S1. All robots know mi;

S2. Ri knows that all robots know mi;

S3. Ri enters a terminated-state in which it takes no further



moves.

A protocol satisfying constraint S3 is said to be quiescent.

Dieudonné et al. [5] have proposed a method for communi-

cation by stigmergy in a continuous environment with chirality,

under the semi-synchronous model proposed by Suzuki and

Yamashita [12]. Bouzid et al. [3] have proposed an extension

called RoboCast, also in a continuous environment, under the

asynchronous model of Prencipe et al. [6]. While their original

motivation was somewhat different (generalize a method for

robots to exchange their local coordinate systems originally

proposed by Suzuki and Yamashita [12]), that approach is the

first general method, combining explicit communication and

orientation information, that we are aware of.

RoboCast heavily relies on the fact that the environment

is continuous, and cannot possibly be adapted to a discrete

environment (e.g., a graph). In particular, in sharp contrast

with a discrete environment, robots evolving in a continuous

environment can use a finite area to show a direction to the

other robots by recursively moving halfway along a segment

(Zeno’s arrow). In other words, any segment of finite length

is infinitely divisible, which is clearly not the case when the

environment is discrete.

Considering stigmergy in a discrete environment raises sev-

eral interesting questions. First, what are sufficient properties

of the underlying graph such that robots can communicate by

stigmergy? Second, what are the limits with respect to robots

density such that robots retain enough freedom of movement

to achieve stigmergy?

The contribution of this paper is twofold. First, we consider

stigmergy in graphs and identify classes of graphs in which

robots can communicate by stigmergy (Section III). We pro-

vide two algorithms with different tradeoffs. One algorithm

achieves faster stigmergy when the density of robots is low

enough to let robots move independently. This algorithm

works when the graph contains some particular pairwise-

disjoint subgraphs. The second algorithm, while slower solves

the problem under an extremely high density of robots assum-

ing that the graph admits some large cycle. Both algorithms

are described in a general way, for any graph that admits

the desired properties and with identified nodes. Second, we

consider stigmergy in the grid and provide concrete instances

of the general concepts developed for the general graph

(Section IV). The case of the grid is interesting because its

nature offers additional orientation information not available in

a general graph. This allows to relax some of the assumptions.

For instance, nodes do not need to be identified anymore.

In detail, given a N × M anonymous grid with k robots,

we show that the first algorithm requires O(M) steps while

the second one requires O(k2) steps to solve the stigmergy

problem. On the other hand, the first algorithm works only

if k is less than
⌊

N ·M
9

⌋

, while the second one works for up

to N · M − 5 robots In both cases, we consider very weak

assumptions on the robots capabilities: i.e. we assume that the

robots are anonymous, asynchronous, uniform, and execute

deterministic algorithms.

II. MODEL AND DEFINITIONS

The environment consists of an undirected connected simple

n-node graph. Nodes of the graph are a priori anonymous,

but we will assume some properties about the position of

robots, allowing us to break the symmetries (see below for

more details and see Section IV for the case of grids).

The system consists of k ≥ 2 anonymous robots

R1, · · · , Rk evolving in the environment. The robots initially

occupy k distinct nodes of an n ≥ k node graph. The robots

have no explicit means of communication and can interact only

through their actions in the environment.

Robots proceed asynchronously through activation cycles

that consist of the Look, Compute, and Move operations [6].

In the Look operation, a robot obtains a snapshot of all nodes

currently occupied by a robot and is able to distinguish its

own current location. This information is used as input to

the Compute operation where the robot executes a function to

decide on a Move operation. The possible moves are to either

move to an adjacent node or stay at the current location. The

Look and Move operations are both atomic, which means that

no robot can be observed while traversing an edge of the graph.

Robots however become active asynchronously and the time

elapsed between two successive Look and Move operations is

arbitrary but finite.

Hence, In contrast to the continuous case, we assume that

moves are instantaneous, and hence any robot performing a

Look operation sees all other robots at nodes and not on edges.

Note that, in a discrete asynchronous environment this does

not constitute a limitation to the model. In fact, an algorithm

cannot take advantages from seeing robots on the edges as

the adversary can decide to perform the Look operations only

when the robots are on the nodes. On the other hand, if an

algorithm takes advantage from the assumption that the robots

always occupy nodes, the same algorithm can be applied by

adding the rule that if a robot sees another robot on an edge,

it just don’t move (i.e. it waits until all the robots occupy only

nodes).

Two robots moving to the same node are said to collide,

resulting in their destruction. The system must ensure the

exclusivity property. That is, initially all robots are occupying

distinct nodes and no two robots are allowed to simultaneously

occupy the same node. In particular, all protocols presented in

this paper enforce the exclusivity property.

We are interested in how robots can communicate infor-

mation to each other (albeit they have no direct means of

communication). That is, each robot has a string of symbols

that other robots must learn and a robot can learn this

information only by observing the positions and moves of the

other robots. Obviously, each robot requires some memory in

order to, at least, remember the bits from other robots. Hence,

when we refer to the memory of robots, we only consider the

control-memory, i.e., the memory used to execute the process

but not to store the desired information.

1) Pseudo-Synchronization.: We require algorithms to en-

force a set of basic constraints which, when put together,



provide properties useful for capturing robots movements. We

call these rules pseudo-synchronization. A protocol is pseudo-

synchronized if it satisfies the following three properties:

1) Initially, each robot takes a snapshot and then moves from

its initial position;

2) After having moved with respect to a snapshot S , a robot

must move if and only if all other robots have moved from

their position in S;

3) A robot cannot cross the same edge twice consecutively.

In a pseudo-synchronized protocol, time can be divided into

phases such that, for any i ≥ 1, at the end of Phase i, each

robot has moved exactly i times. In particular, such a protocol

is non-blocking. For any robot R, let vR0 be its initial position

and let vRi be its position at the end of Phase i, for any i ≥ 1.

For ease of presentation, in the following lemma, we assume

that the robots can be distinguished (i.e. they have identifiers).

This is only needed for detecting whether or not a robot has

moved. In other sections, we show how to implement this

property in various graph classes.

Lemma 1 Let us consider a team of k robots executing a

pseudo-synchronized protocol. If robots can be distinguished

in the snapshots, then for any i ≥ 1, at the end of Phase i,
any robot has seen R in at least one node in {vRi−1, v

R
i }.

Proof: The proof is by induction on i.
Let us first consider the case i = 0. When Robot R takes

its first snapshot, some robots may have already executed their

first move. Let AR
0 be the set of robots that have already moved

before R takes its first snapshot, and let BR
0 be the set of other

robots. Note that each robot in AR
0 must have moved exactly

once since before moving they saw R in vR0 and therefore,

by Property 2 of a pseudo-synchronized protocol, they cannot

move again while R has not left its current position. Hence,

each robot R′ in AR
0 is seen in vR

′

1 by R and each robot R′

in BR
0 is seen by R in vR

′

0 . Because of Property 1 of pseudo-

synchronization, Robot R eventually reaches vR1 .

Applying the same arguments to each robot, each robot

R eventually reaches vR1 before any robot executes a second

move. Hence, there is a time when all robots have moved ex-

actly once which defines the end of the first Phase. Moreover,

at the end of Phase 1, each robot has seen any other robot R
either in vR0 or in vR1 .

Let i ≥ 1. By the induction hypothesis, at the end of Phase i,
each robot R is occupying vRi and has seen any other robot

R′ either in vR
′

i−1 or in vR
′

i . Moreover, let SR
i be last snapshot

taken by robot R before moving from vRi−1 to vRi . Note that,

for any robot R′, SR
i shows R′ either at vR

′

i−1 or at vR
′

i . We

denote by R ≤i R
′ if SR

i has not been taken after SR′

i . Note

that ≤i is a partial order on the robots. Note also that, if

R ≤i R
′ then SR

i shows R′ at vR
′

i−1.

For purpose of contradiction, assume that not all robots

eventually move during Phase i + 1. Let Ai+1 be the set of

robots that have moved during Phase i+1 and let Bi+1 be the

set of other robots. Let R be any minimal (for the ≤i relation)

robot in Bi+1. Let consider R′ ∈ Ai+1. By the induction

hypothesis, SR
i shows R′ in vR

′

i−1 or vR
′

i and, by definition

of Ai+1, R′ is now occupying vR
′

i+1 (note that, by Property 2,

R′ cannot have moved more than once before all other robots

have moved). Since, by Property 3 of pseudo-synchronization,

vR
′

i+1 /∈ {vR
′

i−1, v
R′

i }, Robot R can detect that R′ has moved.

Let consider R′ ∈ Bi+1. By minimality of R, SR
i shows R′

at vR
′

i−1. Moreover, R′ is occupying vR
′

i . Hence, Robot R can

detect that R′ has moved. Therefore, R must eventually move.

Moreover, before its move in Phase i+1, any robot R′ has

been seen by R either in vR
′

i or in vR
′

i+1.

III. STIGMERGY IN GENERAL GRAPHS

In this section, we give two algorithms to solve the stig-

mergy problem in general graphs. The first algorithm allows

the robot to communicate in parallel, thus requiring a small

number of phases. On the other hand, this algorithm works

only with a small number of robots. In contrast, the second

algorithm, pertinent to some graph classes, allows a large num-

ber of robots to communicate but forces the robots to transmit

their messages one-by-one, thus requiring more phases.

A. Parallel communication

In this section, we present a generic algorithm to solve

the stigmergy problem. This algorithm is pseudo-synchronized

and therefore, by Lemma 1, we can think of the time as

being divided into discrete phases. The main advantage of this

algorithm is that it allows the robots to transmit in parallel.

That is, after a constant number of phases (independent of

n and k), all robots can transmit one symbol to each other.

On the other hand, our algorithm assumes that some disjoint

subgraphs—the size of which depends on the number ℓ of

possible symbols—are available for each robot. This algorithm

hence requires a particular structure of the graph and the

number of robots to be “small enough” when compared to

the size of the graph. The other drawback of this protocol is

that the control-memory required by each robot is linear in the

number k of robots (this comes from the fact that each robot

has to deal with all other robots in parallel).

First, let us define the graph structure that must be available

to each robot. We assume that such a structure is available

and we show how to obtain it in the case of grids (see

Section IV-B).

A subgraph H of some graph is an ℓ-keyboard if it is

connected and satisfies the following properties. The vertex-

set of H contains a set of ℓ pairwise distinct nodes X =
{x1, · · · , xℓ} ⊆ V (H). For any 1 ≤ i ≤ ℓ, node xi has two

neighbors ui and vi in V (H) \ X , with {ui, vi} 6= {uj , vj}
for any 1 ≤ i < j ≤ ℓ. For any 1 ≤ i, j ≤ ℓ, there is a path

Pij = (w1, · · · , whij
) from vi to uj in H \X such that, for all

b ≤ ℓ, if ub = wh for some h ≤ hij then vb /∈ {wh+1, wh+2}.

Finally, for any 1 ≤ i ≤ ℓ, there is a walk Qi = (a1, a2, · · · )
(i.e., an infinite sequence of nodes such that two consecutive

nodes are adjacent) in H \X such that a1 = vi (Qi starts from

vi), ah /∈ {ah+1, ah+2} for any h ≥ 1 (no edge is repeated

consecutively in Qi), and, for any b ≤ ℓ, if ub = ah for some

h ≥ 1, then vb /∈ {ah+1, ah+2}.



An example of 3-keyboard in given in Figure 2 and ex-

plained in the associate Claim 1.

In the following theorem, we use the same notations as in

the above paragraph. The superscript will refer to the index of

the considered subgraph. In the hypotheses of the theorem, we

assume that the robots can distinguish k disjoint ℓ-keyboards

in the graph and that they are deployed in such a way that each

robots is on a different ℓ-keyboard. However, for the case when

the graph is a grid and k is small enough, we will show that

the robots can univocally identify k disjoint ℓ-keyboards by

using only the initially available information and can move to

their own ℓ-keyboard accordingly.

Theorem 1 Let G be any n-node graph with k pairwise

disjoint ℓ-keyboards G1, · · · , Gk and k robots. For each

1 ≤ i ≤ k, assume that each robot Ri occupies a node in

{vi1, · · · , v
i
ℓ} and that it can distinguish each node in Gj , for

any j ≤ k. Finally, let p be the maximum length of some

path P i
jr (i ≤ k; 1 ≤ j, r ≤ ℓ). Then, there exists a pseudo-

synchronized algorithm that solves the stigmergy problem by

k robots in O(pM) phases and using O(pk) control-memory

per robot, if p is known to all robots. Otherwise, it requires

O(pM + n) phases and O(nk) control-memory per robot.

If quiescence is not required,O(k) bits of control-memory is

sufficient per robot.

Proof: Let us first define the following simple algorithm.

Consider a robot Ri with some message mi and starting in vij
(j ≤ ℓ). The message will be encoded into the walk followed

by the robot. Except for its first move, Ri moves only if it

has seen all other robots to change their position since the

previous move of Ri. Note that this can always be detected

by Ri because we assume that any robot can distinguish each

node in Gh for any h ≤ k. We now define the walk that Ri

must follow by recursion on the length of mi.

• If mi = ∅, then Ri follows the walk Qi
j until it enters

in the terminated-state (the conditions for which are

described later).

• Otherwise, mi = α ⊙ m′
i where α = λh ∈ L is the

first symbol of mi and m′
i the remaining part of it. In

this case, Ri follows the path P i
jh to reach ui

h. Then,

Ri goes to xi
h and then to vih. We call this sequence of

two moves the writing of α by Ri. Then, recursively, Ri

follows the path defined similarly for m′
i.

We must now prove that such a protocol, executed con-

currently by all robots, actually allows them to communicate.

First, let us note that, by definition of the protocol and of

the walk followed by all robots, the algorithm is pseudo-

synchronized. Hence, by Lemma 1, for any two robots R
and R′, Robot R sees R′ occupying at least one node every

two consecutive nodes that R′ actually occupies. Second, each

Robot Ri occupies xi
h only when writing the symbol λh.

Similarly, Robot Ri follows two consecutive edges {ui
h, w}

and then {w, vih} only when writing the symbol λh (in which

case w = xi
h).

By the above two remarks, Robot R sees Ri at xi
h or at ui

h

and vih consecutively if and only if Ri is writing λh (h ≤ ℓ).
Therefore, following this protocol, each robot actually receives

the messages of all other robots. Finally, while it has not fully

transmitted its message, a robot needs at most p+2 ≤ n phases

to transmit one symbol. Hence, if a robot has not received (i.e.,

detected) any symbol from any other robot during p + 2 (or

n if p is unknown) phases, it can safely enter a quiescent-

state. Concerning the control-memory, each robot only needs

to remember the last 2 (resp., p+2, resp., n) nodes occupied

by each other robot if quiescence is not required (resp., if

quiescence is required and p known, resp., p unknown).

B. Serial communication

In this section, we present a second generic algorithm

allowing robots to communicate in the Look-Compute-Move

model. Contrary to the algorithm proposed in previous section,

it requires a non-constant time to transmit one symbol and

only one robot can transmit a symbol at a time. Moreover,

we consider only binary symbols. On the other hand, in some

graph classes, this new algorithm can be executed when the

number of robots is of order the number of nodes of the

graph. Moreover, the control-memory required by each robot

is constant.

As in the previous case, we will assume some particular

structure, namely a large (i.e., order of the number of robots)

cycle whose nodes are distinguishable. Moreover, in this

section, we assume that the robots are initially occupying some

desired configuration. Section IV-C details a protocol allowing

the robots to reach such a configuration in the case of grids.

Let C = (v1, · · · , v|C|) be a cycle in a graph. The con-

figuration of C (i.e., the positions of the robots restricted to

the nodes of C) is denoted by the binary string (a1, · · · , ar)
where ai = 1 if vi is occupied and ai = 0 otherwise

for any i ≤ r. Given a binary string B = (b1, · · · , br),
if bj = x ∈ {0, 1} for any i ≤ j ≤ h, we note B by

(b1, · · · , bi−1, x
h−i+1, bh+1, · · · , br). Finally, x0 corresponds

to an empty symbol.

For instance, the configuration of the cycle depicted in

Figure 4c is denoted by (0, 12, 03, 12, 05, 1, 06, 1, 0, 1, 0) where

v1 is the top-left corner.

The algorithm described in the next theorem is not pseudo-

synchronized because robots may slide twice consecutively

along the same edge. However, this algorithm ensures that, for

any configuration, exactly one robot will move. Therefore, we

can define, similarly as for pseudo-synchronized algorithm, a

phase of the process as a minimal sequence of moves such that

all robots have moved at least once during this sequence. In

the hypotheses of the theorem, we assume that the robots are

aware of some information about a cycle C. In Section IV-C,

we will show how the robots on the grid can deduce such

information from their initial observation.

Theorem 2 Let G be a graph with a cycle C and 3 ≤ k ≤
|C| − 5 robots and let us assume that the robots are able to

identify the first node v1 of C and all the edges of C. Then,



there exists an algorithm that, starting from configuration

(1, 0, 1k−2, 0|C|−k−5, 1, 04), solves the stigmergy problem by

k robots in O(k2M) phases. Moreover, each robot needs a

control-memory of size O(1) bits.

Proof: First, notice that, by the hypotheses, each robot

knows the cycle C and its starting node v1, but there is

no a priori agreement on sense of orientation (in particular,

only v1 needs to have an identifier). In what follows, the

sense of orientation is deduced from the starting node v1
and from the fact that 3 ≤ k ≤ |C| − 5. Moreover, the

reached configurations will always induce a sense of direction

coherent with the initial one. Hence, for ease of description,

we will assume that the nodes of C are labeled (v1, · · · , v|C|)
where the labeling corresponds to the initial configuration

(1, 0, 1k−2, 0|C|−k−5, 1, 04). In particular, the robot initially

occupying v1 will be called R and the robot initially occupying

v|C|−5 will be called Rlast. Finally, we denote by Ri the robot

initially occupying vi+1, for any 2 ≤ i ≤ k − 1.

The algorithm proceeds as follows in order for R to com-

municate its message to all other robots. Note that, in this

algorithm, exactly one robot moves at a time. The fact that all

configurations reached are asymmetric implies that there is no

ambiguity on which robot has to move.

We distinguish among three types of configurations: those

used to communicate a bit 1 by robot R; those used to com-

municate a bit 0 by robot R; and those used to communicate

the end of transmission of robot R. The idea can be informally

summarized as follows: If R wants to communicate a bit 1,

it moves from v1 to v2 and then back to v1; If R wants to

communicate a bit 0, it moves from v1 to v|C| and then back

to v1; If R wants to communicate the end of its transmission,

it first moves from v1 to v2 and then from v2 to v3. Each

movement of robot R is followed by a movement of each

other robot Ri whose aim is to make R aware that Ri has

seen the movement of R. When R communicates the end of

its transmission, robot Rlast takes the place of R by moving

to v1 and, in turn, each robot plays the role of R, thus solving

the stigmergy problem.

In detail, first R goes either to v2 (which will mean either

the transmission of a 1 or that R has terminated its transmis-

sion) or to v|C| (which means the transmission of a 0). Hence,

the configuration become either (0, 1k−1, 0|C|−k−5, 1, 04) or

(02, 1k−2, 0|C|−k−5, 1, 03, 1). Note that, since 3 ≤ k ≤ |C|−5
and v1 is well identified, there is no ambiguity.

Then, Rlast moves from v|C|−5 to v|C|−4. This move initi-

ates the first phase of acknowledgment of all other robots. The

configuration reached is either (0, 1k−1, 0|C|−k−4, 1, 03) or

(02, 1k−2, 0|C|−k−4, 1, 02, 1). Again, because 3 ≤ k ≤ |C|−5
and v1 is well identified, there is no ambiguity.

Then, for i = k − 1 down to 2, the robot Ri will

acknowledge that it has seen R in v2 (resp., in v|C|) by

moving from vi+1 to vi+2. Note that, if R is in v|C|, then

Ri can already interpret it as a 0. On the other hand, if R
is in v2, Ri cannot know yet whether it corresponds to a 1
or to the end of the message of R. During this phase, the

robots pass sequentially, for j = 0 to k − 2, through the con-

figurations (0, 1k−1−j , 0, 1j , 0|C|−k−5, 1, 03) (resp., through

the configurations (02, 1k−2−j , 0, 1j , 0|C|−k−5, 1, 02, 1)). Be-

cause 3 ≤ k ≤ |C| − 5 and v1 is well identified,

there is no ambiguity. Hence, eventually, the configura-

tion (0, 1, 0, 1k−2, 0|C|−k−5, 1, 03) (resp., the configuration

(03, 1k−2, 0|C|−k−5, 1, 02, 1)) is reached.

Now, there are two cases depending on whether the consid-

ered phase corresponds to the transmission of a bit by R or if

it corresponds to the end of the transmission of R.

• Let us first assume that R aims at transmitting a bit

during this phase. Therefore, as already mentioned, R
being in v2 means it transmits a 1 and R being in v|C|

means it transmits a 0. In both cases, all robots have seen

(since they all have moved) the position occupied by R
(v2 or v|C|) and therefore they know the corresponding

bit. Then, R moves back to v1, obtaining configuration

(1, 02, 1k−2, 0|C|−k−5, 1, 03).
Finally, all other robots acknowledge by moving back to

their initial position. That is, for i = 2 to k − 1, Robot

Ri goes from vi+2 to vi+1, and finally, Rlast goes back

from v|C|−4 to v|C|−5. The configurations met during this

phase are: (1, 0, 1j , 0, 1k−2−j , 0|C|−k−5, 1, 03), for j = 1
to k − 2, and finally the initial configuration is reached

and R can start a new transmission.

• Let us assume that R wants to communicate the end of

its transmission. The algorithm ensures all robots will be

“rotated” in order to let the next robot, Rlast, to transmit

its own message.

Note that, in that case, R must be on v2 and the

current configuration is (0, 1, 0, 1k−2, 0|C|−k−5, 1, 03).
Then, R moves to v3 and the configuration

(0, 0, 1k−1, 0|C|−k−5, 1, 03) is reached. Then, Rlast goes

from its current position v|C|−4 to v1, passing through

the configurations (02, 1k−1, 0|C|−k−5+j , 1, 03−j) for

j = 1 to 3, and finally reaching (1, 0, 1k−1, 0|C|−k−1).
For each configuration, there is no ambiguity because

3 ≤ k ≤ |C| − 5 and v1 is well identified.

Finally, the robot occupying vk+1 moves to reach

v|C|−5, i.e., passing through the configurations,

(1, 0, 1k−2, 0j , 1, 0|C|−k−1−j) for j = 0 to |C| − k − 5.

Here, the only possible ambiguity arises in the

configuration (1, 0, 1k−2, 0, 1, 0|C|−k−2) where

symmetry is broken because v1 is well identified

by assumption.

IV. STIGMERGY IN GRIDS

In this section, we focus on the special case of grids. Let

G be an N ×M grid occupied by k robots.

We represent a configuration of the robots in G with an

N × M matrix C with values in {0, 1}. The element C[i, j]
is 1 if the corresponding position in the grid is occupied and

it is 0 otherwise. As the robots have no sense of direction,

from a configuration C they can obtain eight different matrix

representations (depending on the first row/column). However,



Fig. 1: Configuration C∗ in a

6×6-grid with k=15 robots
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Fig. 2: 3-keyboard in a grid.

we consider only particular configurations, namely asymmetric

and aperiodic, for which the representation is not ambiguous.

A configuration is periodic if it is invariant with respect to

rotations of 90 or 180 degrees, where the rotation point co-

incides with the geometric center of the grid. A configuration

is symmetric if it is invariant after a reflection with respect

to a vertical, horizontal, or diagonal (in case of square grids)

axis passing through the geometric center of the grid. In what

follows, we will assume that the initial configuration is always

rigid, i.e., aperiodic and asymmetric. Moreover, our algorithms

ensure that, starting from a rigid configuration, the obtained

configurations (after the robots’ moves) are always rigid. For

this purpose, our algorithms widely use the configuration C∗

defined as follows.

Here we represent a configuration C as a serialization

of the matrix C, that is, as an array of the elements of

C. More precisely, a row-by-row serialization RC of C is

obtained by reading C starting from C[0, 0] and traversing it

row by row, formally, RC = (C[0, 0], C[0, 1], . . . , C[0,M −
1], C[1, 0], C[1, 1], . . . , C[1,M − 1], . . . , C[N − 1, 0], C[N −
1, 1], . . . , C[N − 1,M − 1]). Note that, when C is an ape-

riodic and asymmetric configuration, there is no ambiguity

by defining RC as the maximal row-by-row serialization

in lexicographical order. Using this notation, let C∗ be the

configuration such that RC∗ = (1k, 0N ·M−k) if k < N or

RC∗ = (1N−1, 0, 1k−(N−1), 0N ·M−k) otherwise (see Fig. 1).

The next subsection shows that from any rigid initial con-

figuration, the robots can reach configuration C∗.

A. Achieving the starting configuration C∗

Given any aperiodic and asymmetric configuration C, let

RC be the maximal row-by-row serialization in lexicographical

order and let c be the corner from which RC starts.

In the following we first give an algorithm to reach C∗ from

any rigid configuration C. We refer to Fig. 3 for a visualization

of the algorithm.

R.1 If c is not occupied (i.e. no corner is occupied)

R.1.1 If there is no occupied node in the first row, RC =
(0N−1, C ′):
Move the robot in the first occupied node towards the

first row (see Fig. 3a).

R.1.2 If there is at least an occupied node in the first row

at distance greater than 1 from c, RC = (0x, 1, C ′),
1 < x < N :

(a) R.1.1 (b) R.1.2

(c) R.1.3

(d) R.2.1 (e) R.2.2

(f) R.3.1 (g) R.3.2

(h) R.3.3

(i) R.3.4

Fig. 3: Algorithm to achieve C∗.



Move the robot in the first occupied node towards c
(see Fig. 3b).

R.1.3 If node next to c is occupied, RC = (0, 1, C ′).
Check whether moving towards c the robot in the

node next to c leads to a symmetric configuration. In

the affirmative case, let a be the first occupied node

which is next to an empty node and is not in position

(0, 1), then move the robot in a according to the above

rules (i.e. if a is not on the first row, move the robot

towards the first row; if a is in the first row, move the

robot towards c). Otherwise, move the robot in the first

occupied node towards c (see Fig. 3c).

R.2 If c is occupied and the node (0, 1) is not occupied.

R.2.1 If there are no occupied nodes on the first row:

Move the robot in the first occupied node different from

c towards the first row (see Fig. 3d).

R.2.2 If there are other occupied nodes on the first row:

Move the robots on the first row towards c in order to

have consecutive occupied nodes starting from c (see

Fig. 3e).

R.3 If the first x nodes, 1 ≤ x ≤ N − 2 nodes starting from

c are occupied,

R.3.1 If there are other occupied nodes on the first row:

Move the robots on the first row towards c (see Fig. 3f).

R.3.2 If no other nodes on the first row are occupied and

all the corners different from c have less than x
consecutive occupied nodes:

Move the robot on the first occupied node of RC next

to a node which is not occupied towards the first node

of RC which is not occupied (see Fig. 3g).

R.3.3 If no other nodes on the first row are occupied, there

are x consecutive occupied nodes in the last column

starting from the corner opposite to c w.r.t. the diagonal

Move the robot on the first node of the sequence of x
occupied nodes on the last column towards its adjacent

node not occupied on the same column (see Fig. 3h).

R.3.4 If no other nodes on the first row are occupied, there

are x consecutive occupied nodes in the last row and

the last column has less then x consecutive occupied

nodes starting from the corner opposite to c w.r.t. the

diagonal:

Move the robot on the last (first) node of the sequence

of x nodes on the last row towards its adjacent node

not occupied on the same row (see Fig. 3i).

R.4 If the first N − 1 nodes starting from c are occupied and

node (0, N) is not occupied, then apply the same rules

as above by using the first which is not fully occupied

row instead of the first one.

R.5 If the first N nodes starting from c are occupied,

R.5.1 If all the nodes (i, N), i ≤ N , are occupied, then move

the node in position (x, j) to position (x, j−1), where

x is the first row which is not fully occupied and j is

maximum.

R.5.2 If a node (i, N), i ≤ M , is not occupied occupied, then

move the node in position (i, N) to position (i+1, N).

Theorem 3 Given an N × M anonymous grid G with

min{N,M} > 7 and k ≤ N ·M−5 anonymous, asynchronous

and uniform robots, there exists an algorithm that starting

from any asymmetric and aperiodic configuration allows to

achieve C∗ in O(kNM) phases. Moreover, no control memory

is needed.

Proof: Let C and C ′ be the configurations before and

after each movement, then the statement follows from the

following facts: (i) C ′ remains aperiodic and asymmetric

(ii) the corner c which gives the maximal serializations RC

and RC′ is the same; (iii) the maximal serialization RC′ is

smaller than RC (but for rules R3.2, R3.4 and R.5 that will be

addressed later in the proof) (iv) the maximal serialization RC∗

is the maximal possible among all the achieved configurations

(but for those handled by Rule R.5).

Fact (iii) follows from the algorithm definition. Facts (i)

and (ii) follow from Fact (iii) and by the observation that RC

is the unique maximum serialization. Fact (iv) follows from

the definition of C∗. To conclude the first part of the proof

it is enough to observe that when we apply rules R3.2, R3.4

and R.5, we still obtain that Facts (i)–(iii) hold after a finite

number of steps instead of one step (i.e. C ′ is the configuration

obtained after a finite number of movements instead of only

one movement).

Therefore the algorithm works as follows. If the initial

configuration is one of those handled by R.5, we apply the

algorithm until we get a configuration in R.4. Note that R.5

can be applied only at the beginning since the algorithm does

not achieve such configurations anymore. In any other rule,

the algorithm increases the maximal serialization (possibly

in more than one step in Rules R3.2, R3.4 and R.5) until

it achieves the maximal possible that is C∗. In any of these

steps the corner that gives the maximal serialization remains

the same.

B. Parallel communication

In this section, we show how to fulfill the hypotheses used

in Theorem 1 in the case of grids. Indeed, we show that,

if k is small enough, the robots can univocally identify k
disjoint 3-keyboards by using only the information on their

initial disposal. Moreover, the robots can move to their own

3-keyboard by exploiting the algorithm in Theorem 3.

In detail, we consider any N ×M -grid containing at most

⌊NM/9⌋ robots in a rigid initial configuration. Informally,

each robot will use some sub-grid, with at least 9 nodes,

as a keyboard. Clearly, the less robots there are, the larger

the sub-grid each robot can use. In what follows, to make

the presentation easier, we consider a 3N × 3M -grid in

which at most NM − 2 robots are initially occupying a rigid

configuration. Our result can be extended to any N ×M -grid

with at most ⌊NM/9⌋ − 2 robots.

Following Theorem 1, we need first to assign some disjoint

subgraphs to the robots. Each subgraph will be used as a

keyboard by a robot. Then, we need to show that starting from

any rigid initial configuration, each robot can uniquely identify



the keyboard it is assigned to and then reach it before starting

the communication phase. There are several difficulties here.

First, we must ensure that each configuration achieved during

the whole process is rigid, in order to avoid any ambiguity on

the identification of the keyboards. Second, the main difficulty

is to ensure that all robots identify the beginning of the

transmission - roughly they must identify the “first” step when

each robot has reach its own keyboard and is ready to transmit

(i.e., the first step fulfilling the hypotheses of Theorem 1) - in

order not to miss any information from any other robot.

We start with some easy claims that will be used to assign

keyboards to robots. The next claim is illustrated in Fig. 2.

Claim 1 A 3× 3-grid can be used as a 3-keyboard.

Proof: Let G3×3 be such a grid. Let c denote its central-

node, and let n, e, s, w (North, East, South, West) be the

neighbors of c. Finally, let ne be the common neighbor

(different from c) of n and e. We define similarly the nodes

se, nw and sw (the last four nodes are the corners of G3×3).

Intuitively, the cycle (c, e, ne, n) will be used to transmit

a symbol 0, the cycle (c, w, sw, s) can be used to transmit

a symbol 1 and the cycle (c, w, nw, n) to transmit a symbol

2. Finally, the cycle (c, e, se, s) will be used to signify the

end of the transmission. More formally, and using the same

notation as in Section III-A, let X = {x1 = ne, x2 = sw, x3 =
nw} and u1 = e, v1 = v3 = n, u2 = u3 = w and v2 = s.

Moreover, for any i, j ≤ 3, Pi,j = (vi, c, uj). Finally, Qi =
(vi, (c, e, se, s)

∗) = (vi, c, e, se, s, c, e, se, s, c...) for any i ≤
3. It is easy to check that this well defines a 3-keyboard.

Claim 2 Let G be any N×M -grid with max{N,M} > 2 and

2 ≤ k ≤ NM−2. It is possible to obtain a rigid configuration

by coloring exactly k nodes with 0, while any other is colored

with 1.

Proof: First, let us assume that M ≥ 4 and N ≥ 5.

If MN − k ≥ 10, then, color with 0 one of the corner and

exactly one of its neighbor. The three other corners and all

other neighbor of a corner (i.e., 10 nodes in total) are colored

with 1. Regardless of the coloration of remaining nodes, the

configuration is rigid. Otherwise, if MN − k < 10 (note that

k > 10 because MN ≥ 20), then start your coloration (i.e.,

for corners and their neighbors) as previously but reversing

0 and 1. Again, the configuration is rigid regardless of the

coloration of remaining nodes.

The cases with smaller N and M can be dealt with using

similar arguments.

Lemma 2 Let G be any 3N × 3M -grid, max{N,M} > 2.

For any 2 ≤ k ≤ NM − 2, there exist k vertex-disjoint 3-

keyboards such that all configurations with exactly one robot

per keyboard are rigid with a common orientation.

Proof: Consider any orientation of G, i.e., choose

the first row and first column. Let vi,j be the node in

the ith row and jth column of G (1 ≤ i ≤ 3N ,

1 ≤ j ≤ 3M ). Let Gi,j be 3 × 3-sub-grid with corners

{v3i+1,3j+1, v3i+3,3j+1, v3i+3,3j+1, v3i+3,3j+3} for any 1 ≤
i ≤ N , 1 ≤ j ≤ M . By previous claim, all the sub-grids Gi,j

are pairwise-disjoint 3-keyboards.

Let H be a N ×M -grid. By previous claim, it is possible

to color the nodes black and white with exactly k black nodes

and such that the obtained configuration C is rigid. For any

1 ≤ i ≤ N , 1 ≤ j ≤ M , let hi,j be the node in the ith row

and jth column of H .

Now, in G, let us choose all 3-keyboards Gi,j such that hi

is colored black in C. This choice of keyboard satisfies the

desired property because, from any configuration with exactly

one robot per chosen keyboard, it is possible to recover the

coloration C of H and then the orientation.

We can now present our algorithm that allows 2 ≤ k ≤
MN − 2 robots to solve the stigmergy problem in 3M × 3N -

grids starting from any rigid configuration. Because the initial

configuration is rigid, the robots can be assigned distinct

identifiers (each robot being assigned the same identifier by

any other robot) and can choose a common orientation of

the grid G (i.e., same first column and first row). Then, we

ensure that both these identifiers and sense of orientation are

preserved.

By Lemma 2 (and its proof), the robots can agree on a set

of k pairwise-disjoint 3-keyboards with common orientation.

More precisely, they first have to agree on a pre-computed

rigid coloration of an NM -grid with exactly k black nodes

(such a unique coloration is pre-computed for any N,M, k).

Using this rigid coloration and their common orientation of

G, the robots agree on the 3-keyboards as described in the

proof of Lemma 2. Moreover, it is easy to give the keyboards

distinct identifiers (for instance, ordering them according to

the coordinates of their top-left corners). Therefore, just by the

rigidity of the initial configuration: each robot with ID i (the

identifier obtained from the rigid configuration) can univocally

identify a 3× 3-sub-grid (the keyboard with ID i) that will be

its own 3-keyboard.

The next phase of the algorithm is that each robot reaches

its own 3-keyboard. We emphasize that this happens without

modifying the orientation of the grid. Therefore, the desti-

nation of each robot remains consistent during the whole

process. Moreover, until every keyboard becomes occupied

by exactly one robot, we ensure that, in any configuration,

exactly one robot can move. More precisely, the robots first

achieve the configuration C∗ using the algorithm of Theorem 3

(we prove there that, in any configuration, exactly one robot

moves and that the orientation never changes). In configuration

C∗, the robots are ordered row by row, and from left to

right. Therefore, starting from this configuration, each robot

(in order) will reach the center of the 3-keyboards.

The last phase starts as soon as each 3-keyboard is occupied

by exactly one robot. First note that, from this step, according

to the algorithm of Theorem 1, each robot will remain in its

own keyboard and, by Lemma 2, each reached configuration

will be rigid. When a robot R sees for the very first time that

each robot occupies some node of their own keyboard, first, R



updates some local variable that indicates that the last phase

has started. There are two cases: either R is occupying the

neighbor of a node in {v1, v2, v3} in which case R moves to

one of these nodes, or not (which means that R is occupying

a node in {v1, v2, v3, e}), in which case R moves to the center

c.

Lemma 3 Let us consider an 3N × 3M anonymous grid

G with max{N,M} > 2 and k ≤ NM − 2 anonymous,

asynchronous and uniform robots forming an initial rigid

configuration.

The algorithm above allows to reach a configuration such

that k pairwise disjoint 3-keyboards G1, · · · , Gk are well

identified by each robot, with a common orientation. Moreover,

for any 1 ≤ i ≤ k, Robot Ri is occupying some node in

{vi1, v
i
2, v

i
3, c

i}.

From Theorem 1 and Lemma 3, the next theorem follows.

Theorem 4 Let G be a 3N × 3M anonymous grid with

max{N,M} > 2. Then, there exists an algorithm that,

starting from any rigid configuration, solves the stigmergy

problem by k ≤ NM − 2 anonymous, asynchronous, and

uniform robots in O(M) phases. Moreover, each robot needs

a control-memory of size O(k) bits.

Proof: Lemma 3 ensures that the robots can achieve the

initial configuration required by Theorem 1. There is actually

a small difference between the hypotheses of Theorem 1

and those of Lemma 3. More precisely, after applying the

algorithm of Lemma 3, some robot may occupy the center c
of its keyboard, which it not allowed in Theorem 1. However,

it is easy to see that the whole proof of Theorem 1 works as

well from c because c ∈
⋂

1≤i,j≤3 Pi,j ∩
⋂

1≤i≤3 Qi.

C. Serial communication

In this section, we show how to fulfill the hypotheses used

in Theorem 2 in the case of grids. In particular, we show how

the robots can identify the cycle C and its first node v1 by

exploiting only the information on the robots’ disposal on the

grid. Moreover, the robots are able to reach the required initial

configuration by using the algorithm in Theorem 3. We first

introduce some notation. If one of N or M is even, then G is

said to be even and it admits an Hamiltonian cycle. Otherwise,

G is odd and it has a maximum cycle of size N · M − 1
(number of nodes). If G is even, we assume w.l.o.g. that M
is even. We represent a configuration C via a serialization SC

of C (an array of the elements of the matrix C) that follows

a maximum cycle. Remember that we only consider rigid

configuration and, therefore, a particular corner C[0, 0] can

always be identified. In what follows, a configuration C is

represented by its maximum cycle serialization SC , that is, by

reading the matrix C starting from C[0, 0] and traversing it

according to the Hamiltonian cycle given in Fig. 4a if the grid

is even, or according to the maximum cycle given in Fig. 4b

if the grid is odd (e.g., see Fig. 4c). Note that, whenever C is

rigid, SC is uniquely defined.

(a)
(b) (c)

Fig. 4: Maximum cycle serialization: (a) Hamiltonian cycle

in a 4 × 6 grid. (b) Maximum cycle in a 5 × 5 grid. (c)

Example on a 4 × 6 grid where white and black circles

represent empty and occupied nodes, respectively and SC =
(0, 1, 1, 0, 0, 0, 1, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 1, 0, 1, 0).

Fig. 5: Algorithm to achieve S∗ from C∗.

The given serialization allows us to fulfill the hypotheses

of Theorem 2 in the case of grids. More precisely, Theorem 2

requires the robots to be able to distinguish a cycle in the

grid G as well as a starting node v1. It is then sufficient to

show that, starting from any rigid configuration, the robots

can actually identify a node v1 and a cycle C. This can be

done by the rigidity of the configuration. Indeed, by the above

paragraph, in any rigid configuration, the robots can identify

a particular maximum cycle C with starting node v1, and a

particular corner of G (identified, again, via the rigidity of the

configuration).

Moreover, the robots must be able to reach the configuration

S∗ = (1, 0, 1k−2, 0|C|−k−5, 1, 04) of C (where the represen-

tation is the maximum cycle representation). This is easily

done as follows: first achieve the configuration C∗ (following

Theorem 3), and then reach configuration S∗ (see Fig. 5).

Finally, it is easy to check that, in a grid, in the configura-

tions reached during the algorithm described in the proof of

Theorem 2, the cycle C and node v1 remain well identified

without ambiguity. Altogether, we can state the theorem below,

the proof of which is given in [4] along with additional details

on the algorithm.

Theorem 5 Let G be an N × M anonymous grid G with

min{N,M} > 7. Then, there exists an algorithm that, starting



from any rigid configuration, solves the stigmergy problem by

3 ≤ k ≤ N ·M − 5 anonymous, asynchronous, and uniform

robots in O(k2) phases. Moreover, each robot needs a control-

memory of size O(1) bits.

V. CONCLUSION

The paper has presented the first study of stigmergic

communication of mobile robots through a bee dance in a

discrete environment. All algorithms assume the environment

to be asynchronous, and apply a technique called pseudo-

synchronization to cope with the asynchrony.

In particular, we have identified sufficient conditions on

arbitrary graphs to allow stigmergy, and have proposed two

algorithms. The first one requires that each robots has access

to an ℓ-keyboard; a structure defined in the paper. It allows

the robots to communicate their bits in parallel and does not

require the graph to be connected, but it is limited in the

robot density that it can support. The second one requires the

existence of a Hamiltonian path in the graph and solves the

problem sequentially even when density is high.

We have also studied the problem further in a grid, allowing

to relax some of the assumptions made for the general case.

The grid indeed provides information on orientation unavail-

able in a more general graph, that the algorithm can exploit.

The paper provides sufficient conditions to solve the prob-

lem, but it is not known at this time whether these conditions

are tight or what the lower bounds are. This leaves open the

question to prove the necessity of the conditions, or to exhibit

algorithms working under weaker assumptions.
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APPENDIX

Serial communication in grids.

In this section, we follow the algorithm outlined in Theo-

rem 2 to devise an algorithm for the stigmergy problem which

uses weaker assumptions in the case of grids. In particular,

Theorem 2 assumes that: (i) each robot distinguishes each

node of the cycle C; (ii) each robot distinguishes a unique

starting node v1 of the cycle C; (iii) for any node v ∈ C,

each robot distinguishes the neighbors of v in the cycle

C; (iv) the robots occupy a specified initial configuration.

In the algorithm given in this section, we can assume that

all the nodes and all the robots in the grid are anonymous

and that the robots can initially occupy any aperiodic and

asymmetric configuration. Moreover, robots have no sense of

orientation and no memory of the orientations used in the

previous snapshots. The algorithms given exploit the graph

structure of the grid and the aperiodicity and asymmetry of

the configurations to derive the hypotheses of Theorem 2.

In the following, we give the algorithm to solve the stig-

mergy problem starting from a set of some given configu-

rations, and we observe that one of such configurations can

be achieved from any rigid configuration by exploiting the

algorithm given in the previous section. In particular, it is easy

to reach configuration S∗ from configuration C∗ by using the

algorithm described in Fig. 5.

In this section we use the maximum cycle serialization to

represent a configuration. In the notation used in Theorem 2,

the cycle used in the serialization is denoted by C while the

upper left corner is denoted by v1. We assume that we are

in one of the configurations listed in the following. Note that

each of such configurations is not ambiguous, that is, there

exists one and only one pair of corner and serialization that

matches the given pattern.

• Starting configuration (see e.g. Fig. 6): S∗: SC(S
∗) =

(1, 0, 1k−2, 0|C|−k−5, 1, 04)
• One configurations (see e.g. Fig. 7):

– O.1: SC(O.1) = (0, 1k−1, 0|C|−k−5, 1, 04)
– O.2: SC(O.2) = (0, 1k−1, 0|C|−k−4, 1, 03)
– O.3: SC(O.3) = (0, 1x, 0, 1k−1−x, 0|C|−k−5, 1, 03),

for 2 ≤ x ≤ k − 2
– O.4: SC(O.4) = (0, 1, 0, 1k−2, 0|C|−k−5, 1, 03)

• Zero configurations (see e.g. Fig. 8):

– Z.1: SC(Z.1) = (0, 0, 1k−2, 0|C|−k−5, 1, 03, 1)
– Z.2: SC(Z.2) = (0, 0, 1k−2, 0|C|−k−4, 1, 02, 1)
– Z.3: SC(Z.3) = (0, 0, 1x, 0, 1k−2−x, 0|C|−k−5, 1, 02, 1),

for 1 ≤ x ≤ k − 3
– Z.4: SC(Z.4) = (0, 0, 0, 1k−2, 0|C|−k−5, 1, 02, 1)

• Ack configurations (see e.g. Fig. 9):

– A.1: SC(A.1) = (1, 0, 0, 1k−2, 0|C|−k−5, 1, 03)
– A.2: SC(A.2) = (1, 0, 1x, 0, 1k−2−x, 0|C|−k−5, 1, 03),

for 1 ≤ x ≤ k − 3
– A.3: SC(A.3) = (1, 0, 1k−2, 0|C|−k−4, 1, 03), for 1 ≤

x ≤ k − 3

• Break configurations (see e.g. Fig. 10):

– B.1: SC(B.1) = (0, 0, 1k−1, 0|C|−k−5, 1, 03)
– B.2: SC(B.2) = (0, 0, 1k−1, 0|C|−k−5+x, 1, 03−x), for

1 ≤ x ≤ 3
– B.3: SC(B.3) = (1, 0, 1k−1, 0|C|−k−1)
– B.4: SC(B.4) = (1, 0, 1k−2, 0|C|−k−1−x, 1, 0x), for

5 ≤ x ≤ |C| − k − 2

The robot ri on the upper left corner (v1) is the one allowed

to communicate, as outlined in Theorem 2. To transmit a one

(resp. zero) bit, the algorithm moves the robots according to

the following sequence of configurations:

• from S∗ to O.1,

• from O.i to O.i+1 (resp. from Z.i to Z.i+1), i = 1, 2, 3,

• from O.4 (resp. Z.4) to A.1
• from A.i to A.i+ 1, i = 1, 2,

• from A.3 to S∗.

To communicate mi, the algorithm transmits the sequence

of bits representing mi, followed by the sequence:

• from S∗ to O.1,

• from O.i to O.i+ 1, i = 1, 2, 3,

• from O.4 to B.1,

• from B.i to B.i+ 1, i = 1, 2, 3,

• from B.4 to S∗.

At this point, the next robot is allowed to communicate and,

in turn, all the robots will be allowed to communicate.

All the above movements are done by following the maxi-

mum cycle corresponding to the serialization but for the case

of even grids where k = |C|−2 ·M+2 or k = |C|−3 ·M+4
where the movement from B.4 to S∗ is done by avoiding the

symmetric configurations (1, 0, 1|C|−2·M , 0M−1, 1, 0M−2) and

(1, 0, 1|C|−3·M+2, 02M−3, 1, 0M−2), respectively.

The next lemma shows that the hypotheses of Theorem 2

are fulfilled by the above algorithm without assuming that the

robots know the nodes of cycle C.

Lemma 4 Given an N × M anonymous grid G with

min{N,M} > 7 and k ≤ N ·M−5 anonymous, asynchronous

and uniform robots, the above set of configuration is such

that: (i) each robot distinguishes each node of the cycle C;

(ii) each robot distinguishes a unique starting node v1 of the

cycle C; (iii) for any node v ∈ C, each robot distinguishes

the neighbors of v in the cycle C.

Proof: To show the statement, we prove that any node

of the maximum cycle used in the serialization can always be

univocally computed by each robot. Indeed, it is enough to

observe that for k ≤ N ·M − 5 each generated configuration

is aperiodic and asymmetric and that it matches only one of

the possible eight serializations of the grid.

The next theorem we show how to solve the stigmergy

problem starting from S∗, and, in the reminder of the section,

we show how to achieve S∗ configuration from any aperiodic

and asymmetric configuration.

Theorem 5 Let G be an N × M anonymous grid G with

min{N,M} > 7. Then, there exists an algorithm that, starting



Fig. 6: Starting configurations with (N,M) = (7, 8) and k = 40 (left), and (N,M) = (7, 7) and k = 40 (right).

Fig. 7: One configurations with (N,M) = (7, 8) and k = 40.

Fig. 8: Zero configurations with (N,M) = (7, 8) and k = 40.

Fig. 9: Ack configurations with (N,M) = (7, 8) and k = 40.

Fig. 10: Break configurations with (N,M) = (7, 8) and k = 40.



from any rigid configuration, solves the stigmergy problem by

3 ≤ k ≤ N · M − 5 anonymous, asynchronous and uniform

robots in O(k2) phases. Moreover, each robot needs a control-

memory of size O(1) bits.

Proof: The first part of the proof follows from Theorems 2

and 3, and Lemma 4. To show the second part of the proof, we

observe that the defined configurations are all distinguished in

a way that each robot can determine the phase of the algorithm

at any point in time. Therefore, no state must be recorded

and the only control-memory needed is for the robot that is

communicating to record the bits that it sent.

In the next paragraph we comment on some particular

special cases.

1) Special cases with N ≤ 7.: With small values of N
there exist some special cases that can generate symmetries.

Such cases are listed in the following.

• (N,M) = (6, 6), k = N ·M − 10 = 26 or k = N ·M −
14 = 22, where S∗ is symmetric;

• (N,M) = (5, 2p), k = N · M − 5 or k = N · M − 8,

where O.1 is symmetric.

• (N,M) = (4, 2p), k = N · M − 6, where O.2 is

symmetric.

• (N,M) = (4, 2p), k = N · M − 10, where O.4 is

symmetric.

• (N,M) = (7, 2p), k = 7(2p − 2) + 2 = N ·M − 12 or

k = 7(2p−3)+4 = N ·M−17, where Z.1 is symmetric

• (N,M) = (6, 2p), k = 6(2p − 2) + 2 = N ·M − 10 or

k = 6(2p−3)+4 = N ·M−14, where Z.2 is symmetric

• (N,M) = (6, 2p), k = 6(2p − 3) + 2 = N · M − 16,

where Z.4 is symmetric

• (N,M) = (5, 2p), k = N · M − 13, where A.1 is

symmetric

• (N,M) = (5, 2p), k = N · M − 14, where A.2 is

symmetric

• (N,M) = (5, 2p), k = N ·M − 8 or k = N ·M − 11,

where A.3 is symmetric

However, it is possible to avoid such symmetric configurations

by considering specific movements for each of them. As an

example, we can avoid to be symmetric by using a set of

configurations where the last robot in the maximum cycle

is shifted backwards by one position. In this case we have

that, e.g., SC(S
∗) = (1, 0, 1k−2, 0n−k−4, 1, 03) instead of

SC(S
∗) = (1, 0, 1k−2, 0n−k−5, 1, 04). Therefore, in the cases

where the grids are rectangular, there is no ambiguity in

determining the maximum cycle in any configuration. Coping

with such configurations is out of the scope of this paper.


