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Abstract

In this paper, a new fuzzy interpo-
lation method based on a similarity
measure derived from the preserva-
tion of the generalization to fuzzy
sets of conditional consistency and
implication measures in the sense of
Ruspini is defined.
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1 Introduction

Interpolation methods are widely used in
many different subjects. In this paper, we re-
fer to the case of a fuzzy rule-based system
with sparse rules. We focus on the simplest
case where the fuzzy rules are of the type: (ri)
“If X is Ai, then Y is Bi” with Ai and Bi be-
ing fuzzy sets defined on the universes U and
V respectively. Moreover, it is supposed that
the elements of these universes can be rep-
resented by real numbers. By sparse rules we
mean that the premises of the rules – the fuzzy
sets Ai - do not cover the input space U and
thus there exist inputs A such that A∩Ai = ∅
for all i. In such a case, the computation of
the output corresponding to A is known as
the interpolation problem. The problem is re-
stricted to the computation of the output us-
ing only two fuzzy rules (r1, r2) such that the

premises of the rules are adjacent (no other
premise lies in between A1, A2) and A lies in
between A1 and A2.

This type of problem has been studied first
in [8] where the method proposed is based on
preservation of the proportions. In [9], the au-
thors proved that even though all fuzzy sets
(premises, conclusions and inputs) are nor-
malized, convex and triangular, it is possible
that the solution obtained by Kóczy-Hirota
method is not a fuzzy set and they propose
some modified method to avoid this problem.
Other methods are also proposed in [4], [3],
[5] and [1]. In particular, the method pre-
sented in [3] is based on the preservation of a
measure of similarity between fuzzy sets tak-
ing into account the core and the shape of
them and in [5] the authors study coherence
properties of the extended system obtained by
adding to the initial system as many rules as
possible. Finally, in [2] a comparative study
of the results of different methods proposed is
given.

The proposed method in this paper is based
on the preservation of conditional consistency
and implication measures in the sense of Rus-
pini (See [10]). The basic ideas of Ruspini’s
theory are the following:

1. Suppose you have a classical proposi-
tional language and a fuzzy similarity re-
lation S on the set of possible interpreta-
tions W , i.e. a mapping S : W → [0, 1]
satisfying conditions of:

Reflexivity: S(w, w) = 1

Symmetry: S(w, w′) = S(w′, w)



⊗-transitivity: S(w, w′) ≥ S(w, w′′) ⊗
S(w′′, w′)

where ⊗ is a t-norm. Moreover we will
impose S to be separating in the sense
that S(w, w′) = 1 if and only if w = w′.

2. To each classical proposition p we asso-
ciate the fuzzy set p∗ on the universe W

defined as

µp∗(w) = sup
w′|=p

S(w,w′)

This fuzzy set can be understood as “ap-
proximate p” since µp∗(w) = 1 for each w

where p is true and µp∗(w) is computed as
the maximum similarity degree between
w and the prototypes of p (the worlds w′

where p is true).

3. For each pair of classical propositions,
Ruspini defined [10] two conditional mea-
sures:

• the conditional consistency measure:

CS(p | q) = sup
w′|=q

sup
w|=p

S(w, w′)

• the conditional implication measure:

IS(p | q) = inf
w′|=q

sup
w|=p

S(w, w′)

The first measure is symmetric and it is
the maximum membership degree of p∗
restricted to the worlds where q is true
(or symmetrically, the maximum mem-
bership degree of q∗ restricted to the
worlds where p is true) while the second
measure is not symmetric and it is the
minimum value of p∗ restricted to the
worlds where q is true (a kind of degree
of inclusion of q in p∗).

A similarity logic based on Ruspini’s ideas was
developed in [6] and it was also related to pos-
sibilistic and fuzzy truth value logics.

In this paper, a new fuzzy interpolation
method based on the preservation of the gen-
eralization to fuzzy sets of conditional mea-
sures is defined.

2 Similarity-based method

2.1 Introductory notions

Given a fuzzy set A on the universe X

and a similarity relation S on X, we can
define the extension of A by S as the
fuzzy set S ◦ A defined by (S ◦ A)(x) =
supu∈X(min(S(x, u), A(u)). In this paper we
will use as similarity relations on a universe
X of real numbers, the family Sr for all pos-
itive real number r (introduced by Godo and
Sandri in [7]) and defined by Sr(x1, x2) =

max(1 − |x1−x2|
r

, 0).

A triangular fuzzy set A is characterized by
an ordered triple (a, b, c) with a ≤ b ≤ c such
that ]a, c[ and {b} are respectively the sup-
port and the core of A. Analogously, a trape-
zoidal fuzzy set A is characterized by an or-
dered quadruple (a, b, c, d) with a ≤ b ≤ c ≤ d

such that ]a, d[ and [b, c] are respectively the
support and the core of A.

Proposition 2.1 (see [7]) Given a triangu-
lar fuzzy set A defined by (a− q, a, a + k), the
extension of A by the similarity Sr is defined
by (Sr ◦ A)(x) = (a − q − r, a, a + k + r).

On the other hand, conditional consistency
and implication measure with respect to a
similarity relation have been introduced by
Ruspini in [10] for classical sets and fuzzy sim-
ilarity relations as we explained in the intro-
duction. For two classical sets A and B on
a universe X, these conditional measures are
defined as:

CS(A | B) = sup
w∈A

( sup
w′∈B

S(w, w′))

IS(A | B) = inf
w∈A

( sup
w′∈B

S(w, w′))

In the literature, there are different general-
izations of this conditional measures to fuzzy
sets but perhaps the most natural ones are
those given below. Let A and B be fuzzy sets
on the universe X and let S be a similarity
relation on the same universe. Given a fuzzy
implication →, conditional measures can be
defined by:



CS(A | B) = sup
u∈X

(min(A(u), (S ◦ B)(u)))(1)

IS(A | B) = inf
u∈X

((A(u) → (S ◦ B)(u)))(2)

It is not difficult to prove that CS re-
mains symmetric (in fact, it is equal to
supu,v∈X(min(A(u), B(v), S(u, v))) while it is
not the case for IS . In this paper, we will
consider the case where → is the residuation
of the minimum t-norm. In such a case, a
simple computation shows that the values of
conditional measures are:

CS(A | B) = sup
u∈Supp′(A)

(S ◦ B)(x)

IS(A | B) = inf
u∈Supp′(A)

(S ◦ B)(x)

where Supp′(A) = {x | A(x) > (S◦B)(x) (see
figure 1).
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Figure 1: Supp′(A)

We note that the value of the implication in
formula (2) is 1 for the points not belonging to
Supp′(A) and (S ◦B)(x) for points belonging
to Supp′(A).

2.2 Similarity-based method (SBM)
for normalized triangular fuzzy
sets

2.2.1 Description of the procedure

Let us now describe the proposed interpola-
tion method. First, we study the case of
triangular fuzzy sets. Let A1 = (−h, 0, l),
A2 = (a− q, a, a+k) and A = (b−u, b, b+ v),
be triangular and normalized fuzzy sets cor-
responding to the premises of the rules and
the input. Suppose that a < b (A lies in
between A1 and A2). Suppose we rescale

the universe V where the conclusions are de-
fined in such a way that Core(B1) = {0} and
Core(B2) = {a}. After rescaling, suppose
that the conclusions of the rules are the trian-
gular and normalized fuzzy sets B1 = (h′, 0, l′)
and B2 = (a−q′, a, a+k′). In such conditions,
the proposed method is described by the fol-
lowing procedure (see figure 2):

Procedure SBM

1. Take on the input space the similarity re-
lations St defined by Godo-Sandri for all
t such that CSt

(A2 | A1) > 0 and ISt
(A2 |

A1) > 0 and compute CSt
(A | A1) = ct

and ISt
(A | A1) = it.

2. Compute for each t the values m(t)
and n(t) such that CSm(t)

(B2 | B1) =
CSt

(A2 | A1) and ISn(t)
(B2 | B1) =

ISt
(A2 | A1).

3. Find points yt and zt on V such that
(Sm(t) ◦ B1)(yt) = ct and (Sm(t) ◦
B1)(zt) = it.

4. Compute the equations of the lines de-
fined by points (yt, ct) and (zt, it) for
all t. An easy computation shows that
these lines are straight lines containing
the point (b, 1). If the triangle defined
by these lines defines a fuzzy set, we take
it as the output B′ corresponding to the
input A when conditioning by A1. Of
course, Core(B′) = {b} as in all known
methods.

5. Repeat the process changing the roles of
A1 and A2 and also of B1 and B2 and
find B” which is taken, when defining a
fuzzy set, as the output corresponding to
the input A when conditioning by A2.

Taking into account definitions of conditional
measures and B′, observe that the 3rd step of
the above procedure assures that CSm(t)

(B′ |
B1) = CSt

(A | A1) and ISn(t)
(B′ | B1) =

CSt
(A | A1).

The above procedure is sound due to the fol-
lowing results:
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Figure 2: Similarity-based interpolation



Proposition 2.2 Using the notation of pro-
cedure SBM, we have:

1) Values t that satisfy item 1. of procedure
SBM are the values t > a − q − h for con-
sistency measure and t > a + k − l for im-
plication measure.

2) If r > 0 and t = (a + k − l) + r, then
n(t) = (a+k′− l′+r) and if r > 0 and t =
(a−q+−l)+r′, then m(t) = (a−q′−l′)+r′.

3) By changing t, the points (yt, ct) and
(zt, it) form two straight lines both contain-
ing the point (b, 1).

4) B′ is the triangle defined by the triple (b−
(u + q′ − q), b, b + (v + k′ − k))

Proof. The results of point 1 are an easy
consequence of the definition of conditional
measures and the result of proposition 2.1.
To prove 2 and 3 let us compute it for implica-
tion measure. The computations and results
for consistency measures are obviously ana-
loguous. To prove 2, note that if t = a+k−l+
r, then (St◦A1)(x) = (−h−(a+k−l+r)), 0, l+
(a+k−l+r)) = (−h−(a+k−l+r), 0, a+k+r)
and that ISt

(A2 | A1) is the greatest value of
St ◦A1 on the set Supp′(A2) , i.e., the value of
the intersection point of the right hand lines
of St ◦ A1 and A2 as we can see on figure 2.
We can remark that:

Lemma 2.3 Let l1 and l2 be the lines deter-
mined by:

l1 : (0, 1) and (a + k + r, 0)

l2 : (a, 1) and (a + k, 0)

for a, k and r real numbers. Then the inter-
section point is (α, β) where β = r

a+r
.

From this lemma, the intersection of these two
lines is r

a+r
and this is the value of ISt

(A2 |
A1). Then 2 follows from the observation that
this point depends only on the point a and the
value of r and this is also valid in the output
space with the obvious change of values (k′ for
k and l′ for l). It is clear that for preserving
IS we need to preserve r while for preserving
CS(A2|A1) = IS(B2|B1) we need to preserve

r′ = q + k + r. Only when q + k = q′ +
k′ we have n(t) = m(t). Moreover we can
compute the value it taking the value of A at
the greatest intersection point with St ◦ A1.
This value is it = a+k+r−b−v

a+k+r−v
. To compute

points zt such that Sn(t) ◦ B1 = it take the
equation of the right hand line of Sn(t) ◦ B1

which is y = − x
a+k′+r” + 1 and by an easy

computation we obtain zt = b[ a+k′+r
a+k+r−v

].

Finally to prove that points (zt, it) for all t

belongs to a straight line containing the point
(b, 1), take points for different values of t (for
example t = r and t = 0) and the point (b, 1)
and an easy computation shows that these
three points are on the same straight line for
any value of r. One way is to compute the
value of the determinant of dimension 2 of the
differences of the two first points with (b, 1),
equal to 0 (ensuring that the vectors deter-
mined by points (b, 1) and (zr, ir) and by (b, 1)
and (z0, i0) are linearly dependent.

2.2.2 Aggregation of results

From results of proposition 2, we can com-
pute the straight lines defining the triangles
B′ and B′′. The computation shows that the
triangles, solutions of this (similarity-based)
interpolation method, are B′ defined by
(b − (u + q′ − q), b, b + (v + k′ − k)) and B′′

defined by (b− (u + h′ − h), b, b + (v + l′ − l)).
Surprisingly these triangles coincide with
the ones obtained by Bouchon et al. in
[3] by a very different based method.
Moreover B′ and B′′ are fuzzy sets, if
and only if, u > max(h′ − h, q′ − q) and
v > max(k − k′, l − l′). In bad cases (cases
such that the solution is not a fuzzy set), it is
obvious that we could find the most similar
input (to A) the corresponding to outputs
of which (similarity-based) interpolation is a
fuzzy set. Obviously, if we are in a bad case,
we can always take the (more imprecise)
input A′ defined by (b − max(u, h′ − h, q′ −
q), b, b + max(v, k′ − k, l′ − l)) in order to
obtain convex outputs B′

1 and B′′
1 . This

coincide also with what is done in Bouchon
et al. in [3] to obtain the so-called convex
fuzzy sets in cases these B′ and B′′ are not
convex. Moreover for this ”bad” cases the
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Figure 3: Comparison with Dubois and Prade’s and Kóckzy et al.’s methods of interpolation

method may be improved by using (like in
[9]) some similarity measure to compute
the similarity between A and A′ and to
obtain the outputs by modifying B′

1 and B′′
1

accordingly. Finally to compute the result
(supposing you have obtained two fuzzy
sets B′ and B′′ as intermediate results) we
need to aggregate them and we can use
different aggregation functions, for example
the one used by Bouchon et al. in [3] where
B = µB′ + (1 − µ)B′′ with µ = a−b

a
.

2.2.3 Remarks

1) Similarity based method returns B′ =
B′′ = B1 if A = A1 and B′ = B′′ = B2

if A = A2. It returns only a proper sub-
set B′′ of B1 (B′ is not computable) if A

is a proper subset of A1. Similarly it re-
turns only a proper subset B′ of B2 if A is
a proper subset of A2.

2) A possible drawback of the method is the
fact that the shape of the output triangles

B′ and B′′ do not vary when the input A

has a fixed triangular shape and it is mov-
ing from having the same core as A1 to
have the same core as A2.

3) We note that points (yt, ct) and (zt, it) do
not cover all the points of the straight lines
defining the triangle B′ and the same is
true for the lines defining B′′. For exam-
ple, points (zt, it) cover only the segment
of the right hand straight line of B′ that
goes from the straight line y = − x

a+k′ + 1
till the point (b, 1).

4) Using only the conditional implication
measure we would have obtained a tri-
angle the right hand line of which had
been computed by conditioning by A1 and
the left hand line by conditioning by A2.
The resulting triangle would be B = (b −
(u + l′ − l), b, b + (v + k′ − k)) which de-
fines a fuzzy set if and only if u > l − l′

and v > k − k′. In the same way us-
ing only the conditional consistency mea-
sure we would have obtained the triangle



B = (b − (u + h′ − h), b, b + (v + q′ − q)).
The conditions for being a fuzzy set could
be given analogously.

3 Comparison with related

methods of fuzzy interpolation

We compare our method with Dubois and
Prade’s method [4] and Kóckzy et al.’s [1]
method. The comparison can be achieved on
the basis of two criteria: convexity and speci-
ficity of solution. In figure 2.2.2, the first line
refers to the method we propose in this paper,
the second line to method [1], and the third
one to method [4]. In this particular example,
we can see the non convexity of Kóckzy et al.’s
solution and the low specificity of Dubois and
Prade’s solution. Our solution provides an
intuitive form of the interpolated conclusion
which is convex and quite specific.

4 Conclusion

In this paper, we presented a new fuzzy inter-
polation method based on a similarity mea-
sure derived from the preservation of the gen-
eralization to fuzzy sets of conditional consis-
tency and implication measures in the sense
of Ruspini.

After a theoretical study, we compared the
new method to existing ones. It is interesting
to remark that the solution of the presented
method coincides with the one obtained by
Bouchon et al. [3] based ona completely dif-
ferent approach. There are no choices which
are the best ones for all possible real world
applications and it is necessary to study the
requirements linked with any application.
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