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Abstract There exist many quantities evaluating the resemblance between two objects sharing the
same features. These various measures differ from one another in properties because of their different
utilizations. In this paper, we focus on a class of such quantities and we give a formalization of measures
of resemblance.

1 Introduction

Similarity relations have been extensively studied
in fuzzy set theory, generally with applications in
decision-making or artificial intelligence in mind. In
the case of fuzzy subsets, resemblances are generally
seen through similarity relations [8].
Extensions of this concept have also been intro-

duced to describe degrees of resemblance, proxim-
ity, inclusion, compatibility or satisfiability between
two fuzzy sets [4], [10]. The properties satisfied by
these degrees differ from one another, according to
the purpose of their introduction. In this paper,
we focus on a general measure for the degrees cor-
responding to the idea of resemblance of an object
with a reference one in a fuzzy framework. This ap-
proach does not cover the idea of inclusion between
fuzzy sets, which will be addressed in a forthcoming
paper.

2 Resemblance between fuzzy sets

2.1 Presentation of the problem

We consider the following situation : an object
O is supposed to be given as a reference, described
by means of attributes with fuzzy or crisp possible
values. For instance, let us consider an apartment,
attributes such as the size, the prize, the location,
and their possible values “big”, “250m2”, “approx-
imately 100000 $”, “downtown” can be taken into
account. Let us study a new object O′, character-
ized by means of the same attributes. We want to
determine the degree of resemblance of O’ with re-
gard to O.
Several purposes could underlie this study. In a

database querying process, O is the query and O′ a
datum in the database. In an analogical reasoning
system, O is a well-known phenomenon and O′ a

new phenomenon for which the value of a few at-
tributes must be found. In case-based reasoning, O
is an already solved case and O′ is a new case which
must be associated with a decision.

2.2 Measure of resemblance

For any set Ω of elements, let us denote by F (Ω)
the set of fuzzy subsets of Ω and by fA the mem-
bership function of any A in F (Ω). If not specified
differently, we use the classical definition of inter-
section : fA∩B = min(fA, fB).

We suppose that we are given a fuzzy measure M ,
which is a mapping defined on F (Ω) and lying in
IR+ such that, for every A and B in F (Ω) :

MI1 :M(∅) = 0

MI2 : if B ⊆ A, then M(B) ≤ M(A).

If the values of M are restricted to [0, 1], M is a
fuzzy measure introduced by M. Sugeno [5].
Examples of fuzzy measures can be defined as :

M1(A) =

∫

Ω

fA(x)dx (1)

M2(A) = sup
x∈Ω

fA(x) (2)

M3(A) =
∑

count(A)

=
∑

x∈ΩfA(x) if Ω is finite [3] (3)

Definition 1 An operation on F (Ω) is called a dif-
ference and denoted by −, if it satisfies for every A
and B in F (Ω) :

D1 : if A ⊆ B, then A−B = ∅.

D2 : A−B ⊆ A− (A ∩B)

D3 : B − A is monotonous with regard to B :
B ⊆ B′, entails B −A ⊆ B′ −A



In the case of crisp subsets of Ω, A − B can be
defined as the complement of A∩B in A. Examples
of differences can be defined as :

f1
A−B(x) = max(0, fA(x)− fB(x)) [9] (4)

f2
A−B(x) =

{

fA(x) if fB(x) = 0
0 if fB(x) > 0

(5)

Definition 2 Let Ω be a set of elements. A mea-
sure of resemblance on Ω is a mapping R : F (Ω)×
F (Ω) → [0, 1] satisfying the following requirements :

MR1 - containment : if B ⊆ A, then R(A,B) = 1

MR2 - exclusiveness : if A ∩ B = ∅, then
R(A,B) = R(B,A) = 0

MR3 - external information : if M(A ∩ B) =
M(A ∩ B′), then (M(B − A) ≥ M(B′ − A)
entails R(A,B) ≤ R(A,B′))

MR4 - internal information: if M(B − A) =
M(B′ − A), then (M(A ∩ B) ≥ M(A ∩ B′)
entails R(A,B) ≥ R(A,B′))

These properties can be interpreted as follows :
if B is a particular case of A, then B resembles per-
fectly A; if B has nothing to do with A, then it does
not resemble A at all. For a given amount of infor-
mation common to A and B, then, the smaller the
information contained in B and not in A, the more
B resembles A. For a given amount of information
contained in B and not in A, the bigger the infor-
mation common to A and B, the more B resembles
A.

3 Properties of a measure of resemblance

We study properties of a general measure of re-
semblance.

Definition 3 A measure of resemblance is called a
F -measure of resemblance if it is defined as :

R(A,B) = F (M(A ∩B),M(B −A)) (6)

for a function F : IR+ × IR+ → [0, 1].

Property 1 Let us consider a function F : IR+ ×
IR+ → [0, 1]. Then the mapping R : F (Ω)×F (Ω) →
[0, 1] defined as : R(A,B) = F (M(A ∩ B),M(B −
A)) is a measure of resemblance if and only if :

F1 : F (u, v) is non decreasing in u and non in-
creasing in v

F2 : F (u, 0) = 1

F3 : F (0, v) = 0

Property 2 A measure of resemblance satisfies the
following properties :

MR5 - reflexivity : R(A,A) = 1

MR6 - examplarity : if M(B − A) ≥ M(A− B),
then R(A,B) ≤ R(B,A).

MR7 - elementary internal information : if A ∩
B = A ∩ B′, then B − A ⊇ B′ − A entails
R(A,B) ≤ R(A,B′)

MR8 - elementary external information : if B −
A = B′ − A, then A ∩ B ⊇ A ∩ B′ entails
R(A,B) ≥ R(A,B′)

Remark : Properties MR7 and MR8 are immedi-
ate consequences of properties MR3 and MR4 be-
cause of MI2 (monotonicity of M).

In the case of crisp subsets, Tversky has given
an axiomatic theory of similarity [6] on a set of fea-
tures Ω, which is compatible with our definition of
a measure of resemblance. He defines the similarity
of B to A as : R(A,B) = f(A ∩B,B − A,A−B).
In the case where f(u, v, w) is independent of w, we
find definition 3. He requires R to satisfy additional
properties, called monotonicity, independence and
solvability, which are also satisfied by our measures
with the definitions given in the following property :

Property 3 An F -measure of resemblance satis-
fies the following additional properties :

MR9 - monotonicity : if A ∩ B ⊇ A ∩ B′ and
B −A ⊆ B′ −A, then R(A,B) ≥ R(A,B′)

MR10 - independence : if A ∩ B = C ∩ D and
A′∩B′ = C ′∩D′, B−A = B′−A′ and D−C =
D′ −C ′, then R(A,B) ≥ R(A′, B′) if and only
if R(C,D) ≥ R(C ′, D′)

MR11 - relative independence : if A∩B = A∩D
and A ∩ B′ = A ∩ D′, B − A = B′ − A and
D − A = D′ − A, then R(A,B) ≥ R(A,B′) if
and only if R(A,D) ≥ R(A,D′)

MR12 - solvability : for any A,B,B′ such that
M(A ∩ B) > M(A ∩ B′) and M(B − A) <
M(B′−A), there exists a pair (P,Q) such that
M(P∩Q) = M(A∩B),M(Q−P ) = M(B′−A)
and R(A,B) > R(P,Q) > R(A,B′) if F (u, v)
is strictly increasing in u and strictly decreas-
ing in v.

The independance property can be interpreted as
follows : it is equivalent to compare the resemblance
of a first pair (A,B) to the resemblance of a second
pair (A′, B′) with the same difference, or to compare
the resemblance of any other first pair (C,D) to the



resemblance of any other second one (C ′, D′), also
with the same difference, as soon as the information
common to the first pair is preserved, the informa-
tion common to the second pair is preserved.
The relative independance is a particular case of

the independance, in the case where C, A′, C ′ are
replaced by A. It means that, for a given reference
object A, it is equivalent to compare the resem-
blance of any object B with it to the resemblance
of any object B′ having the same difference with A,
for a given information common to A and B, to A
and B′.
The solvability property means that, if B re-

sembles A more than B′, there exist two objects
P and Q, with the same common information as
A and B, with the same difference as B′ and A,
providing a measure of resemblance in the interval
]R(A,B′), R(A,B)[.

4 Examples of measures of resemblance

The following quantities provide examples of
measures of resemblance :

- the possibility of B with respect to A [4] :
S(A,B) = supx min(fA(x), fB(x)) is a mea-
sure of resemblance for normalized fuzzy sets,
with the measure of information M2, whatever
the difference may be.

- R(A,B) = 1 − supfA(x)=0 fB(x) [1], is a mea-
sure of resemblance for normalized fuzzy sets,
with M2 and the difference defined by f1.

- R(A,B) = infx min(1− fB(x)+ fA(x), 1) [2] is
a measure of resemblance for normalized fuzzy
sets, with M2 and the difference defined by f1.

- R(A,B) = M(A ∩ B)/M(B) is a measure of
resemblance, with the measure of information
M1 or M3 and the difference defined by f1.

5 Aggregation of resemblances

Let Ω be a set of objects described by means of
attributes defined on sets Ω1, Ω2... Ωn. An object
O is associated with values A1, A2, ...An of the at-
tributes, respectively defined as fuzzy subset of Ω1,
Ω2... Ωn. Let us consider another object O

′ associ-
ated with B1, B2, ...Bn. We say that an object O is
included in an object O′ if and only if Ai is included
in Bi for every i, the intersection of O and O′ is de-
fined as the object O ∩O′ with values of attributes
Ai ∩ Bi, and the difference between objects O and
O′ is defined as the object O − O′ with values of
attributes Ai −Bi.

We need to give a general degree of resemblance S
defined on the set of objects Ω, satisfying properties
analogous to those required from each Ri, since they
are natural characterizations for the evaluation of
resemblances. We prove the following :

Property 4 Let Ri be measures of resemblance on
Ωi, for 1 ≤ i ≤ n. For any triangular norm T , the
measure defined for any pair (O,O′) of objects of
Ω by S(O,O′) = T (R(A1, B1), ..., R(An, Bn))) sat-
isfies the following properties : MR1, MR2, MR7
and MR8.

Let us now consider the OWA operators [7] de-
fined by : W = {w1, ..., wn} such that wi ∈ [0, 1]
∀i,

∑n

i=1 wi = 1 and :

hW : [0, 1]n → [0, 1]

hW (x1, ..., xn) =

i=n
∑

i=1

wibi (7)

where bi is the i-th biggest value among x1, ..., xn.
They can be used to aggregate measures of resem-
blance.

Property 5 Let Ri be measures of resemblance on
Ωi, for 1 ≤ i ≤ n. For any OWA-operator hW , the
measure defined for any pair (O, O’) of objects of
Ω by :

S(O,O′) =

i=n
∑

i=1

wibi (8)

with bi the i-th biggest value of R(Ai, Bi), satisfies
the following property : MR1, MR2, MR7, MR8.

Proof

MR1 and MR2 are obviously satisfied by the
aggregated measure of resemblance by the way of
OWA operators.

For the third property MR7, let us consider 3 ob-
jects O,O′, O′′ respectively associated with values
of the i-th attribute Ai, Bi, B

′

i, 1 ≤ i ≤ n. We
have to prove that : if O ∩ O′ = O ∩ O′′ then
O − O′ = O − O′′ entails S(O,O′) =

∑i=n

i=1 wibi ≤

S(O,O′′) =
∑i=n

i=1 wib
′

i where bi is the i-th biggest
value of R(Ai, Bi) and b′i is the i-th biggest value
of R(Ai, B

′

i), i = 1, ..., n. Then, because of our def-
initions of intersection, difference and inclusion be-
tween two objects O and O′, we have that : ∀i, Ai∩
Bi = Ai∩B

′

i, and that Bi−Ai ⊇ B′

i−Ai. Thus, be-
cause of MR7, we have : ∀i, R(Ai, Bi) ≤ R(Ai, B

′

i).
In order to prove that : S(O,O′) ≤ S(O,O′′), let
us prove that bi ≤ b′i, ∀i.

Let us consider the ordered list of {xi}. Sup-
pose xk > x′

p, where x′

p and xk are the k-th
biggest value. As x′

i ≥ xi ∀i, it is necessary that :



x′

p ≤ mini=1,...,k x
′

i. As x′

p is the k-th biggest value,
x′

p ∈ x′

i, i = 1, ..., k, then there exists i such that :
x′

p ≥ x′

i ≥ xk which is in contradiction with the
hypothesis. Hence, it is not possible to have :
wk.xk > wk.x

′

p ∀k.
The proof of MR8 is analogous to the proof of

MR7.

6 Conclusion

In the proposed class of measures of resemblances,
we do not take into consideration any degree of
inclusion: there is no distinction between two el-
ements B and B’ included in A because we do not
take into account features shared by A and not by
B (involved in A− B). We shall consider this in a
forthcoming paper in order to present a more gen-
eral framework.
Transitivity and symetry are not required by our

axioms but these properties are not excluded. For
instance, the third example given in section 4 is T -
transitive with regard to the Lukasiewicz triangular
norm T . The first example satisfies the property of
symetry.
Measures of resemblance satisfying the proposed

properties will allow to study problems of typicality
and to construct a prototype for a class of objects.
The resemblance between a prototype and other el-
ements is evaluated by means of such a measure
and a class is built with elements resembling the
prototype.
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