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Abstract. The elastic shape analysis of surfaces has proven usefavara
application areas, including medical image analysispuisand graphics.

This approach is based on defining new mathematical repgeggsTs of param-
eterized surfaces, including the square root normal fieRNS), and then using
the > norm to compare their shapes. Past work is based on usinguthagk
of theIL? metric to the space of surfaces, performing statisticalyaisaunder
this induced Riemannian metric. However, if one can estntia inverse of the
SRNF mapping, even approximately, a very efficient framéwesults: the sur-
faces, represented by their SRNFs, can be efficiently aedlyging standard Eu-
clidean tools, and only the final results need be mapped loatble tsurface space.
Here we describe a procedure for inverting SRNF maps ofsstaped surfaces,
a special case for which analytic results can be obtainedegf®ur method via
the classification of 34 cases of ADHD (Attention Deficit Hypetivity Disor-
der), plus controls, in the Detroit Fetal Alcohol and DrugoBgure Cohort study.
We obtain state-of-the-art results.

Keywords: Statistical shape analysis, elastic shape analysis, paesized sur-
face, geodesic computation, deformation analysis

1 Introduction

The analysis of the shapes of 3D objects is an important dressearch with a wide
variety of applications. The need for shape analysis aimsemny branches of science,
for example, medical image analysis, protein structuréyaisa computer graphics, and
3D printing and prototyping. Many of these are especialljaayned with capturing
variability within and across shape classes, and so the foeirs of research has been
on statistical shape analysis and on comparing shapes, 2822 he main differences
among the different approaches proposed so far lie in thhenadtical representations
and metrics used in the analysis. One may use chosen lansltear&present shapes,
and perform Kendall-type shape analysis [8], or use pomtds$ and apply thin plate
splines or ICP [3]. One may represent shapes using medfalcasr[4], level sets [21],
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or deformable templates [11]. However, the most naturalesgntation for studying
the shapes of 3D objects would seem to be their continuousdaoies. Windheuser
et al. [26] solve a dense registration problem, but use filrgarpolation between reg-
istered pairs of points ilR3 to compute geodesic paths. Kilian et al. [17] represent
parameterized surfaces by discrete triangulated mestssma a Riemannian metric
on the space of such meshes, and compute geodesic pathebefiwen meshes. The
method has the limitation that it assumes the correspormdsgtoveen points on the two
meshes to be known. Heeren et al. [12] propose a method touwtergpodesic-based
deformations of thin shell shapes. Some papers use SPHARBPHARM-PDM |[5,
24] to tackle this problem by choosing a fixed arc-length tgpeameterization. This
is a major restriction, and does not allow elastic shapeyaisabf surfaces. They also
assume that the surfaces are already in full correspond@nagge set of papers in the
literature treat the parameterization (or registration eomparison steps in a disjoint
manner [4, 29, 10, 7, 25]. In other words, they take a set dasas and use some en-
ergy function, such as the entropy or the minimum descrigdgagth, to register points
across surfaces. Once the surfaces are registered, thepmapmared using standard
procedures. Because these two steps are often performed différent metrics, the
resulting registrations and shape comparisons tend tolimgpsimal.

Recently there has been increasing interest in frameworlstdidying the shapes of
parameterized surfaces, and in particular in methods tloaige invariance to shape-
preserving transformations such as rigid motions, globaliisg, and reparameteriza-
tions. These frameworks are predominantly Riemannianidemifies an appropriate
representation space for the relevant surfaces, endovithiaviRiemannian metric, and
develops an algorithm for computing geodesic paths undgsgrrttetric. Invariance to
shape-preserving transformations is obtained by formingtignt spaces under these
groups, and geodesic calculations are then transferrddst@tiotient space using an
alignmentstep. The key idea is to choose a mathematical represantatiban associ-
ated Riemannian metric so that the desired invariancedda@ed, and geodesic com-
putations are rendered simple. This has been achieved shpe analysis afurves
by using as representation and metric, siq@are-root velocity function (SRVEhd a
particular member of the family aflastic metricsthe resulting metric in the SRVF
space is then th&2 metric [23]. ThelL?> metric greatly simplifies computations, and
enables sophisticated statistical analyses that recastgodesic calculations. Critical
to its utility is the fact that the mapping from the space afves to the SRVF space is a
bijection (up to a translation). Solutions found in SRVF @pasing the.? metric can
thus be uniquely mapped back to the original curve spaceshwkisignificantly more
efficient than calculating in the curve space itself. Thipgracontributes to the search
for a similarly efficient framework for the shape analysisoffaces

Kurtek et al. [18, 20] took the first steps in this directiortlf : S> — R3 be a
parameterized surface and JEtbe the space of all such smooth mappings. Supgdse
is parameterized by the pair= (u, v) for all s € S2. Kurtek et al. introduced a surface
representation defined lays) = +/|n(s)|f(s), wheren(s) = f.(s) x f,(s) is the un-
normalized normal to the surface fs); this was termed thequare-root magSRM).
Equipping the space of SRMs with tfi¢ metric greatly simplifies geodesic calcula-
tions, and also has the crucial property tihatthe group of all orientation-preserving
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diffeomorphisms ofS82, acts by isometries. Unfortunately, the representaticndea-
eral limitations, including that the metric distance betwéwo shapes changes if they
are both translated by the same amount; that it is difficutitert (indeed may not have
an inverse); and that the metric has no clear physical irggapon in terms of surfaces.

Jermyn et al. [16] introduced a new representation thatdsvedome of the limita-
tions of the SRM, while preserving its advantages:dtpeare-root normal fielSRNF)
sendsf — Q(f), whereQ(f)(s) = n(s)/ |n(s)|**. Equipping the space of SRNFs,
Q, with the.? metric again trivializes geodesic calculations, @hagain acts by isome-
tries. Now, however, the representation is translatioariant by definition, while the
L2 metric onQ corresponds to a partial elastic Riemannian metrigastrictly analo-
gous to the elastic metric used in the case of curves.

The SRNF shares one difficulty with the SRM, however, andithéte problem of
inversion. KnowingQ(f) is equivalent to knowing the Gauss map= n/ |n| and the

induced measur|"/?. While the Gauss map together with the induoeetricis suffi-
cient to reconstruct the surface up to translations andioot[1, 9] (or in combination
with only the conformal class of the metric, up to translasiorotations and scale [13]),
it is not clear thaty is injective up to simple transformatiofgln addition,Q is almost
certainly not surjective, a point to which we will returnf)dne cannot invert the rep-
resentation, geodesics and statistical analyses cordlimof@cannot be moved back to
F. One can always pull the? metric back taF and perform computations there [27],
but this defeats the purpose of introducing the representand thel.? metric on it.

An alternative is to proceed pragmatically, supposing ritibiity until it creates
problems. (It is worth noting that even jf is not unique giverQ(f), the distance
between any two such surfaces is zero, and thus any two gesde$ mapping to a
geodesic ir@ will have the same length.) We take this pragmatic appraattis paper.
The problem we wish to solve is this: Givene Q, find f € F such thatQ(f) = q.
Were it solved, geodesics, mean shapes, PCA, etc. couldrbputed inQ under the
L2 metric and then mapped back & just as is possible in the case of curves using the
SRVF, with resulting large gains in computational efficigmdgth respect toe.g.[16,
27]. For general surfaces, this can only be done numeridAitydevelop a humerical
method to find such ayfi if it exists, and to find the closest (in the elastic metyidp
the setQ~!(q) if it does not. This numerical procedure is expensive, h@reand in
this paper we do not use it directly to invéptfor general surfaces. Rather, we show
that for an important subset of surfaces, aralytic solution exists to the inversion
problem. These are the ‘star-shaped’ surfatesthose whose enclosed volumes are
star domains, a large family of surfaces with great relegdnc many real problems.
Combining the analytic result with the numerical procedwe are able to compute
geodesics and perform statistical analyses in the spadarestzaped surfaces in a very
efficient manner: in fact the computational cost is redugedrborder of magnitude.

The paper is organized as follows. Section 2 gives an owsrefethe statistical
tasks we use as points of comparison, and describes algarfitr these tasks under
previous and proposed methods. Section 3 describes theiarsallution to the inver-
sion problem, while Section 4 describes the algorithms taitl&ection 5 describes the

%It is not simply a case of applying Bonnet's theorem, becanseldition todn, the second
fundamental form involves the derivativig, which is the quantity we are trying to find.
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use of the methods for the classification of subjects witlertibn Deficit Hyperactiv-
ity Disorder (ADHD) using the shapes of brain subcorticalstures, and demonstrates
state-of-the-art classification results at greatly redueemputational cost.

2 Model problems

In order to illustrate the advantages of the new methods, ave lselected as points
of comparison, several algorithmic and computationalgaslat are fundamental to
statistical shape analysis:

1. Geodesic Path ConstructionGiven two surfaceg; andf-, one wants to construct
a geodesic path(t) s.t.«(0) = f1 anda(1) = f.

2. Shooting GeodesicsGiven a surfacg and a tangent vectoy, at f, one wants to
construct a geodesic padtit) s.t.«(0) = f anda(0) = v.

3. Statistical Summaries of ShapesGiven a sample of observed surfages. . ., fn,
one wants to estimate the mean shape and principal dirsatforariation.

4. Random Sampling from Shape Models Given a sample of observed surfaces
f1,---, fn, One wants to fit a probability model to the data and sampldaan
shapes from it.

5. Transferring Deformations between ShapesGiven surfaces;, k1 and f;, one
wants to findh, such thatfe deforms to it in a similar way; deforms toh; .

Table 1 outlines the algorithms for performing these tasisgiboth previous and
the proposed methods. Computationally intensive stepsraterlined, and the compu-
tational complexity is indicated in boxes.

3 The Inversion Problem

In order to exploit the SRNF to full advantage, we need to He &bfind a surface
f such that)(f) = ¢. In this section, we describe solutions to this problemt fos
arbitrary surfaces, and then for star-shaped surfaces.

3.1 General Surfaces

We formulate the inversion problem as an optimization pgobby defining an energy
functionEy : 7 — R, such that

Eo(fiq) = 11Q(f) — dll5 - 1)

Finding anf € F such that)(f) = ¢ is then equivalent to seeking zerosif. If no
suchf exists, then a minimizer of will be a nearest suclfi under the elastic metric.
We definef* = argmin¢ecr Eo(f; q).

Minimization is performed using a gradient descent apgro&mcerF is an infinite-
dimensional vector space, we will approximate the gradisirig a finite basis foF.
From a computational point of view, it may be easier to exptbe deformation of
a surface, rather than the surface itself, using a basishéfefore seff = fy + w,
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Table 1: Comparison of Algorithms.

Previous Proposed
Karcher . 0 _— . . _ 0N v 0
Algorithm 1 Let iy be an initial estimateAlgorithm 2 Let ¢ = Q(uy) with
Mean . L . )
Setj = 0. as an initial estimate. Set= 0.
1. Registelfi, ..., fn to . 1. RegisteQ(f1),...,Q(f»)t0q.
2. For eachi = 1,...,n, construct a 2. Update the average q =
geodesido connectf; to 7 and eval N .
uatev; = exp H(qi). 3. Ifchange in|q|| is small, stop. Else,
wy setj = j + 1 and return to Step 1
3. Compute the average directian = '
Dy Vi Find iy by _inversions.t.Q(us) = q.
4. If ||9|| is small, stop. Else, update
i > ;
,uz[" = exp, (ev) by shooting a
geodesice¢,0, small.
5. Setj = j + 1 and return to Step 1.
‘ n geodesics per iteratiqn
Parallel . . . . 2
Trans ortAlgO”thm3 Find a geodesica(t) con-Algorithm 4 Parallel transport onL
P nectingfi to f». For r = 1,...,m, do thgremains constant.
following. )
1. Computew = Q.,y, (v) (differen-
1. Parallel transport V(%l) from tial of the mapping?).
a(Z=21)toa(Z) and name it/ (Z). | 2. Find f by inversions.t. Q(f) =
Q(f2) + ew, eis small.
Setv!l = V(1). 3. Evaluate/=/2 and set it to be!l.
‘ 1 geodesic +n parallel transportF 1 inversion
Transfer
Deforma-|Algorithm 5 Algorithm 6 Parallel transport onl.?
tion remains constant.

1. Find a geodesi@(t) connectingfi to
h1 and evaluate) = expy.' (hi).

2. Find a geodesie(t) connectingf; to
f2. SetV(0) =v.ForT =1,...,m,
do the following.

(a) Parallel transport V(TT‘I) from
a(=1) to a(Z) and name i
V(&)

3. Shoot a geodesit! (¢) from f> with ve-

locity v/l = V(1) and seth, = 5'(1).

‘ 3 geodesics +n parallel transport#

1. Computey = Q(h1) — Q(f1).
2. Find hy by inversions.t. Q(h2)

Q(f2) +v.

1 inversion
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wherew = ), _z apb, with o, € R, and where3 forms an orthonormal basis df.
(In practice, we use spherical harmonics.) Hérelenotes the current estimate f©f,
andw is a deformation offy. Then, we minimize the new energy

E(w;q) = |Q(fo+w) — 4|3, @)

with respect tav. One can viewf; as an initial guess of the solution or a known surface
with shape similar to the one being estimated. If no initiaégs is possible, one can
initialize f, as a unit sphere or even sit= 0.

We need to evaluate the directional derivativegofThe directional derivative of
E at fy + w in the direction ob, V, E(w; q), is given by:

VbE(U); q, fO) = %|6:0||Q(f0 +w + Eb) - qu = 2<Q(f0 + U}) - q, Q*,fo+w(b)> .
3

Here(.,; denotes the differential @ at f. This can be evaluated using the following
expression: for alk € S2,

Qus0)(s) = ZE — e @

whereny(s) = fu(s) x by (s) +bu(s) x f,(s). From the perspective of numerical accu-
racy, the second term can be replaced by a more stable ¢ I’ é’(;l)ﬁ(s), resulting

In

1 n(s) - np(s) -

Qs0)(6) = oz () - L)) ©
In(s)]

Finally, the update is determined by the gradi®ii(fo; q) = > ;5 (Vo E(b; q, fo)) b

obtained using Eqn. 3, 4 and 5.

3.2 Star-Shaped Surfaces

The numerical solution is for general surfaces. Howevevjisg the optimization prob-
lem in this general case is difficult due to the high dimenaliby of the search space.
We now restrict attention to a special subspace of ‘stapatiasurfaces. Remarkably,
in this case an analytic solution to the inversion problemtexAt the same time, such
surfaces are of great relevance for many applications.

By a ‘star-shaped’ surface, we mean a parameterized suffaeeF that, up to
translation, can be written in the forif(u, v) = r(u,v)e(u,v), wherer(u,v) € R,
ande(u,v) € S?is the unit vector ifR? given in Euclidean coordinates lyu, v) =
(cos(u) sin(v), sin(u) sin(v), cos(v)). It can be seen by inspection that the formeof
means that the angular spherical coordingfes) of points on the surface are simply
given by (0(u,v), ¢(u,v)) = (u,v). Note that the volume enclosed by a star-shaped
surface is a star domain, that is, there exists a point in ticosed volume such that
the straight line segments from that point to every pointangurface all lie entirely in
the enclosed volume, but that in addition to this purely gewimproperty, we demand
that the surface have a particular parameterization.



Numerical Inversion of SRNFs for Efficient Elastic Shape Keis 7

In the case of star-shaped surfaces, the @a@an beanalyticallyinverted, as fol-
lows. The radial component of the normal vectoof an star-shaped surface is, by
definition, given by

n’"(u,v) = <n(u,v),e(@(u,v),¢(u,v))> (6)

sincee(, ¢) is the radial unit vector in the direction R® defined by(6, ¢). If the star-
shaped surface were in general parametrization, we cotldamoputen” because we
would not knowd and¢, the angular coordinates of the surface we are trying tovesco
In the special parameterization, however, the expressgirbecomes

n"(u,v) = (n(u,v), e(u,v)) @)
and this can be calculated. The result is very simple:
n(u,v) = r?(u,0). )

As aresult, given an SRNgand a parameterization the star-shaped surfagecorre-
sponding to thig, i.e. such tha®(f) = ¢, takes the form:

Fu,v) = (Vi) @ (w,0)) e(uv), ©)

whereq” = (g, e) is the radial component af

Note thatf depends on botly and a fixed parameterizatiarfu, v). If both are
known, then@ can be analytically inverted, as above. If a surface enslasgar do-
main, but is in a general parameterization (and hence nosktped by definition),
one can still choose to apply Eqn. 9. In this case, the resujti will not in gen-
eral be the original surfacg, but it may provide a good initialization for solving the
reconstruction-by-optimization problem. The numerioakrsion method also provides
a way to check whether a given SRNFeorresponds to a star-shaped surface: simply
constructf and then comput€(f); if one findsQ(f) = ¢, thenq corresponds to a
star-shaped surface.

One can thus use the analytic result together with numerieatsion to construct
geodesics iF between two star-shaped surfaces. First, find the geodeSibetween
the corresponding SRNFs, which is trivially a straight liftds not guaranteed, how-
ever, that all intermediate SRNFs correspond to star-shapeaces; thus the analytic
form f may not be the right inversion. One can ys&owever, as an initial guess for the
original surface, thereby better initializing the recouastion-by-optimization problem.

Reconstruction examplesTo explain the inversion problem further, we present rasult
on reconstructing a synthetic surface in Fig. 1. In this expent, the target surface j5
which serves as the ground truth. We compute- Q(f,) and the goal is to recover the
target surfaceg, with only ¢, known. A surface computed using the analytic inversion
in Eqgn. 9 is shown ag. Using the unit sphere as initialization, the numericaliioh

to the optimization problem is shown ¢$ . In order to check the convergence of the
optimization problem, the energy plotted against iter&is shown in the bottom left
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panel. The energies(f; q,) and E(f*; ¢,) are shown below the respective surfaces
and compared t&( f,; q,) = 0 if we get a perfect reconstruction. The pixelwise errors,
[f(s) — fo(s)] and|f*(s) — fo(s)| are also shown for the analytic and the numerical
solutions in that order. The surface from analytic invansovery close to the targeted
ground truth surface with an energy on the ordet @f*; the numerical method then
brings the energy down further towards zero. The two recoot&d surfaces have very
small pointwise errors with respect to the ground truthasef

We also show results on inverting anatomical surfaces inZigor these the exper-
iments, all the energies converge to a small value and thetieaned surfaces resemble
the ground truth surfaces very well.

Ground Truth {,) Analytic Inversion ) Numerical Solution {*)

E(fo;QO)ZO E(f;QO):57E4 f* QO _9E4
Energy Errors on Surface

o

Fig. 1: Reconstructing a surface from its SRNF. A targetamef(f,) is numerically re-
constructed ag* with initialization as the unit sphere. The energy plot shake evo-
lution of energies against iterations with initializatias a unit sphere. The analytically
inverted surface’ is shown for comparison. The energiE$f; go) and E(f*;q,) are
shown correpondingly. The errors between the reconstiuigfaces and the ground
truth are shown on the ground truth surface with colors regéng the magnitudes,
i.e.|f*(s) — fo.(s)| forall s € S2.

0.15|

4 Statistical Analysis of Surfaces Under Inversion

The ability to invertQ) enormously simplifies the algorithms used for various asegdy
Compared to the previous framework [27], where analysieréopmed on a Rieman-
nian manifold, the new framework performs analysis in iffespace of SRNFs, and
only brings the results to the shape space at the very end3Fig

The basic algorithms for computing the Karcher mean shapgdrallel transport,
and for transferring deformations from one shape to ana@hedescribed in Table 1.
Here, we elaborate on the list of target analyses and theamérhs under inversion.

1. Geodesic Path ReconstructionGiven two surfaceg; and f», one wants to con-
struct a geodesic path(t) s.t.«(0) = f; anda(1l) = fo. Letq; = Q(fi),i =1,2
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Thalamus, E = 9.0E-4 Putamen, E = 8.1E-4

Pallidum, E = 6.9E-4 Caudate, 4.4E-4

Fig. 2: Four examples of reconstructing anatomical sugaieeach cell, the surface
on the left is the ground truthff) while the reconstructionf() is on the right. The
corresponding energiél) (f*) — Q(f,)||*> are shown at the top.

Previous Framework Proposed Framework

vy
;
< vy Q.r(v2)

1,0 »=<Qup (1), Qup(vp) F <o <Qur(v1),Qup(v2) >

Q.r(1)

[ =argminl|Q(f) - qlI3

Fig. 3: Inversion from SRNF space to shape space gives amatitee way to analyze
shapes. Previous methods require pulling back the metdoaaking with the Rie-
mannian metric otF (left). The proposed method performs analysik#rspace (right)
and pulls back the results onto the shape space (left) bysiore

be the SRNFs of the given surfacgsand f». Let 3 : [0,1] — L2(S?,R?) de-
note the geodesic path, obtained via a straight line comegt andgs. Then, for
any arbitrary point3(7) € L2(S?,R3), we want to find a surface(r) such that
Q(a(r)) = B(7). In practice, we will accomplish this sequentially. For any 0,
we start by solving forf(e). Since our search is gradient-based, we need a good
initial condition for starting the search. In this cas@) = f; provides such an
initial condition. For the next shapég(2¢), we can use the previous stgpe) to
initialize the search, and so on.

Figure 4 shows results of computing a geodesic connectingktvawn endpoints
given by synthetic surfaces. The path of shapes is iniédllzy linear interpolation
of SRNFs and then optimized numerically to form a geodesth.pan arbitrary
path is shown to the right for comparison. Paths of energestaown in the bot-
tom panel. The energy paths of the arbitrary path, the lipa#tn and the numer-
ically computed geodesic path are shown in green, blue ahdespectively. We
observe that the analytically inverted path has low enenglyis close to the solu-
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tion. The computed geodesic is shown in the left panel: itatiny deforms one
shape into the other. Similar experiments are performel aritomical surfaces;
the geodesics are shown in Fig. 5.

Geodesico(t) s.t.a(0) = f1, (1) = f2| Arbitrary Path

ARBBB R NNDS

Energy Paths

1 2 3 4 5

Fig. 4: Constructing geodesic paths connecting two shapes.computed geodesic
path is shown to the left compared to an arbitrary path toitie.nn the bottom plot, the
energy path along the geodesic is shown as the dash-dot liheincles (red), while
that of the initialized linear path is the dashed line witlarigles (blue). The energy
along the arbitrary path is shown as a solid line with squégesen) as a comparison.

a(0)=hH  a(l/4) a(2/4) a(3/4)  a(l) =fo

Fig.5: Two geodesics computed for anatomical surfacesd&stos connecting the
given two endpoint surfaceg; and f,, are shown as(t) at discrete time stamps for
the thalamus and the pallidum.

2. Shooting GeodesicsGiven a surfacg and a tangent vectoy, at f, one wants to
construct a geodesic padtit) s.t.«(0) = f and@(0) = v. Herea = da/dt. Note
that shooting a geodesic is essentially evaluating therexmital mapexp ; (tvo) =

a(t),t = [0,1] numerically. Let3 : [0,1] — L?(S?,R3) denote a straight line, i.e.
B(t) = Q(f) + tQ« r(vo), WhereQ, ; is the differential ofQ at f as previously
mentioned. Then the desired geodesic path is of the formQ(«(t)) = B(t).
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This patha(t) is computed sequentially similarly to the first case. Soratistical
analyses computed using shooting geodesics are shown.i6 &igl 7.

3. Statistical Summaries of ShapesWhen given a sample of observed surfaces
f1,---, fn, ONe wants to estimate the mean shape and principal dinsaifovaria-
tion.

The mean shapg is computed as shown in Table 1. Lgti = 1,...,n, be
the SRNFs of the registered surfaces in the sampleuérinle the k-th principal
component ofy, . . ., ¢,. The k-th principal mode of variation for the SRNFs is
given by u, + /\u’;, A € R™. In order to visualize the principal directions in the
shape space, we need to fifitisuch thaQ(f*) = p, = Auf. This is essentially a
shooting geodesic type of problem.

We generated two groups of synthetic surfaces, each witls&raations, as shown
in Fig. 6. Within each group, we computed the mean shape arfidrpeed princi-
pal component analysis. The first three principal diredifD) are shown on the
mean shapes of each group as their local magnitudes. Cothmeian shapes and
modes of variation on anatomical surfaces are presenteig)iry FUnder the pro-
posed framework, to compute the Karcher mean, computdtimsa per iteration
(Algorithm 2 in Table 1) is 174 seconds comparing to 397 sdson the previous
method (Algorithm 1 in Table 1) using the PCA basis (8 of thesee [27]) and
more than 4 hours using 200 spherical harmonic basis. ingettie 1., takes 6
seconds.

4. Random Sampling from Shape ModelsWhen given a sample of observed sur-
facesfi,..., fn, One wants to fit a probability model to the data and generate
random samples from it. Let;, ..., ¢, be the SRNFs of the registered surfaces
from the last step an@(q) be the model probability distribution. A random sam-
ple can be generated frod and we denote it ag;. We want to findfs such
that Q(fs) = ¢s and it will be a randomly sampled shape. Using the registered
SRNFs from Fig. 6, we used the principal components and estitira multivariate
Gaussian model for each group. Random samples of SRNFsraeeaged from the
corresponding models and random shapes from both modedb@ana in the shape
space by inversion in the bottom row of Fig. 6.

5. Transferring Deformation between ShapesGiven surfaces, h; and f5, one
wants to findhsy such thatf, deforms to it in a similar wayf; deforms toh;. In
this case we are interested in estimating deformationsdsstwwo shapes and then
applying the deformations to new test shapes. The task cale@@mposed into
three components: (1) to learn the deformation frfymo h; asv, (2) to transfer
v at f1 to f, resultingv!l and (3) to deformf, into hy usingwv!l. Steps (1) and
(3) are achieved by constructing geodesics while step @)sthe tool of parallel
transport. The detailed algorithmis described in Tablédute 8 shows an example
of transferring a deformation from one surface to anothénéshape space.

5 ADHD Classification

In this section we apply our approach to an important probfemedical image analy-
sis: the diagnosis of attention deficit hyperactivity dasar(ADHD) using MRI scans.
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Sample 1

vV V¥ VvV VvV v VvV V v
Sample 2

VVVVVVVV

PD1 PD2 PD3 PD1 PD2 PD3

Random Samples

AT . P it o oo oo o

VVVY vevevwe

Fig. 6: Statistical analysis of synthetic data sets. Eachpéa has eight observations.
The first three principal directions (PD) are shown plottadtte corresponding mean
shapes for both samples (middle). Deformation magnitudgh@wvn by color (blue
small, red large). Random samples from Gaussian modelfiavensat the bottom.

Left Putamen Left Thalamus
PD1 PD2 PD3 PD1 PD2 PD3

Fig. 7: Plots of mean shape and principal directions (PDhfedical surfaces. Defor-
mation magnitude is shown by color (blue small, red largé)@ntted on mean shapes.

The surfaces of brain structures used here were extractedT i weighted brain mag-
netic resonance images of young adults aged between 18 aiith@de subjects were
recruited from the Detroit Fetal Alcohol and Drug ExposuGrt [15, 14, 6]. Among
the 34 subjects studied, 19 were diagnosed with ADHD and ¢h&aining 15 were
controls (non-ADHD). Some examples of left structures aspldyed in Fig. 9. First
we register the extracted surfaces as described in [16] @pdthem into thé.? space



Numerical Inversion of SRNFs for Efficient Elastic Shape Keis 13
(@ f1 —h (b) f2 = he

Fig. 8: Transfer of a deformation across shapes. Surfécds, and f, are given. De-
formation fromf; to h; is learnt and used to deforifa to get the new surfack,.

of SRNFs using?. In order to distinguish ADHD and control samples, we use the
Gaussian classifier on principal components as defined ito8et

Thalamus  Pallidus Putamen Caudate

Fig. 9: Left anatomical structures in the brain.

Table 2 shows the single structure, LOO nearest neighbssifilzation rate in %.
The best performance is attained using the proposed SRN&saaLclassifier between
left putamen surfaces. We compare our results to thosenglataising: the SRM Gaus-
sian classifier; the SRM NN classifier; the iterative clogesnt (ICP) algorithm; an
approach using fixed surface parametrization BAddistance between the surfaces;
and the SPHARM-PDM approach. The performance measurefésetapproaches
were taken from Kurtek et al. [19] and other previously psiiséid papers. The results
suggest that the parametrization-invariant metric angtbbability models in our ap-
proach provides improved matching and modeling of the sedaresulting in a su-
perior ADHD classification. In summary, our method is notyorore efficient: the
computational cost is an order of magnitude less than SRMelated ideas; but also
provides significantly improved classification.

6 Conclusions

The SRNF representation is potentially an important tostatistical shape analysis of
parameterized surfaces. Previous methods built toolstalyais directly in the surface
space, which is computationally inefficient. We have introed methods for approxi-
mating the inverse mappin@—!. This map can be used to convert results computed in
SRNF space back to the shape space. Since the SRNF space&israspace withi.2-
metric, the cost of statistical analysis in this space iy \@w, thus simplifying typical
shape analysis tasks. In general, by adopting the propoaettivork, computational
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Table 2: Classification Performance for Five Different Tieigues
Method SRNF Gaus$SRM GaussSRM NN|Harmonic¢ICP|SPHARM PDM
Structure (%) Proposed [19] [18] [3] [24]
L. Caudate 67.7 - 41.2 64.7 |32.4 61.8
L. Pallidus 85.3 88.2 76.5 79.4 |67.7 44.1
L. Putamen 94.1 82.4 82.4 70.6 (61.8 50.0
L. Thalamus 67.7 - 58.8 67.7 |35.5 52.9
R. Caudate 55.9 - 50.0 44.1 |50.0 70.6
R. Pallidus 76.5 67.6 61.8 67.7 |55.9 52.9
R. Putamen 67.7 82.4 67.7 55.9 |47.2 55.9
R. Thalamus 67.7 - 58.8 52.9 |64.7 64.7

cost of algorithms for various analyses can be reduced bya@ar of magnitude. Ex-
perimental results show that the same analyses can be pedarnder the simplified
framework, and that the method achieves state-of-theeaftpnance on the classifica-

tion of ADHD data.
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