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Abstract

English: We extend Zeilberger’s fast algorithm for definite hypergeometric summa-
tion to non-hypergeometric holonomic sequences. The algorithm generalizes to the
differential case and to g-calculus as well. Its theoretical justification is based on a
description by linear operators and on the theory of holonomy.

French: Nous étendons 'algorithme rapide de Zeilberger pour la sommation hyper-
géométrique définie au cas des suites holonomes non hypergéométriques. L’algo-
rithme se généralise aussi au cas différentiel et du ¢g-calcul. Sa justification théorique
se fonde sur une description par opérateurs linéaires et sur la théorie de I’holonomie.

Key words: O-finite functions, holonomic functions, symbolic integration, symbolic
summation, Zeilberger’s algorithm.

In [33], Zeilberger initiated an algorithmic treatment of special functions that
led to efficient algorithms for summation and integration [24]. In this ap-
proach, he considered a large class of functions and sequences that enjoys
numerous closure properties, the class of holonomic functions. He also sug-
gested how special functions and sequences from g-calculus are amenable to a
similar treatment. Simple definitions of holonomy in the classical continuous
and discrete cases are as follows.

Definition. A function f(x1,...,z,) is holonomic when its derivatives span a
finite-dimensional vector space over the field of rational functions in the z;’s;
a sequence is then holonomic when its multivariate generating function is
holonomic.
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Complete definitions of the g¢-calculus counterparts are too involved to be
recalled here. Indeed, holonomic and ¢-holonomic functions and sequences
are classically introduced in a different way, adopting a module-theoretic ap-
proach. More specifically, Zeilberger’s definition [33, Section 2.2.4] is based
on Bernstein’s theory of holonomic modules [8,9], i.e., D-modules with a cer-
tain dimension property; this theory was generalized to a notion of holonomic
modules in the g-case by Sabbah [26, Definition 2.3.1]. We refer the reader
to [10,15] for textbooks on holonomy. In the case of (continuous) functions,
both definitions are in fact equivalent owing to [33, Lemma 4.1, 27, Theo-
rem 2.4 and Appendix 6]. In the case of sequences, they are equivalent owing
to [33, Section 3.3.2]; a third alternative definition is provided by Lipshitz [22].

As to the g-case, we only remark at this point that for a constant ¢ that is not
a root of unity, the ¢g-dilations f(¢*'x1,...q% x,) for o; € N of a g-holonomic
function f(z1,...,2,) span a finite-dimensional vector space over the field
of rational functions in the z;’s, and that similarly the shifts ui, +a, .. kntaon
for a; € N of a g-holonomic sequence ug, ., span a finite-dimensional vector
space over the field of rational functions in the ¢*’s. We generically use holo-
nomic function to refer to either of the four cases above.

Algorithms for the summation of holonomic sequences rely on the method of
creative telescoping [34]. Given a bivariate sequence u = (u,,), this method
computes a linear recurrence satisfied by the definite sum U,, = 3 ;cz tp . The
calculation is as follows: assume that another sequence v = (v,) and rational
functions 7; in n only satisfy the identity

L
> 0 () Unsife = Vnger1 — Ung (1)
i=0
summing over k£ and considering technical assumptions on v then yields a linear
recurrence satisfied by (U,,). The method extends to the differential case and
to g-calculus [5,21,23,25]. Note that, for it to work, the rational functions »;
must not depend on k. On the other hand, the sequence u to be summed
is usually described in applications by linear recurrences whose coefficients
do involve k. In this regard, Eq. (1) can be viewed as the result of a sort of
elimination of k from the description of . This could be made more precise in
terms of polynomial elimination in skew algebras of operators (see Section 1).

A univariate sequence (u,) such that wu,i1/u, is a rational function in n is
called hypergeometric. Similarly in the multivariate case, a sequence (s, .. n,)
is hypergeometric when each quotient s, n;+1...n,./Un,... n, 1S a rational func-
tion in the n;’s. Equivalently, hypergeometric sequences are defined by linear
first-order recurrences. Hypergeometry does not imply holonomy, as exempli-
fied by the sequence u given by u, , = (n* + k%)~ (see [30]).

To perform the elimination problem of determining an equation like (1), Zeil-



berger first gave a general but theoretical algorithm based on the calculation
of a skew resultant [33]. He himself called this algorithm the slow algorithm,
and proposed his fast algorithm [32] for a restricted class of sequences: this
algorithm is guaranteed to terminate on sequences which are simultaneously
hypergeometric and holonomic. Such sequences are called holonomic hyper-
geometric. Zeilberger’s theory extends to multiple summations of holonomic
hypergeometric sequences, with counterparts for (possibly multiple) integrals
and their g-analogues [30,31]. As an example of application, Zeilberger’s algo-
rithm computes the following sum in closed form

s (TG - ()

In [13], we described unified but rather slow algorithms based on skew Grébner
basis calculations to perform creative telescoping in general classes of functions
and sequences, including the class of holonomic functions. This can be viewed
as a generalization of Zeilberger’s slow algorithm. Our main contribution in
the present article is to extend Zeilberger’s fast algorithm to a class of O-finite
functions, i.e., functions defined by linear equations of any order, in the unified
setting of Ore operators. For instance, our algorithm rediscovers identities like

1 T cost

P,(x)y" = , Jon xr) = —dt,
nz:% (x)y 1 —2xy + y? ,;) 2n+1/2(7) 0 \2rt

where the P,(x)’s are the Legendre orthogonal polynomials and the J, (z)’s are
the Bessel functions of the first kind. In each case, we start from a description
of the summand s in the left-hand side in terms of linear operators which
vanishes at s, and we obtain an operator that vanishes at the right-hand side.
Note that in both cases, the summand is not a hypergeometric term, nor does
it satisfy any first-order linear ordinary differential equation.

Zeilberger’s fast algorithm for definite hypergeometric summation is based on
an algorithm for indefinite hypergeometric summation due to R. W. Gosper
[17,18]. For sequences u = (uy) and U = (Uy) such that Ugyy — Uy = ug, U
is called an indefinite sum of u. Gosper’s algorithm recognizes whether there
exists a hypergeometric indefinite sum U of a hypergeometric sequence u, and
if so computes such a U. When a solution is found, the sum Z;‘?;é uj is U —Uy.
The sequences u and U are related by an equation of the form U, = 0(k)uy
with 6 a rational function, so that the summation problem reduces to com-
puting . It turns out that 6 satisfies a linear recurrence with polynomial
coefficients, which can be solved for rational solutions # by S. A. Abramov’s
algorithm [1]. Alternatively, Gosper’s clever remark is that it suffices to solve a
derived equation for polynomial solutions, which is done by a method of unde-
termined coefficients (see [3] for a refinement). As an example of application,



Gosper’s algorithm computes
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If a positive integer L and rational functions 7; were known to be such that
the left-hand side of Eq. (1) admits a hypergeometric indefinite sum, Gosper’s
algorithm would apply to compute this sum. Based on this observation, Zeil-
berger’s fast algorithm introduces undetermined coefficients for the 7,’s and
uses an extension of Gosper’s algorithm to solve for a hypergeometric indefi-
nite sum (vy) together with rational 7,;’s. This process is run with increasing
values of L until the indefinite summation problem becomes solvable. When
is a holonomic hypergeometric sequence, the termination of the algorithm is
guaranteed by holonomy. The algorithm then yields Eq. (1) from which cre-
ative telescoping computes a linear recurrence satisfied by the definite sum U.

In this article, we generalize Zeilberger’s algorithm to the case when the linear
equations satisfied by (u,, ;) have orders larger than 1, and are not necessar-
ily recurrences. The definition of 0-finite functions [13] is recalled in the next
section. In contrast with Zeilberger’s algorithm which is based on Gosper’s ap-
proach to hypergeometric indefinite summation, our extension of Zeilberger’s
algorithm relies on an alternative approach based on Abramov’s algorithm.
In Section 2, we modify Abramov’s algorithm to obtain an algorithm for in-
definite O-finite summation and integration. This first algorithm always ter-
minates. Then, we extend Zeilberger’s algorithm to O-finite functions in Sec-
tion 3. More specifically, this second algorithm is guaranteed to terminate for
the subclass of holonomic O-finite inputs only; although, it may also termi-
nate for some non-holonomic O-finite inputs, it is to be viewed as a heuristic
method in this case. In the same section, we show how the algorithm extends
to the iterated calculation of multiple sums. We next detail in Section 4 how
the normal forms for 0-finite functions used in those algorithms are obtained
by methods of Grobner bases. In Section 5, we finally define certificates and
companion identities in the context of J-finite identities.

1 Algebras of Operators and J-Finite Functions

A differential counterpart to Zeilberger’s slow algorithm for sequences is avail-
able in the case of functions [27,33] and the method extends to g-analogues [30].
All these algorithms are very similar in their structures and behaviours, and
a unified description is in terms of linear operators. To this end, we intro-
duced [13] a large class of operator algebras which are well suited to accom-
modate linear differential and difference operators, their g-analogues and nu-



merous other generalized differential operators. In [13], we described various
methods based on Grébner basis calculations to solve the elimination problem
of determining the relevant analogues to Eq. (1). In the following, we set up
notation so as to consider linear operators with coefficients in a ring A, and
over a field of constants K.

Let A be a ring endowed with a ring endomorphism o. Following [14], a o-deri-
vation 6 on A is an additive endomorphism that satisfies the skew Leibniz
law (ab)’ = a’b® + a’b for all a,b € A. (By analogy with the prime notation
for derivatives, we denote the application of ¢’s and d’s by powers.) Since the
corresponding generalized differential operators are those of interest to our
study, we often simply call a o-derivation a derivation.

Definition. Let K be a commutative field, A be a K-algebra and 9 be a
tuple (01, ..., 0,) of indeterminates. We assume that A is endowed with injec-
tive ring endomorphisms o;’s and additive endomorphisms d;’s, one pair for
each? =1,...,r, such that each §; is a g;-derivation. We assume further that o;
and d;, 0; and o, §; and §; commute for i # j. The Ore algebra A[D; o, d],
which we also denote A[0y; 01,61 ... [0y; 0p,0,], is the ring of polynomials in O
with coefficients in A, with usual addition and a product defined by associa-
tivity from the commutation rules

8,-(9j = 8]81 and 8,'@ =q% & + a‘si
between the 0;’s, and between the 0;’s and elements a € A, respectively.

It follows from the commutation rules above that each element p of an Ore
algebra has a unique representation in the form p = 3>, . ca;,..0. 0" ... 0"
for coefficients ¢, € A. For each i, the degree of p in 0; is defined using this
form as the largest «o; such that there exists a non-zero c,, or as —oo when
none exists. The injectivity of the o;’s is crucial to recover the usual properties
of the degree with respect to sums and products of polynomials.

An Ore algebra O is clearly a K-algebra. In order to view it as an algebra of
linear operators, we assume that a commutative K-algebra F is given, whose
elements we call functions, and we require F to be a left O-module contain-
ing K. Usually in applications, F even contains A. In any case, this makes
it possible to consider operators with coefficients in A. For instance, in the
case of the Ore algebra @ = K(2)[0;1,d/dz] and linear differential operators,
the algebra of Laurent formal power series K((z)) is a left @-module for the
action (0 - f)(z) = f'(z) and (z - f)(2) = zf(z); in the case of the Ore al-
gebra O = K(n)[9; S,,0] and linear recurrence operators, the algebra KN of
sequences for term-wise addition and term-wise product is a left @-module
for the action (0 - u)(n) = up41 and (n - u)(n) = nu,. By an abuse of no-
tation, in the applications we freely use the name of the operator instead
of the indeterminate 0. For example, both Ore algebras above are also de-
noted K(z)[d/dz; 1,d/dz] and K(n)[S,; Sy, 0]. This is justified by the fact that



neither d/dz nor S, satisfies any algebraic relation that holds globally on F.

When viewed as operators, elements of Ore algebras are called Ore operators.
By a derivative of a function f € F, we mean the result of the action of 0;
on f, which we denote 0; - f. More generally, any 8- f, where 8% = o ... 0"
with o; € N, is also called a derivative. For a function f € F, the left ideal

Amf={PcO|P -f=0}

describes much of the structure of the derivatives of f. It is called the annihi-
lating ideal of f and satisfies O/Ann f ~ O - f as left @-modules.

Of particular interest are d-finite functions, which correspond in applications
to functions and sequences defined by a finite number of equations and initial
conditions. To define -finite functions, we focus on Ore algebras whose K-alge-
bra A of coefficients is in fact a field F.

Definition. Let O = F[9;0,4] be an Ore algebra over a field F. A func-
tion f in a left @-module is called 0-finite when its derivatives span a finite-
dimensional vector space O - f over F. A left ideal J such that Q/J is a
finite-dimensional F-vector space is also called a 0-finite ideal.

Here, “0” is a mere symbol which bears no relation to the indeterminates 0;
on which the Ore algebra O is built. It follows from the definition that a
function f is O-finite if and only if its annihilating ideal Ann f is O-finite.
For the Ore algebra O = F[0y;1,d/dzy]...[0n;1,d/dx,) built on differential
operators 0;’s over the field F = C(xy,...,x,), we recover the definition of
holonomy, so that O-finiteness extends holonomy of (continuous) functions.
Similarly for Ore algebras built on g-dilation or ¢-shift operators, d-finiteness
also extends g-holonomy of functions and sequences, respectively. In contrast,
O-finite sequences (with respect to ordinary shifts) need not be holonomic: in
particular, all hypergeometric sequences would otherwise be holonomic.

2 Indefinite 0-Finite 07!

For an Ore algebra O = F[9; o, 8] over a field F, let 0 be any of the 9;’s and F
be a left @-module of functions. We call a function F' € F an anti-derivative
of f € F when 0-F = f. Alternatively, we write 0! - f to denote any of those
anti-derivatives. We develop an algorithm to compute all the anti-derivatives
of a O-finite function f that lie in @ - f. The algorithm always terminates,
detecting when no 971+ f exists in OQ - f and returning the special symbol L in
this case. In the case of hypergeometric sequences (and Ore algebras built on
shift or difference operators), we recover the variant of Gosper’s algorithm that
solves the linear recurrence for rational solutions by Abramov’s algorithm.



INPUT: a basis B for the annihilating ideal of a J-finite function f.
OUTPUT: a basis for all operators @ such that Q- f =907 1- f, or L.
(1) from B, compute a Grobner basis G and get the finite basis
{0%}aer of O/Ann f canonically associated to G (see Section 4);
(2) introduce undetermined coefficients ¢4 for o € I and rewrite
0> aer Pa0% — 1 in this basis by reduction by G;
(3) solve the corresponding system of first order linear equations for
all systems of solutions ¢, € IF;
(4) if solvable, return all the Q = Yo7 ¢a07; otherwise return L.

Algorithm 1. Indefinite 0-finite summation

Let us insist on the algorithm not requiring holonomy of the input function f,
but merely O-finiteness; in contrast, the algorithm of Section 3 will require
both. On the other hand, neither 0-finiteness nor holonomy is sufficient to en-
sure the existence of anti-derivatives in the module O - f, as exemplified by the
holonomic function 1/z and by the holonomic hypergeometric sequence 1/n.

2.1 The Algorithm

Algorithm 1 reduces the problem to that of solving a system of linear Ore
operators for rational function solutions. Those rational functions are then
viewed as the coefficients of operators @ such that 971 f = Q- f. We proceed
to establish the following theorem.

Theorem. Let F[0;0,8] be an Ore algebra over the field F and O be any
of the 0;’s. Assume that F admits a decision algorithm to solve linear equa-
tions L-¢ = 0 where L € F[0;0,0] for all solutions ¢ in F, and that o is
invertible. Then, Algorithm 1 is a decision algorithm to compute a basis of all
the anti-derivatives of a O-finite function f in Q@ - f.

Note that the requirement in Algorithm 1 that the input be the whole annihi-
lating ideal Ann f of a 0-finite function f can be weakened: the algorithm also
terminates on any O-finite subideal of Ann f; however, it may fail to find some
anti-derivatives with an incomplete input. This change of ideals corresponds
to a change of 0-finite functions by introducing parasitic solutions.

The key point is to make the action of the derivation operator 0 on the finite-
dimensional vector space O - f explicit. Let F' be any function in O - f. We
fix an F-basis of @ - f of the form {8%- f}_., for a finite set I of indices.
Equivalently, this yields the F-basis {0%},.;, of O/Ann f. Then F = Q - f
where Q € O/Ann f can be written Q = Y ,c; 9o 0. With the assump-



tion F=07'- f ie,d-F = f, we have 9Q =1 mod Ann f, i.e.,

00 = Y 6070+ Y ¢,0% = 1. @

acl acl

Now, 1 and each 0”0 in this equation can be rewritten in the basis (8%),.;-
From the computational point of view, this rewriting is performed by methods
of Grobner basis and with a particular choice of basis of @ - f. For the sake
of clarity, we postpone the description of these ingredients to Section 4.

Next, for each a € I, extracting the coefficients in < yields an equation

> Nasdh + 6L = b,
Bel

where the Ao g and p are rational functions in F. Denoting vectors and
matrices by capital letters, we get the following linear differential system

AP + O° = M. (3)

We next solve this system in a way which depends on the algebra of operators
under consideration. Either the system is solvable, and each @) yields an anti-
derivative @ - f in @ - f; or it is not, and no anti-derivative exists in O - f.

Let us detail how to solve (3). Each equation of the system may involve sev-
eral unknown functions. Excluding ongoing research still to be further devel-
oped [7], we do not know of algorithms to solve this kind of linear system
directly; the first step is therefore to “triangularize” the system, when possi-
ble, so as to obtain an equation in a single unknown function together with
a system to be solved step by step. More precisely, the point is to put the
system under the triangular, more generally trapezoidal, shape

]

S T,;0) i =v  i=1,...,d, d<|]|,
Jj=t

for operators T;; € F[0;0,4], rational functions v; € F and unknown func-
tions v; that are linear combinations of the ¢4’s and such that the latter
can be computed once the v;’s are known. This can be achieved for any Ore
operator 0, provided that ¢ be invertible, by appealing to an algorithm due
to Abramov and Zima [4]. Indeed, introduce the new Ore algebra F[0*; o*, §*|
where 0* = o~! (the inverse of o) and 9* acts on F by 6* = —o~'§. Apply-
ing o' to (3) yields the system

NP9 d =M

where A° " and M° " are known and ® is the unknown. This is exactly the
input form of the algorithm in [4]. Once the system has been “triangularized”,



we have to solve successive linear equations in a single unknown function for
rational solutions ¢,. This resolution in turn depends on the operator 0*.

The case of (ordinary or ¢-) recurrences. Recurrences are an instance
of the more general case when 0 acts by § = o — 1 (where 1 is the identity).
We then usually work with the operator o of (ordinary or ¢-) shift instead
of the operator § of (ordinary or ¢-) difference, because both operator alge-
bras F[d; 0, 0] and F[o;0,0] are isomorphic when § = o — 1. After the trian-
gularization step described above, we are led to linear equations in the shift
or ¢-shift operator. In each case, an algorithm of Abramov’s applies [1,2].
The case of (ordinary) differential equations. In the differential case,
the application o is the identity, so that the change of Ore operators in the
triangularization step above is trivial (0* = —d). We next solve the successive
differential equations by another algorithm of Abramov’s [1].

Finally, note that the value 1 in the right-hand side of Eq. (2) was inessential.
Changing (2) into the more general equation

0Q = Y ¢noo+ Y ¢ — I 0

acl acl

for H € O/Ann f makes it possible to detect if H - f has an anti-derivative
in O - f. This affects the vector M in the system (3) in a linear way only, which
will be used in the algorithm for creative telescoping of the next section.

2.2 FExample: Harmonic Summation Identities

Harmonic summation identities like

" [k n+1 1
Hy = Hn - 1>
kzl<m> ' <m+1>( - m+1>

where H,, denotes the harmonic number }7_, k=1, are classically obtained
by summation by parts or by techniques of generating functions. (See also
M. Karr’s general algorithm [19,20].) One can alternatively find closed form
evaluations for Harmonic sums using our algorithm. Introducing f, = (;) H,,
we show the following equivalent form of the identity above:

(n+1)?

- B (n—m)(n—m+1)
Fn—kglfk— (Mt 1)

(m +1)?

fn—&-l‘ (5>



To this end, let us compute the first two shifts of f:

I _n—l—l n{H+1]_ n+1f+ 1 ny
T 1 —m\m "Tn4+1] n+1-m’" n+1-—m\m)/)’

=y gt ().

n+2-m n+2—-min+1—m\m

Taking the appropriate linear combination of the above equations, one gets
the following linear homogeneous recurrence with coefficients in Q(n,m)

(n—m+1n—m+2)fr—2n+3)(n—m+1)fo1+(n+1)>f =0.

In the case of more complex expressions, one would appeal to the closure
properties of J-finite functions under addition and product and use algorithms
described in [13]. As a consequence of the above relation, the sequence f is
a O-finite function with respect to the Ore algebra Q@ = Q(n,m)[Sy; Sy, 0],
where S, is the shift operator with respect to n. Since O - f is a two-dimensional
vector space with basis {f, S, - f}, we introduce a generic operator Q = a,, +
BnSy, and compute (S, — 1)@ — 1. Then, the system (3) takes the form

(2n 4 3)Bn1 + (n —m + 2)(ant1 — Bn) =0,
(n+ 1281+ (n—m+1)(n—m+2)(a, +1)=0.

Uncoupling this system so as to get rid of « yields the recurrence

(n+2)? 2n +3

n+2 — o Mn n 1:07
(n—m—|—2)(n—m—|—3)6Jr2 n—m+26 1t Bt

which is solved for rational solutions by Abramov’s algorithm. Replacing in
the system and eliminating «,,,1 between both equations, we find

(n—m)(n—m+1)

-1 and B = — (m+1)?

The sum F satisfies (S, —1)-(F— f)=f=(S,—1)-(Q - f), whence F,, —
[(Q+ 1) f](n) is a constant seen to be 0 at n = 1. This proves Eq. (5).

10



The same algorithm would find evaluations of other harmonic sums like

Z m
=N

n+1 m+1—n m+1
m+2"" (m+2)? (m +2)2’

e

S (2k+1)H} = (n+1)°H} — ‘;’n(n +1)H?

k=1
3n%+3 1 3
+”+2”+Hn —Zn(n+1),
n nin+1)(2n +1 nin-+1)(10n — 1
S ALE A AR L]

k=1

(For the second identity, note that the iterated application of the shift operator
on H? spans a vector space with basis {1, H,, H2, H3}; for the third identity,
compute the indefinite sum >7_, k?H,,,1, then set the parameter m to n.)
However, the method cannot find

n

3 1
Z P=Mm+1)H: —5(2n+1)H2+3(2n+1)H +2H<>—6n,

where H?) = S k=2 denotes generalized harmonic numbers, unless the
presence of the term in H?) is guessed, together with its exponent, and the

method slightly modified to perform Groébner basis calculations and reductions
in the module O - H? + O - Hr(f)

3 Fast Definite 0-Finite 0"

For an Ore algebra O = A[9;0,4d], let again J be one of the 9;’s and F be
a left @-module of functions. To extend the case of definite summation and
integration operators like >¢_  and f: dz, we assume that there is a linear
operator dg' defined on F such that 99, = 0. Here, the notation d5' must be
viewed as a single symbol, where €2 refers to no specific mathematical object,
simply standing as a remembrance of the notation [, used to indicate an
integration over a domain €. (In [13], we used a less general definition for dg*,
requiring that d5'0 also be 0. This corresponds to analytical assumptions
on F which are irrelevant here.) In this section, we build on Algorithm 1
to perform the elimination step of creative telescoping on J-finite functions.
In other terms, we solve Eq. (1). This in turn allows us to perform definite
(g-)summation or (g-)integration of a (g-)holonomic function; in the case of
a O-finite function of a more general type, the algorithm can sometimes be
fruitfully used in a heuristic way to compute a definite anti-derivative.

Zeilberger’s fast algorithm is guaranteed to terminate on holonomic hyperge-
ometric sequences only. Similarly in the case of (possibly mixed, possibly g-)

11



differential or difference operators, we call a simultaneously 0-finite and holo-
nomic function holonomic 0-finite. We already described the connection be-
tween O-finiteness and holonomy: except in the case of sequences, both con-
cepts are equivalent (up to a minor technical condition). Our phrasing may
thus seem redundant; the analogy to the case of holonomic hypergeometric
sequences and the fact that it refers to a restricted set of operator types make
its raison d’étre: our algorithm inputs a description of the annihilating ideal of
any O-finite function; we prove its termination for holonomic 0-finite functions.

3.1  The Algorithm

Let us first vindicate our algorithm by the case of holonomic functions in
the differential case. A (continuous) holonomic function f(z,y) is a O-finite
function with respect to the Ore algebra O = C(x,y)[D,; 1,d/dz|[D,; 1, d/dy]
built on (ordinary) differential operators. (Here, D, and D, act by 0, = d/dx
and 6, = d/dy, respectively.) The original description of holonomy in the
framework of D-modules [8,9] implies that there exists a non-zero operator in

Anng f N C(x)[8;1, d]

(see [33, Lemma 4.1]). As a result, there is a non-trivial identity of the form

L

i=0
mimicking Eq. (1) for @ € Q. This existence property transfers to the discrete

case through generating functions and similar results hold for g-analogues [26].

More generally, for a 0-finite function f with respect to an Ore algebra
F(xy,...,24)[0;0,0][0;0",d]

in two operators 0 and @ and such that 0 commutes with elements of F but
not with the x;’s, we look for solutions of

P@)-f =Y ndl* £ =0-1Q0x0.9) - f]. ©)

where P # 0 and the n;’s do not depend on x. The existence of a non-trivial
pair (P, Q) is not guaranteed in general, but it is thanks to [33, Lemma 4.1]
in the (classical) holonomic setting and mutatis mutandis in the g-holonomic
case [26]. We summarize the result of this section in the following theorem.

Theorem. Let F(x)[0;0,6][0';0",0'] be an Ore algebra and assume that F(x)
admits a decision algorithm to solve linear equations L - ¢ = 0 where L €
F(x)[0;0,8] for all solutions ¢ in F(x). Assume further that o is invertible.
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INPUT: a basis B for the annihilating ideal of a J-finite function f.
OUTPUT: a pair of operators (P, Q) satisfying (6).

(1) from B, compute a Grobner basis G and get the finite basis
{00} (ap)er of O/Ann f canonically associated to G (see Sec-
tion 4);

(2) for L=0,1,...:

(a) introduce undetermined coefficients ¢, g for (o, 5) € I and ;
for i =0,..., L and rewrite 93, g)er Po, s 0°0P — Sk n0"
in this basis by reduction by G;

(b) solve the corresponding system of first order linear equations
for all systems of solutions 7; € F and ¢, 5 € F(x);

(c) if solvable, return all the solutions (P, Q) for P = % 7,0’
and Q = >, gyer $a,50%0'P; otherwise loop.

Algorithm 2. Definite J-finite summation

When there exists a pair (P, Q) that satisfies (6), Algorithm 2 terminates and
returns such a pair. This is guaranteed to happen when f is holonomic O-finite.

Whenever we know an operator P that makes Eq. (6) solvable for @, we can
use Algorithm 1 to get Q. Indeed, it was noted that the value of H in Eq. (4)
is inessential; letting H = P (where 0’ replaces @) makes it possible, after
reduction modulo Ann f, to apply Algorithm 1, the vector M in (3) depending
linearly on the n;’s. However, we do not want to solve for ) uniformly in the
parameters 7;’s; we need to find for which values of the 7;’s Eq. (6) is solvable
for . Therefore, we use a variant of Algorithm 1 to solve the system (3)
for ® and M simultaneously. This corresponds to refinements of Abramov’s
algorithms that mimic Zeilberger’s extension [34] of Gosper’s algorithm.

Thus, our algorithm for the definite case proceeds like Zeilberger’s fast algo-
rithm: we make a choice for L, introduce undetermined coefficients 7,;’s and
apply our indefinite summation algorithm; if the system (3) is solvable, we
have finished, otherwise we increase L. Note that even in the holonomic case,
no bound on L is known except for the case of (q-)proper-hypergeometric terms
designed by Wilf and Zeilberger [30] (see [28] for an improvement).

3.2 Example: Neumann’s Addition Theorem

We illustrate the previous algorithm with Neumann’s addition theorem

1= Jo(2)* +2 i Ju(2)?
k=1

13



for the Bessel functions of the first kind Ji(z). The latter are defined as O-finite
functions by the operators

2D*+ 2D, + 2 —k*, zD.Sp+ (k+1)Sy —z and 2D, +2S, —k

in the Ore algebra O = Q(k, 2)[D.; 1, D.][Sk; Sk, 0]. This relates to the previous
section by setting 9 = § = Sy — 1, 0 = S, & = 0 = D, and o/ = 1.
An important fact whose significance will only become clear in Section 4 is
that the three operators above constitute a Grobner basis of Ann Jy(z) (with
respect to a total degree order < satisfying D, < Sy). This Grobner basis can
be obtained from the classical pure differential equation and pure recurrence
equation satisfied by Ji(z). It follows from an algorithm from [13] that the
squares Ji(2)? are also d-finite and are described by the Grobner basis

zD? + (—2k +1)D, — 28,z + 2z,
2D, Sy + 2D, + (2k + 2)Sy — 2k,
2287 — 4(k +1)%S, — 22(k + 1)D, + 4k(k + 1) — 22

The module O - Ji(2)? has to contain Ji(2)? and its first two derivatives, or
equivalently Jy(2)?, Ji(2)J.(z) and J](z)?, which are linearly independent.
Thus, the system above generates the ideal Ann J(z)? in @ and the mod-
ule @/Ann J;,(z)?, which is isomorphic to O - J,(2)?, is a three-dimensional vec-
tor space, with basis {1, D,, Si }. Knowing the generating function of the Jy(z),
one could prove that Ji(z) and Ji(2)? are holonomic in (k, z), so that Algo-
rithm 1 has to terminate on Ann Ji(2)?; else, the algorithm has to be run in
a heuristic way. To this end, we introduce a generic ) = uy + vpSi + wiD.,.
Next, we let L = 1 and introduce two parameters 7y(z) and 7,(z) in Eq. (6)
to get a solution. The system (3) then reads

k 1
uy = ;m(Z), v, =0, wy, = 5771(,2),

and we obtain the constraint 7y = 0 (7;(z) is any rational function in z). We
set 1m1(2) to 1, so that

P=D, and Q——<k+DZ>.
z 2

With these values for P and (), we have after creative telescoping:

P. @j Jk(z)2> -[@- Jk(z)ﬂ’;j =0,

from which follows by linearity that

(22Jk 2 — Jof )—1)22[Q-Jk(z)2]_ — D, - (Jo(z)?+1)

14



is identically zero since limy_, o Ji(2) = limg_ 1 J5.(2) = 0. Thus

2? J(2)? — Jo(2)* =1

is a constant, verified to be 0 when z = 0. This proves Neumann’s theorem.

3.8  FEztension to Multivariate Anti-Derivatives — Application to Iterated
Multiple Sums

So far in this section, we have described the (¢-)summation and the (g-)inte-
gration of bivariate functions f: starting from a system describing f in terms
of two operators 9 and @', we have used an algorithm to compute a single
operator in @ for the definite anti-derivative with respect to 9. In fact, the
dependency of the sum or integral in a single variable is inessential and we
can perform summations and integrations of multivariate O-finite functions f
whose definite anti-derivatives with respect to 9 are still multivariate O-finite.
This stems from the fact that the requirement in Eq. (6) that P and @ be
polynomials in a single & (disregarding the dependency of @ in 9) can be
relaxed. For a tuple & of operators and another operator d whose g " is to be
computed, Eq. (6) then becomes

P(@)-f= ) 12380 f=0[Q(x,8,0)- f], (7)
(c.8)

where P # 0 does not involve 0 and the n43’s do not involve x. Instead
of running a loop over univariate polynomials of increasing degree L, like in
step (2) of Algorithm 2, one runs a loop to allow polynomials P over more and
more multivariate monomials in @, in a way to be detailed below. Now, instead
of stopping the loop in Algorithm 2 after the first solution found, one continues
so as to obtain a system of operators P — 0(Q), until the P’s span a O-finite
ideal. Termination is proven in the case of holonomic 0-finite functions in the
same way as in the simpler univariate case, by appealing to [33, Lemma 4.1].

More specifically, let F(x)[0; o, 8][0; 0, §] be an Ore algebra in the operators 0
and @ = (01, ...,0,), 0 being none of the 9;’s. We still assume that F(x) admits
a decision algorithm to solve linear equations L- f = 0 where L € F(x)[0; 0, 0]
for all solutions in F(x). In order to consider polynomials P over more and
more multivariate monomials in & instead of the polynomial >°F  17;0" in
step (2) of Algorithm 2, we propose several options:

(1) Let {m;}ien be a sequence that runs over all monomials 8% in @. Consider
the polynomial P = "% mim; with undetermined coefficients 7; .

(2) Consider the polynomial P = }74/<; a0 with total degree L and un-
determined coefficients 7.

15



(3) Using a term order < on the monomials in 8 (see the definition in [13]),
an extension of the FGLM algorithm [16] can be used to determine the
successive sets of monomials involved in the P’s. The key idea is that when
a polynomial P has been obtained, any multiple of its leading monomial m
need not be considered any longer in the next loops. In this way, we
obtain an algorithm for definite anti-derivative that is very close in spirit
to the algorithms for addition and product of 0-finite functions which are
described in [13].

We now illustrate this algorithm by proving the double summation identity

16 o o RS I

which can be found in [24]. The difficult part of the proof is to compute a
recurrence operator for the left-hand side. Such an operator was given by
K. Wegschaider by a direct evaluation of the double sum [28]. Here, we com-
pute the left-hand side using Algorithm 2 in an iterated way:

(1) Starting from the system

m+)(n+1l—r)n+1—-s)(n+1—r—35)5,
+(n+s+1)n+r+1)2n+1—-r—s)2n+2—1r—s),

(r+12@Cn—r—5)S,+(n+r+1)(n—r)n—r—s),

(s+1)22n—r—98)Ss+ (n+s+1)(n—s)(n—r—s),

(9)

which defines the summand in the double sum as a d-finite function with
respect to the Ore algebra Q(n, r, $)[Sy; S, 0][Sr; S, 0][Ss; Ss, 0], we first
compute the simple sum over s. To this end, we apply the multivari-
ate extension of Algorithm 2, setting @ = (S,,S,) and 9 = S5 — 1, so
as to perform the inner summation (with respect to s) first. We select
option (2); for L = 2, we introduce the polynomials

P =00+ m0S, + 115 + 7]2,052, + 115,55, + 770,2537
Q= ¢(s)

under undetermined form. Reducing Z = P —(S;—1)Q by the system (9)
and solving the reduced system for rational functions ¢ and 7, ; yields two
operators P, one with monomials S2, S?, S,,, S, and 1, the other with
monomials S?, S,,, S, and 1, both with large polynomial coefficients in n
and r. Solving the corresponding Eq. (7), it turns out that the right-hand
side vanishes so that both P’s in fact annihilate the sum over s.

(2) Moreover, these two P’s span a O-finite ideal with respect to the Ore
algebra Q(n,r)[Sy; Sn, 0][Sy; Sy, 0]. Thus, we can apply the simple case
of Algorithm 2 so as to perform the summation over r. This yields the
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following operator R that annihilates the double sum:
(n+2)%S2 —2(2n + 3)(3n* + 9n + 7)S, — 4(4n + 5)(4n + 3)(n + 1).

So far, we have computed an operator R which annihilates the left-hand side
of Eq. (8). Applying Algorithm 2 again to the right-hand side, we get the same
second-order operator. Since both sides of Eq. (8) agree at n =0 and n = 1,
where they are 1 and 2, respectively, and since the leading coefficient (n + 2)3
of R does not vanish for n € N, we get Eq. (8) by induction on n € N.

4 Effective Calculations with 0-Finite Ideals

In the algorithms for hypergeometric summation, an important role is played
by the relation of similarity: two hypergeometric terms ¢, and t/, are called
similar when t,/t!, is a non-zero rational function in n. When summing a
hypergeometric term t,,, Gosper’s algorithm therefore searches for an indefinite
sum similar to the summand; the algorithm works in the one-dimensional
vector space Q(n) - t,, so that each sequence ' under consideration can be
represented by the single rational function r such that ¢ = rt.

In our extension to the case of J-finite functions with respect to an Ore al-
gebra O = [F[9; o, §] over a field F, the role of F(n) - t,, is undertaken by the
finite-dimensional vector space Q - f = @qe; F O™ - f for a finite set I. Each
function under consideration in our algorithms are represented by its rational
coordinates ¢, € F in the basis of the @*’s. Two problems arise naturally: one
is to compute a set I which determines a basis; another is to compute normal
forms in O - f. In particular, when an operator P € O is applied to a func-
tion Y g 9a0% - f € O - f, we need to normalize the result (P Y oc; 9a0%)- f
in a form > o7 Yo 0% - f. Both problems are solved using methods of Grébner
bases that are described in [13]. Any Grébner basis {Gjy, ..., G} of the left
ideal Ann f C O with respect to a term order =< (see definitions in [13]) de-
termines a suitable set I in the following way. Call h; = 3% the leading term
of G; with respect to <. Then, consider the set I = {a | Vi h; A 8} of those
terms 9% greater than none of the h;’s. This set defines a basis {9 - f},.;
of @ - f which we have called canonically associated to {G,...,G,} in Algo-
rithms 1 and 2. Moreover, the procedure of reduction of operators in O with
respect to =< by the Grobner basis provides us with a procedure of normal
form in O/Ann f ~ O - f. Finally, note that (skew) Grobner bases can be
computed from any basis by a variant of Buchberger’s algorithm [13].
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5 Holonomic Certificates and Companion Identities

In the case of definite hypergeometric summation, the certificate of an identity

L
Zm(n)UnH =0 where U, = Z (T

=0 keZ

is defined [29,31] as the tuple (R, x,m0(n),...,ne(n)), where R, = vy x/Unk
for a hypergeometric v in Eq. (1). In the case of functions specified by operators
in the Ore algebra K(x)[0; 0, d][0'; 0’, '], we define the certificate of an identity

L
P.-F=>nd"-F=0 where F=09;" -]/, (10)

=0

as the tuple <(¢a)ael 10,y - - - ,77,;), where the ¢, s are defined to satisfy Eq. (4)
for H = P (where 0’ replaces 8). As in the hypergeometric case, this certifi-
cate alone allows the verification of Eq. (10), and a multivariate extension is
possible along the lines of Section 3.3.

An extension of the companion identities described by Wilf and Zeilberger in
the hypergeometric case [29] is available in the generalized setting of O-finite
functions. Starting from Eq. (6), we write the Euclidean division P = R +
9'S(9') of P by &, and we apply &5 to get the following new form of a
companion identity:

—80’51Qf+0'51Rf+8'518'Sf — 0

Very often in applications, R = 0 or 9'q'd = 0, which simplifies the identity.
The second case happens for instance when summing over natural boundaries.

As an example, we develop a companion identity obtained from a generating
function for the Bessel functions J,(z). We have

S (2 = 5 (173), (11)

nez

which can be proved using the algorithms of the previous sections. More pre-
cisely, proving the identity obtained after dividing by the right-hand side with
our algorithms, we get operators P = 2uD, and Q = 2uD, + S, + u? in the
Ore algebra K(u, z,n)[D,; 1, D,][Sn; Sn, 0], that satisfy Eq. (6) with 9 = S,, —1
and 0 = D,. A certificate for the identity (11) could be derived from the
pair (P, Q). Writing



we have P - f + (S, — 1)Q - f = 0. Summation of this equality with respect
to n over Z yields (11); integration with respect to z over (0, +00) yields

2ufly ™+ (S =) [ (@ dz=0

when u > 1 or —1 < u < 0. The left-hand term of the sum is zero when n > 1,
so that the integral is constant for n > 1. Evaluating it at n = 1 and after
some rewriting, the companion identity for n > 1, u > 1 or —1 < u < 0 reads

uz

/OOO ure™ % (173) [Jn(2) + udp—1(2)] dz = 2u.

Conclusions

The value of the left factor 0 in Eq. (2) and Eq. (4) plays no important
role in Algorithm 1, and can in fact be changed to any L € F|[0;0,d]. As
an application, this yields an algorithm to compute particular solutions yq of
a non-homogeneous linear equation L -y = H - f for a O-finite function f
and H € F[9;0,d] when a particular solution exists in Q - f: solve LQ = H
mod Ann f by an obvious extension of Algorithm 1 and set yo = @ - f. This
particular solution often has a nicer expression than that computed by the
method of variation of the constants. More generally, a problem solved by
Algorithm 1 is that of determining if the sum of a left ideal and a principal
right ideal LO for L € F[0; 0, 0] contains a given element of an Ore algebra.
This problem of solving a mized equation is also close to questions related to
the factorization of operators.

The crucial step of Algorithm 2 for definite summation and integration is
the resolution of the linear system (3), which we perform by first uncoupling
the system using an algorithm from [4], before appealing to specialized algo-
rithms [1,2] to solve equations in a single unknown function. Other uncoupling
algorithms are available [6,11], but we emphasize the desire for an algorithm
that works directly at the level of systems of Ore operators. Indeed, from our
first experiments, the uncoupling step is the computational bottleneck of Al-
gorithm 2, in relation to the dimension of the vector space O - f; we hope that
avoiding it could allow calculations in vector spaces of higher dimensions.

Besides, the theory of holonomy is restricted to three types of operators
(derivation, shift and g¢-shift). A challenging problem is to develop a holo-
nomic theory for other types of operators, which would extend the scope of
Algorithm 2 by enlarging the class of holonomic O-finite functions. In the same
vein, designing new classes of (non-holonomic) functions for which Eq. (6) is
a priori guaranteed to be solvable for non-trivial pairs (P, Q) would turn the
so far heuristic use of the algorithm into a guaranteed method.
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An extension of Algorithm 2 has been presented to compute a system of oper-
ators that annihilate a multivariate sum or integral known to be Jd-finite. We
noted that there is some freedom in the way the outer loop is run in step (2)
of this algorithm. In particular, the version based on the FGLM algorithm [16]
seems the most interesting in practice, because it refrains from introducing
useless monomials. Elaborating on works by P. Verbaeten, K. Wegschaider
recently obtained a clever algorithm for hypergeometric multiple summa-
tion [28]. The method dramatically reduces the number of terms to be con-
sidered in recurrences in order to obtain an annihilating operator for the sum.
Trying to combine this approach with our algorithm for the O-finite definite
case is a promising direction for research.

In the case of a sequence (u,) with finite support for each n, the operator @
in (6) need not be computed to perform creative telescoping, since summing
the right-hand side of (6) clearly yields 0. More generally, the case of defi-
nite d,' when the right-hand side of

P(al)af_ll ' f = 8510 ' [Q(Xa 67 a/) ' f]

can be predicted to be 0 is called definite d,' over natural boundaries. In [13],
we built on ideas of N. Takayama’s to develop an algorithm which takes ad-
vantage of this situation to achieve efficiency. When both sides of Eq. (6) are
needed, this algorithm from [13] used in conjunction with Algorithm 1 is an
alternative to the fast algorithm presented above: after computing P by our
algorithm from [13], the application of Algorithm 1 with H = P in Eq. (4)
makes it possible to compute () from P. However, note that Algorithm 2 is
more robust than this method in the sense that it does not need more than
a O-finite description of the input to find a solution (see [13] for further details).

As a last example, we point out that our algorithms allowed us to prove the
following identity due to N. Calkin [12]

n k 3 9
Z Z <n> — n23n—1 + 23n o 3n2n—2< n)
k=0 \j=0 \J n

in only a few minutes of calculations. Using the algorithm for multivariate
summation that was developed by H. Wilf and D. Zeilberger basing on Sister
Celine’s technique [31] would require a not-so-easy four-fold summation.

We finish with a few words about the programs used and the timings ob-
tained so as to demonstrate the efficiency of our algorithms. No integrated
implementation of them is available yet, so that we ran them step by step,
using our package MGFUN to compute the Grobner bases needed. (This pack-
age is available from the URL http://algo.inria.fr/libraries/ and by
anonymous ftp from ftp.inria.fr:/INRIA/Projects/algo/programs; the
part of the package concerning Grobner basis calculations has been integrated
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into MAPLE V RELEASE 5.) The calculations of the examples in the previous
sections were performed with the system MAPLE on a DecStation 3000 300X
(Alpha); they required between a few seconds and a few minutes each: a mat-
ter of seconds for each harmonic identity in Section 2, for Neumann’s addition
theorem in Section 3 and for the generating function of the Bessel functions
and its companion identity in Section 5; 195 seconds (and 12 MB) for Calkin’s
identity above, and 390 seconds (and 15 MB) only for the double sum in
Eq. (8). As a comparison, the latter two identities could previously neither be
obtained performing the elimination by Grobner bases only, due to too long
computations (over a month), nor even with our extension of Takayama’s al-
gorithm from [13], due to a run out of memory (over 300 MB used).

Acknowledgement. I thank Peter Paule, Bruno Salvy and anonymous ref-
erees for their very accurate and constructive remarks on preliminary versions.
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