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Abstract. Each year in Europe 50,000 new liver cancer cases are diagnosed for
which hepatic surgery combined to chemotherapy is the most common treatment.
In particular the number of laparoscopic liver surgeries has increased significantly
over the past years. This type of minimally invasive procedure which presents
many benefits for the patient is challenging for the surgeons due to the limited
field of view. Recently new augmented reality techniques which merge preoper-
ative data and intraoperative images and permit to visualize internal structures
have been proposed to help surgeons during this type of surgery. One of the dif-
ficulties is to align preoperative data with the intraoperative images. We propose
in this paper a semi-automatic approach for solving the ill-posed problem of ini-
tial alignment for Augmented Reality systems during liver surgery. Our registra-
tion method relies on anatomical landmarks extracted from both the laparoscopic
images and three-dimensional model, using an image-based soft-tissue recon-
struction technique and an atlas-based approach, respectively. The registration
evolves automatically from a quasi-rigid to a non-rigid registration. Furthermore,
the surface-driven deformation is induced in the volume via a patient specific
biomechanical model. The experiments conducted on both synthetic and in vivo
data show promising results with a registration error of 2 mm when dealing with
a visible surface of 30% of the whole liver.

1 Introduction

Context: Minimally invasive surgery is regarded as one of the major advances in
surgery of last decades considering the benefits for patient in term of time recovery and
reduced pain. Yet, one problem remains: the surgeon still needs to register mentally the
preoperative data onto the laparoscopic view to determine the tumours and vessels loca-
tion. The introduction of optics in the clinical routines have motivated several research
groups to investigate the benefits of Augmented Reality to help surgeons during the pro-
cedure [1]. Indeed, Augmented Reality has the potential to provide an enriched visual
feedback to the surgeon by the fusion of intraoperative images and three-dimensional
preoperative data such as tumours and vascular network.



Previous work: In this context several methods have been proposed to solve the numer-
ous challenges that present the abdominal cavity, ranging from occluded regions due to
instrument [2], organ tracking disturbance due to blur or smoke [3], and unpredictable
deformations produced by heart beating, breathing or manipulation with instruments
[4]. However, despite these numerous techniques, very few works have investigated the
initial alignment between the laparoscopic images and the three-dimensional model.
Indeed, the initialisation is often assumed to be done manually [2,4,5], which can be a
major source of error given the significant deformations that the organs may undergo
during the surgery. In addition, since gas is insufflated (pneumoperitoneum) to increase
the working space [6], the preoperative data may no longer correspond to the intraoper-
ative image. In order to optimize the trocars placement on the skin, in [6] it is proposed
to simulate the pneumoperitoneum using only a preoperative model and patient-specific
biomechanical parameters. The evaluation of their method on real data highlights its po-
tential usability for Augmented Reality. Based on this work, Oktay et al. [7] propose to
exploit the intraoperative data acquired from CT-scans after insufflation as an additional
constraint to drive the simulation. Although this method provides accurate registration,
it relies on intraoperative scans. Another intraoperative registration method is presented
in [8]. The authors use an intraoperative ultrasound probe to register the vessel tree
on a three dimentional liver model. However, since our aim is to register the laparo-
scopic data recorded by a camera, such information is not available. Clements et al.
[9] introduced an ICP-based approach to aid in the initial pose estimation. Using salient
anatomical features, identifiable in both the preoperative images and intraoperative liver
surface data, this method is able to reach a reasonable solution, but is restrained to rigid
transformations. To handle deformations, biomechanical models are often used to reg-
ularize the registration methods. For instance, in [10] a registration of intraoperative
MR brain images is proposed where the model is based on linear elasticity and the
finite element method. Moreover the method proposed by Clements relies on manual
estimation of anatomical structures position which is too cumbersome to be done in
a clinical context. A solution could be to use anatomical atlases to gather information
about features positions. In [11] the authors use a histological atlas containing detailed
anatomical information to target small brain structure in a pre operative MRI for neuro-
surgery planning.

2 Methods

The overall computational flow of our method involves two main steps: detection of
anatomical landmarks on both laparoscopic images and preoperative data, and a non-
rigid feature-based registration similar to the Iterative Closest Point (ICP).

2.1 Pre and Intraoperative Data Computation

We define a set of landmarks that are chosen to be visible on stereoscopic images and
in at least one preoperative imaging technique (see Fig. 1). These landmarks will be
labelled on one frame of the endoscopic data and on the three-dimensional model.
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Fig. 1. Our registration method must acurately register the three-dimensional model onto the
laparoscopic view. The ridge line and a section of the falciform ligament are used as anatomical
features to guide the registration process.
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Fig. 2. Detection of anatomical landmarks on laparoscopic images: The liver surface (in green),
the ridge line (in orange) and the falciform ligament (in yellow) are extracted from the laproscopic
image using stereo matching method to obtain a 3D labelled point cloud.

Stereo Endoscopic Scene Estimation: On one of the stereo endoscopic images, the fal-
ciform ligament, the ridge line and the liver surface are defined manually as anatomical
landmarks of the liver. The operator selects (e.g. by clicking) some points on the border
of the regions of interest to form closed areas. This selection takes only a few seconds.
Once the targeted regions are selected, we build for each of them a three-dimensional
point cloud using the method described in [4] that relies on a sparse stereo matching
technique to recover the liver surface shape. These point clouds are labelled according
to their corresponding regions as illustrated in Fig. 2.

Preoperative Anatomical Landmarks Detection: The three-dimensional model is ob-
tained form the CT images via a standard semi-automatic segmentation process de-
scribed in [12]. The resulting mesh is then augmented with the same anatomical land-
marks as the ones detected in the stereoscopic images. For the liver one landmark is
automatically detected on the three-dimensional model: the ridge line. This landmark
can be easily identified in most human livers. The automatic detection of the ridge line
on the three-dimensional model of the liver is performed as follows: the edges separat-
ing two triangles with sufficiently different normals are selected as seeds. The definition
of the threshold is based on statistics on the normals differences for the whole mesh.



Then, the ridge line is extended from the seed edges; if no extension is found the seeds
are removed. Iteratively the ridge line is reconstructed. The other landmarks (only the
falciform ligament for the liver) are transferred via a statistical atlas of the liver sur-
face containing the landmarks location [13]. This atlas is constructed with a set of pre
operative medical images of the organ of interest. The imaging modality should be cho-
sen such that the selected anatomical landmarks are visible. For each image an expert
perform a manual segmentation of the organ and anatomical landmarks. Then all the
segmentations are aligned in a common reference frame and the mean shape and stan-
dard deviations are computed. This atlas is finally registered on the three-dimensional
model.

2.2 Feature-based Registration

Our approach relies on a non-rigid registration which computes the elastic transforma-
tion that maximizes the shape similarity between the source and target configurations.
One ICP is computed per labelled area and they are all solved simultaneously.
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Fig. 3. Main steps of the ICP-like registration method.

Matching: The target model is the sets of points extracted from the stereoscopic im-
ages and the source model is the organ three-dimensional model. Three matchings are
achieved simultaneously: one for each labelled area. For each area the points of the
target model are projected on their corresponding area on the source model surface as
shown in Fig. 3. We do not project the source model points on the target since the target
only corresponds to a part of the source model. The target points are projected onto the
triangles of the source model surface. A matching pair {p;, ps} consisting of the target
point and its closest projection is then defined. The outliers are pruned with relative dis-
tance and normal thresholds. The relative distance thresholds keep the pairs points for
which ||W§|| < d; max({|\m||}a;/pam), d; € [0;1] where || - || is the Euclidean norm.



The normal thresholds prune the pairs for which their normal dot product 7, - 71,,; < n,
ny € [0;1]. These thresholds must be set according to the deformation characteristics
and they should be smaller for larger deformations. The ICP algorithm aims at reducing
the global distance between the {p;, ps} pairs.

Model of deformation: A biomechanical model is associated to the augmented three-
dimensional model. As the three-dimensional model and the points extracted from the
stereoscopic images are two representations of the same liver, they share the same
biomechanical behaviour. Different constitutive laws can be used to model the liver
such as hyperelastic formulation [14]. For computational efficiency we rely on a co-
rotational formulation as proposed by [15]. A fast finite element approach is used to
compute the deformation of the organ. This computation can be performed very effi-
ciently thus making it very suitable for the ICP algorithm. Regarding the parameters of
the model, the Young’s modulus can be patient specific (e.g. obtained by elastography)
or is set to the average value found in the literature [16]. The Poisson ratio is set to 0.4
as the liver is nearly incompressible (fluid exchanges allow for some volume variation).

Definition of constraints: The constraints are imposed on the system with a penalty
force:

pi
f=Y'f, (1) with f; =" farctan(kx;;) )
i J

where m is the number of labelled area, p; the number of corresponding pairs in the
area i, f; a penalty factor, k a scale factor and x;; the vector between the j-th target point
and its projection. The & value is related to the point cloud noise and is used to avoid
overfitting as a lower value decrease the force intensity for small distances. When regis-
tering non-rigidly the complete surface model w.r.t. the reconstructed part, the process
may suffer from inaccuracy due to the limited knowledge of correspondence between
the two. Therefore, the labelled areas are penalized differently to use the anatomical
landmarks as anchor points for the registration. Moreover, all the f; are not constant
over time to ensure that the registration evolves from a quasi-rigid (i.e. the applied
forces are too small to produce a significant deformation) to non-rigid state. During
the registration we detect when the mechanical system has reached a plateau and then
update the f; values. In case of liver, the falciform ligament is the most reliable anatom-
ical feature. It also corresponds to a very small area and therefore does not contribute

much to the deformation. For that reason, f; corresponding to this landmark is constant
. . . 2 fimax (3 )2 .
during the registration process. The other f; are of the form @)72;’1 for n < v; (i.e.
they are set to O at the beginning of the registration) and f;,,,. for n > v; where n is the
plateau index and v; a speed coefficient. v; and f;,.. must be set so that the objective
function is more convex in the early stage of registration and that the minimum become
more precise over time. Therefore, the v; and f;,,. of small area must be smaller than
those corresponding to the large area. According to our tests, the algorithm shows low

sensitivity w.r.t. the parameters. The registration is stopped when n = max(v;) + 1.

Registration method: At each simulation step the following equation is solved

Kuwu=f 3)



where u is the displacement vector, K the non-linear stiffness provided by the FE formu-
lation and f = di—s’) is the vector of constraint forces. The pairing is then recomputed
generating a new force. Finally, during the simulation the anatomical landmarks pro-
vide a coarse registration that improves the robustness of the ICP method, whereas the
biomechanical model plays a role of regularization and allows for an accurate solution

of local deformations.

3 Results

This section presents the results obtained using our method. We conduct experiments on
two different type of data: computer-generated data and liver data during in vivo surgical
procedure. For convergence an average of 3700 iterations is needed. Each iteration takes
700 ms on average and the solver represent around 20% of a time step. In order to insure
the success of the method, the anatomical features must be at least partially visible.
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Fig. 4. Registration results on synthetic data. The source model is in transparent red, the target
surface used for the registration is in blue and the whole target surface in green wireframe. The
first row shows the initial pose, the second row the result after the quasi-rigid registration and
the last row the final result. Each column shows the results for different target surface areas. The
target surface of the columns from left to right correspond to 50%, 40%, 30%, 20% and 10% of
the whole surface. The black arrows indicate the virtual camera angle.




3.1 Evaluation with in silico data

We evaluated our method by registering a three-dimensional model of the liver seg-
mented from CT-scans (source) on the same model that had undergone both a rigid and
non-rigid transformations (target). In order to obtain the target liver, we apply a pressure
on the surface of the model to simulate two different deformations possibly induced by
the pneumoperitoneum, and a random rigid transformation (cf Fig. 4). In real situations
only partial surface information is acquired by the laparoscopic camera. To evaluate the
amount of information needed to achieve an accurate registration faces of the deformed
model are deleted to keep only a portion of its surface from 50% to 10%.

The results presented in Fig. 5 show that even with only 10% of visible surface and
a poor initial alignment our method is able to perform the registration with a mean error
lower than 4 mm. The deformation 1 was more important on the liver face opposed
to the camera view. This fact could explain the lower quality of the results. The plot
also suggests that for a small deformation the non-rigid part of the method does not
introduce any improvement when compared to the quasi-rigid part as soon as 20% or
less of the surface is visible. In these two cases the visible area underwent a small
deformation comparatively to the other cases. However, the mean Hausdorff distance
calculated between the registered three-dimensional model and the visible part does not
exceed 0.3 mm.

Non-rigid registration —— Non-rigid registration ——
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5 r Deformation 5 r Deformation

\E\E\m

Mean Hausdorff distance (mm)
w

Mean Hausdorff distance (mm)
w

0 7\%
10 15 20 25 30 35 40 45 50 10 15 20 25 30 35 40 45 50
Visible surface (%) Wisible surface (%)

(a) Deformation 1 (b) Deformation 2

Fig. 5. Registration results on synthetic data showing the error w.r.t. the variation in visible surface
area for deformation 1 and 2. Liver Young modulus: YM = 50kPa, fiieq,., =Y M /10, Sridgens =

YM/3, Viidge = 2. fourf pae = 2YM, Vourr =25, dy = 0.95, n, =0 and k = 27.103 (90% of the
force intensity at 1073 mm). The blue lines represent the mean Hausdorff distance between the
non deformed source model and the same model after deformation.

3.2 Experiments with in vivo data

To assess our approach in a real surgical environment (specular lights, instrument oc-
clusions ...) and to evaluate the ability of our non-rigid registration to estimate the



initial pose, we tested our method on in vivo laparoscopic images of a human liver. The
results illustrated in Fig. 6 report a visually correct initial non-rigid registration of the
liver model on the laparoscopic image with only a partial and noisy three-dimensional
surface reconstruction. For this simulation we used the same parameter values as for
the in silico data (see the caption of Fig. 5) except for k = 27.10' (90% of the force
intensity at 10~! mm). The mean hausdorff distance between the point clouds and the
three-dimensional model is 0.5 mm and 0.6 mm for the cases (a) and (b) of Fig. 6 re-
spectively.

(@)

Fig. 6. Registration results on in vivo data on two different views of a human liver. The registered
mesh is shown in red while the partial reconstructed patch is depicted in blue.

Conclusion

In this paper, we proposed a semi-automatic method for initial alignment of an organ
preoperative three-dimensional model onto an endoscopic view of the same organ. This
method relies on a feature-based registration framework which evolves from a quasi-
rigid state to a non rigid state. The anatomical features used to guide the registration
are selected manually on the endoscopic view and are transferred via an atlas to the
three-dimensional model. We evaluated the method using ten synthetic data and two
real endoscopic views. The results show that the method deforms accurately the three-
dimensional model when the visible surface corresponds to 30% or more of the entire
organ surface. It was also demonstrated that the registration works with real endoscopic
data. In the future, we will add information about the organ silhouette. We also plan
to limit the constraint forces applied during the registration according to real forces
imposed on the organ boundary during the intervention.
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