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Abstract Given a large-scale collection of images our

aim is to efficiently associate images which contain the
same entity, for example a building or object, and to dis-

cover the significant entities. To achieve this, we intro-
duce the Geometric Latent Dirichlet Allocation (gLDA)

model for unsupervised discovery of particular objects

in unordered image collections. This explicitly repre-

sents images as mixtures of particular objects or fa-

cades, and builds rich latent topic models which incor-

porate the identity and locations of visual words specific

to the topic in a geometrically consistent way. Apply-
ing standard inference techniques to this model enables
images likely to contain the same object to be proba-

bilistically grouped and ranked.

Additionally, to reduce the computational cost of

applying the gLDA model to large datasets, we pro-
pose a scalable method that first computes a matching

graph over all the images in a dataset. This matching

graph connects images that contain the same object,

and rough image groups can be mined from this graph
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using standard clustering techniques. The gLDA model

can then be applied to generate a more nuanced rep-
resentation of the data. We also discuss how “hub im-

ages” (images representative of an object or landmark)
can easily be extracted from our matching graph rep-
resentation.

We evaluate our techniques on the publicly available

Oxford buildings dataset (5K images) and show some

examples of automatically mined objects. The meth-

ods are evaluated quantitatively on this dataset using

a ground truth labelling for a number of Oxford land-

marks. To demonstrate the scalability of the matching

graph method, we show qualitative results on two larger
datasets of images taken of the Statue of Liberty (37K
images) and Rome (1M+ images).

Keywords Object discovery, large-scale retrieval,

topic/generative models

1 Introduction

In image collections, and especially in collections of

tourist photographs collected from sites such as Flickr,

certain scenes and objects tend to be photographed

much more frequently than others. Our objective in

this work is to obtain an association based not on the

entire image, but on the objects contained in the im-
ages – we want to associate a set of images containing

the same objects, even if a particular pair of images

is quite dissimilar. The objects may vary significantly

in scale, viewpoint, illumination or even be partially

occluded. The extreme variation in imaging conditions

presents serious challenges to the current state of the

art in image-based data mining.

The ability to associate images based on common

objects has many potential applications: the frequently
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Fig. 1 The gLDA generative model. The two topic models (above) generate the visual words and their layout in the three images
(below). Each topic model can be thought of as a virtual pinboard, with the words pinned at their mapped location. Image (a) is
generated only from topic 1 with a single affine transformation, and image (c) from topic 2, again with a single transformation. Image
(b) is a composite of topic 1 under one homography (for the rear building) and topic 2 under a different homography (for the front
building). This is a small subset of the images and topics learnt from the set of images shown in figure 9. The lines show the inliers to
each topic model. The gLDA model correctly identified the Georgian facade (topic 1) and cloisters (topic 2) as being separate objects

(topics), despite the linking image (b), and has correctly localised these two objects in all three images.

occurring objects in a large collection can quickly be

perused to form a visual summary; the clusters can
provide an access mechanism to the collection; image-
based particular object retrieval could use such meth-

ods as a filter to reduce data requirements and so reduce

search complexity at query time; and techniques such

as automatic 3D reconstruction which take as an input

multiple views of the same object can then be applied

to these image collections [2,35,42], and can discover

canonical views [37].

This work presents two contributions towards this

objective: firstly, we introduce a geometrically consis-

tent latent topic model, that can discover significant ob-

jects over an image corpus; secondly we propose meth-

ods for efficiently computing a matching graph over the

images, where the images are the nodes and the edge

strength is given by the overlap in visual content be-

tween the images. Using this matching graph together

with inexpensive graph-based clustering techniques al-

lows us to partition the corpus into smaller sets of im-

ages where our more expensive geometric latent topic

model can then be learnt. This makes the entire process

scalable to large datasets.

Latent topic models such as probabilistic Latent Se-

mantic Analysis (pLSA) [21] and Latent Dirichlet Allo-

cation (LDA) [4] have had significant impact as meth-

ods for “semantic” clustering in the statistical text com-

munity. Given a collection of documents such as scien-
tific abstracts, with each document represented by a
bag-of-words vector, the models are able to learn com-
mon topics such as “biology” or “astronomy”. The mod-

els can then be used to associate relevant documents,

even though the documents themselves may have few

words in common.

Given the success of these models, several vision pa-

pers [16,33,34,38] have applied them to the visual do-

main, replacing text words with visual words [14,40].

The discovered topics then correspond to discovered vi-

sual categories, such as cars or bikes in the image col-
lection. However, in the visual domain, there are strong

geometric relations between images which do not exist
in the text domain. There has been only a limited ex-
ploration of these relations in visual latent models: for

incorporating segmentation [6,34,46,47]; or for a grid-

based layout of images and objects [5,17,19,23,39].
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In this paper we develop a generative latent model

with geometric relations at its core. It is an extension of
LDA, with a geometric relation (an affine homography)
built into the generative process. We term the model

gLDA for “Geometric Latent Dirichlet Allocation”. The

latent topics represent objects as a distribution over
visual word identities and their positions on a planar

facet, like a pinboard or bulletin board (we will use
the term “pinboard” from now on). The visual words
in an image (including location and shape) are then

generated by an affine geometric transformation which

projects words from the pinboard topic models. The

generative process is illustrated in figure 1. We show

that this model can be learnt in an unsupervised man-

ner by a modification of the standard LDA learning pro-

cedure which proposes homography hypotheses using a

ransac-like procedure. The results demonstrate that

this model is able to cluster significant objects in an im-

age collection despite large changes in scale, viewpoint,

lighting and occlusions. Additionally, by representing

images as a mixture, the method effortlessly handles

the presence of multiple distinct objects. It is similar in

spirit to Simon and Seitz [36]’s use of pLSA for infer-

ring object segmentations from large image collections,

though we do not require the full 3D scene reconstruc-

tion of their method, which is found by performing an

expensive bundle adjustment.

Our second contribution is a method to efficiently

generate a sparse matching graph over a large image

corpus. Each image is a node in the graph, and the

graph edges represent the spatial consistency between
sub-areas of the pairs of images linked by the edge –
if the images contain a common object then the edge

strength will reflect this. The graph is used to reduce

the computational complexity of learning the gLDA

model on large datasets. We can generate this graph

using efficient text-based query mechanisms [27,28,40]

coupled with accurate spatial verification, using each
image in turn as a query. Given this graph, standard
clustering methods can be applied to find images con-

taining the same object. We are then able to efficiently

learn a gLDA model using only subsets of images which

are known to share a common object.

Until recently the two most convincing examples for

data-mining employing some spatial consistency were

[31,41] where the methods were applied in video to clus-

ter particular objects (such as people or scenes). How-

ever, since 2008, four papers [8,13,24,32] have appeared

with differing approaches to the large scale mining pr-

oblem, all using Flickr image collections.

Chum and Matas [8] explore random sampling for
clusters on a 100K corpus using the min-hash method

of [10]. This is a very efficient first step, and avoids the

more costly building of a complete matching graph em-

ployed here. However, as the number of visual words
in common between images decreases, the chance of
discovering a cluster “seed” in [8] decreases, so that
potential clusters mined in the complete graph can be

missed.

Quack et al. [32] mine a large Flickr corpus of 200K
photos, but as a first step use geo-tagging information

to decimate the corpus into sets no larger than 4K. The

set is then partitioned into clusters using a combination

of spatial consistency (as here) and textual similarity.

Crandall et al. [13] use an extremely large collection

(33M) of Flickr images, but as a first step partition the
data using mean shift clustering on the GPS location,
similarly to [32]. They then define a “matching graph”

of images within a cluster using text and visual fea-

tures, but not spatial consistency between images, and

extract canonical or representative images for particu-

lar landmarks by spectral clustering.

Li et al. [24] mine a 45K Statue of Liberty Flickr
photo collection (the corpus differs from the one used

here). Their approach is to first cluster the images using

the GIST descriptor. Again, this decimates the prob-

lem, and spatially consistent clustering can then pro-

ceed efficiently within a cluster. As in [8] this first step

avoids the expense of building a complete matching

graph, but because images are matched, rather than ob-
jects, the risk is that images with more extreme changes

in viewpoint will not be assigned to the same cluster,
and will not be associated in subsequent cluster merg-
ing. There is clearly an interesting comparison to be
made on the measures of speed vs what is missed, be-

tween the method presented here and the methods of [8,

24].
The remainder of the paper is arranged as follows:

Section 2 describes the three datasets used for evalu-

ation; section 3 describes our procedure for building a

complete matching graph of an image dataset includ-

ing a brief review of the image retrieval methods used;

section 4 describes the gLDA model and the inference
procedure; finally, section 5 demonstrates the methods

on the three datasets.

The work presented in this paper was originally pub-

lished in [29,30]. It has been expanded here to include

a full description of the gLDA model and its implemen-

tation together with additional examples.

2 Datasets

We use three datasets of varying sizes, all collected au-

tomatically from Flickr by searching for images with

particular text tags. However, many of the images re-

trieved bear no relation to the tag initially searched
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Fig. 2 Some of the Oxford landmarks. The Oxford dataset in-
cludes 11 “landmarks” – common buildings/views of Oxford for
which a manually generated groundtruth is available.

Fig. 3 A random sample of images from the Oxford dataset.

Dataset # images # descriptors

Oxford 5,062 16,334,770

Statue of Liberty 37,034 44,385,173
Rome 1,021,986 1,702,818,841

Table 1 Statistics for each image collection.

for, as the manual annotation on Flickr tends to be

extremely noisy.

Oxford buildings dataset (5K images) For groundtruth

evaluation, we use the Oxford Buildings dataset avail-

able from [1]. This consists of 5,062 high resolution

(1024 × 768) images automatically retrieved from Flickr

by searching on particular Oxford landmark tags, such
as “Ashmolean”. The dataset also provides groundtruth

for the occurrences of 11 different Oxford landmarks. A
sample of 5 landmark images is shown in figure 2. Note
that the dataset contains many images of other build-
ings and non-buildings (a random sample is shown in

figure 3).

Statue of Liberty dataset (37K images) This is a larger

dataset of 37,034 images downloaded from Flickr con-

taining a tag for the “Statue of Liberty”. Although all

of these images were tagged with the Statue of Liberty,

the annotations are extremely noisy and the dataset

contains a large number of other, unrelated scenes. The

images were provided by the authors of [37].

Rome dataset (1M images) This is a much larger dat-

aset of 1,021,986 images collected from Flickr tagged

with “Rome”. The dataset contains a large number of

tourist and other sites generally taken in Rome, includ-

ing sites such as the Sistine Chapel and the Colosseum.

Again, the images were provided by the authors of [37].

3 Building a Matching Graph

In this section we explore using a cheap clustering step,

which partitions the dataset into a number of disjoint

sets of images. The aim is to associate all images that

might possibly contain the same object into the same

cluster whilst discarding images which definitely have

no object in common. We achieve this using a ‘matching

graph’ – a graph of the entire dataset with a node for

each image and an edge connecting nodes i and j when
images i and j share some common, spatially verified

sub-region. Once this cheap clustering step has com-

pleted, we can go onto apply more expensive models to

each subset in turn.

The process of building the graph relies for its effi-
ciency on a visual words representation and inverted in-

dex, as reviewed in section 3.1. In overview, the graph is

built in the following way: Initially the graph is empty.

For each image of the dataset in turn, we query using

the whole image over the entire corpus. The top 400

results from the inverted index are spatially verified as

described in section 3.2. Images retrieved with more
than a threshold number of verified inliers (we use 20
inliers in the following) to the query image contribute

a new edge to the graph linking the query image to

the retrieved image. This is repeated for each image

in the corpus. The weights on the edges are given by
NIm

(Nq+Nr)/2 , where NIm
is the number of spatially veri-

fied inliers and Nq, Nr are the number of visual words

in the query and result respectively. This normalises for

the effect of variation in the number of detected visual

words in each image.

The graph generated is generally very sparse – for

example, the matching graph for the 5K Oxford set

contains 24,561 edges (a thousand times less than if

every image matched to every other).

3.1 Particular Object Retrieval

The search engine uses the vector-space model [3] com-

mon in information retrieval. The query and each doc-

ument (image) in the corpus is represented as a sparse

vector of term (visual word) occurrences and search

proceeds by calculating the similarity between the qu-
ery vector and each document vector, using an L2 dis-
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Fig. 4 Spatial verification: a restricted affine homography of the

form shown is computed for every elliptical match between two
images.

tance. The document vectors are weighted using the

simple tf-idf weighting scheme used in text retrieval.

This downplays the contribution from commonly oc-

curring, and therefore uninformative, words.

For computational speed, the word occurrences are

stored in an inverted index which maps individual vi-

sual words (i.e. from 1 to K) to a list of the documents

in which they occur. Only words which occur in the
query need to be considered and generally this is a small
percentage of the total (words not in common do not

contribute to the distance). In the worst case, the com-

putational complexity of querying the index is linear in

the corpus size, but in practice it is close to linear in

the number of documents which match a given query,

which can provide a substantial saving. Note also that

this method is trivially scalable as the corpus can be

distributed to many computing nodes where each node

can query in parallel and the result vectors concate-

nated.

To generate visual features we detect Hessian inter-

est points and fit affine covariant ellipses [26]. For each

of these affine regions, we compute a 128-dimensional

SIFT descriptor [25]. For the Oxford and Statue of Lib-

erty datasets, a large discriminative vocabulary of 500K

words is generated using an approximate k-means clus-

tering method [28] on all the descriptors of all the im-

ages in the corpus. For the Rome dataset, a random

subsample of 50M descriptors is used for clustering to

1M cluster centres. Each descriptor is assigned to a sin-

gle cluster centre to give one visual word. On average,

there are ∼3,300 regions detected per image. Once pro-

cessed, each image in the dataset is represented as a set

of visual words which include spatial location and the

affine feature shape.

3.2 Spatial verification

We use a deterministic variant of ransac [18], which

involves generating hypotheses of a restricted (affine)

transformation [28] and then iteratively re-evaluating
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Fig. 5 Examining the number of connected components found
as a function of inlier threshold for the Oxford dataset.

promising hypotheses using the full transformation, sim-

ilar in spirit to [9]. By selecting a restricted class of

transformations for the hypothesis generation stage and

by exploiting shape information in the affine-invariant

image regions, we are able to generate hypotheses from

only a single feature correspondence. Each feature in

the image is represented as an ellipse – therefore, each

pair of matched features can define a 5 degree-of-freedom

transformation between the two images. By including

an “upness” constraint (that images are taken upright)

we can define a restricted affine transformation (see fig-
ure 4). We enumerate all such hypotheses, resulting in
a deterministic procedure. The inliers for a given trans-
formation are the set of words which approximately

agree with that transformation. Note that although the

initial homography does not allow in-plane rotation (due

to the “upness” constraint), by iteratively computing

the full transform the system can handle significant ro-
tation between images.

The size of this inlier set for the best transformation

is used in the matching graph to determine the edge
strength, and in the gLDA model to score the support

for a latent topic in an image.

3.3 Connected Components

One of the simplest operations for splitting the data

is to find the connected components on the matching

graph. This greatly reduces the complexity of any sub-

sequent clustering step, as now much smaller group-
ings of images need to be considered. Finding the con-
nected components of a graph can be computed in lin-

ear time in the number of graph nodes using depth-first

search [12]. An example of the sub-graph automatically

discovered for a connected component is shown in fig-

ure 7.

Even though the method is crude, it can be sur-

prisingly effective at pulling out commonly occurring

objects in photo datasets. It naturally achieves a “tran-
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(a)

56 images

(b)

71 images

(c)

26 images

(d)

25 images

(e)

56 images

Fig. 6 Examples of the connected components automatically found on the 5K Oxford dataset. Some components are already extremely
accurate in isolating individual buildings/landmarks (see (a)-(c)). (d) & (e) show examples of components linking disjoint objects via

connecting views. The number of images in each component is shown beneath the label. Note the significant variation of scale and
viewpoint within each component.

sitive association” over the views of an object: views A
and C may have no matches, even though they are of

the same object. However, provided A links to B, and
B links to C, then A and C will be transitively associ-
ated. This lack of matches (e.g. between A and C) may

arise from detector drop out, SIFT descriptor instabil-

ity, partial occlusion etc, and was the subject of the

“Total Recall” method of [11] where missed matches

were corrected at run time by the additional overhead

of a form of query expansion. More recently, Turcot

and Lowe [45] have used a matching graph to address

this missed matches problem by off line processing, thus

avoiding the run time cost.

This transitive advantage is also a problem though,

in that it joins too much together – a “connecting im-
age” (one that contains multiple disjoint objects) pulls

all images of these objects into a single connected com-
ponent. Figure 6 shows some examples of connected
components found on the Oxford dataset. Building the
matching graph involves setting a threshold on the nu-

mber of inliers which defines a pair of images as being

connected, and this governs the number of connected

components obtained. Setting this threshold too low

links all images into a single component; too high and

no image connects to any other (see figure 5). Fig-
ure 6(d) and (e) show examples of connected compo-
nents joining disjoint objects via connecting images. We

examine the scalability of the graph matching proce-

dure in section 5.1.

We compute connected components over this graph

thresholding at a particular similarity level. This simi-

larity is specified by the number of spatially consistent

inliers between each image pair. In general, the con-

nected components now contain images linked together
by some chain of similarities within the cluster, but
will not necessarily be of the same object. For example,
“linking” images containing more than one object will

join other images of these objects into a single cluster

(see figure 9).
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Fig. 9 A sample of 10 images from a connected component associated with Magdalen college. The component contains two separate

buildings: A Georgian building and a college cloisters, linked by the aerial photo shown (bottom right). Within the cloisters there are
two distinct “facades”, one of the wall, the other of a tower. Our full gLDA method is able to extract all three “objects” (cloisters,
tower and building) completely automatically. The total size of the component is 42 images.

Fig. 7 A portion of the full Oxford matching graph for a single
connected component. The images in the red and green regions
contain the “Bridge of Sighs” and the “Ashmolean Theatre” re-
spectively. Note the two connecting images which contain both
objects.

(a)

17 16 16

(b)

2 1 1

(c)

13
13 13

(d)

6

5

2

Fig. 8 Examples of hub images. The three highest (a) and
lowest (b) images ranked by degree for a connected component
of Christ Church College. The three highest (c) and lowest (d)
images ranked by degree for the Thom Tower, Oxford. The degree
is listed beneath each image.
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3.4 Hub images

Although not directly used in this work, we note here

that one can rank the images within each connected

component to pull out canonical or “hub” images. A

simple but effective method is to rank images accord-

ing to the number of spatially verified connections they
make to other images within the component. This corre-
sponds to the degree of each node within the graph. Fig-

ure 8 shows the three highest and three lowest ranked
images according to degree. The images showing more
common or canonical views of the object are ranked
highly – those showing strong differences in imaging

conditions are ranked lowly. Though not done here,

simple extensions to this method might include using

spectral clustering or computing pagerank [13,22,32].

4 Object Discovery

In this section, we review the standard LDA model [4],

and then describe its extension to the gLDA model
which incorporates geometric information.

4.1 Latent Dirichlet Allocation (LDA)

We will describe the LDA model with the original terms

‘documents’ and ‘words’ as used in the text literature.

Our visual application of these (as images and visual

words) is given in the following sections. Suppose we

have a corpus of M documents, w = {w1,w2, . . .wM},
containing words from a vocabulary of V terms, where

wi is the frequency histogram of word ids for document
i. A document is generated in the LDA model by pick-

ing a distribution over topics and then picking words

from a topic dependent word distribution.

Figure 10(a) shows the various components of this

model. The document specific topic distribution φ is
sampled from a Dirichlet prior with parameters α. Sim-

ilarly the topic specific word distribution θ is sampled

from a Dirichlet prior with parameters β. The z vari-

able is a topic indicator variable, one for each observed

word, w. The aim is to find the topic distributions which
best describe the data by evaluating the posterior dis-

tribution

P (z|w, α, β) ∝ P (z|α)P (w|z, β). (1)

These last two terms can be found by integrating out θ

and φ respectively. Inference can be performed over this
model by using a Gibbs sampler [20] with the following

update formula:

P (zij = k|z
−ij ,w) ∝

ni·k + α

ni·· + Tα
×

n
·jk + β

n
··k + V β

(2)

In this equation, zij is the topic assigned to the jth word
in the ith document, nijk is the number of words from

document i, word id j assigned to topic k. A · denotes

a summation over that parameter. T and V denote the

number of topics and words respectively. z
−ij denotes

the current topic assignments for all words except the

ijth. Note that in equation (2), the first term assigns

higher probability to topics occurring more frequently

in the particular document, and the second term assigns

higher probability to words more frequently occurring

in the particular topic.

4.2 Geometric LDA

In gLDA, the topics of the LDA model are augmented

with the spatial position and shape of the visual words,

and a geometric transformation between topics and doc-

uments is introduced. Given a set of such latent topics,

which may be thought of as pin-boards (with the visual

words pinned at their positions), an image is generated

by first picking a distribution over the pinboards (top-

ics) and sampling an affine homography, H, for each

pinboard; and then forming the image as the composi-

tion of the visual words from each topic mapped under

the corresponding homography.

Note, as in LDA, an image will not contain all the

words belonging to a topic. This is necessary in the

visual domain because not all visual words will be de-

tected – there are errors due to feature detection (such

as drop out, or occlusions), feature description and quan-

tization. Others have handled this situation by learning

a sensor model [15].

The gLDA model is shown in figure 10(b). gLDA

adds extra spatial transformation terms, H, to the LDA
model and the word terms, w, contain both the iden-

tity and spatial position and shape of the visual word in

the image. These image specific transformations, H, de-

scribe how the words for a particular topic occurring in

an image are projected from the “pin-board” model for

that topic. H are assumed to be affine transformations,
so that the model can account for moderate changes in

viewpoint between the topic and the image.

The joint probability of the gLDA model factors as

follows

P (w, z,H, θ, φ|α, β) =

P (w|z,H, θ)P (z|φ)P (θ|β)P (φ|α)P (H) (3)

The generative distributions could be further specified

and inference on the model carried out in a similar
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Fig. 10 (a) The standard LDA model. (b) The gLDA model. M , T and Nm are the number of documents, topics and words (in
document m) respectively. (c) The simplified gLDA model used for one step of the approximate inference. Qm is the number of inlier
visual words in document m. See text for details.

manner to [43]. However, to avoid the expense of gen-

eratively sampling the transformation hypotheses, we

instead approximate the joint as described next.

4.3 Approximate inference

The goal of the inference in the gLDA model is to es-
timate topic assignments z together with transforma-

tion hypotheses H given observed visual words w. For
approximate inference, we use an iterative procedure,

which alternates between (i) estimating H given the

current estimate of z, and (ii) estimating z given the

current estimate of H. In step (i), the transformations

H between the image and the topic-pinboards are esti-
mated from the words assigned to each topic z directly

using efficient tools from multiview geometry. The out-

come of this step are a set of inlier words for each ho-

mography H. These inliers, together with the associated

homography are observed. In step (ii) the number of in-

liers for each topic-pinboard for each image influences

(positively) the assignment of words to topic-pinboards

z, as can be seen by glancing ahead to (9).

For these steps we need to book keep which words
are inliers to which transformation/topic-pinboard. For

this, we introduce indicator variables y, where yij = k

specifies that in image i word j is assigned to topic-

pinboard k. y is only defined for the inlier words and is

not defined for those words that are not an inlier to any

transformation. Note that, unlike for z where a word is
only assigned to one topic, an inlier word can be as-

signed to multiple transformation/topic-pinboards. As

will be seen, it is only the total number of inliers be-

tween an image and a topic-pinboard that is used by (9),

and we denote this count as qi·k, in analogy with ni·k,

for the number of inliers to topic-pinboard k in image

i, where qi·k = |∀j : yij = k|.

Given the now observed y and H, the gLDA model

of figure 10(b) is approximated for step (ii) as in the

graphical model of figure 10(c). In the approximation,

the observed words no longer depend directly on H (in
essence this ignores the shape and position of the vi-

sual words generated by the transformation from the

pinboard-topic). Instead, it is assumed that the inlier

indicators y depend on the topic proportions in each

image, and these inliers are determined from H (as in-

dicated by the dotted line, with the actual computation

described in section 4.4).
We now work through the derivation of (9), start-

ing from the graphical model of figure 10(c). The joint

probability of the approximate model factors as

P (w, z,y, θ, φ|α, β) =

P (w|z, θ)P (θ|β)P (z,y|φ)P (φ|α) =

P (w|z, θ)P (θ|β)P (z|φ)P (y|φ)P (φ|α). (4)

Note, we assume that y and z are conditionally inde-

pendent given φ. However, when φ is not observed (as

here), inlier indicators y influence topic assignments z

through φ.

As in standard LDA, parameters φ and θ can be
integrated out [20]:

P (w,y, z|α, β) =
∫

P (w|z, θ)P (θ|β)dθ

∫

P (z|φ)P (y|φ)P (φ|α)dφ =

P (w|z, β)P (z,y|α) (5)

The two integrals can be performed analytically.
The first integration gives:

P (w|z, β) =

(

Γ (V β)

Γ (β)V

)T T
∏

k=1

∏

j Γ (n
·jk + β)

Γ (n
··k + V β)

, (6)

where Γ (·) is the standard Gamma function and n
·jk

is the number of visual words with id j assigned to
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pinboard-topic k over all images. Note that (6) is the

same as in standard LDA [20]. The second integration
results in

P (z,y|α) =

(

Γ (Tα)

Γ (α)T

)M M
∏

i=1

∏

k Γ (ni·k + qi·k + α)

Γ (ni·· + qi·· + Tα)
(7)

where ni·k is the number of words in document i as-

signed to pinboard-topic k, and qi·k is the number of
inlier, i.e. spatially verified words in document i as-

signed to pinboard-topic k. Note that the observed in-

lier counts qi·k can be viewed as a document specific

prior (virtual word counts) biasing the probability to-

wards topics with a higher number of inliers.

Similar to the standard LDA, evaluating the poste-

rior distribution

P (z|y,w, α, β) ∝ P (z,y|α)P (w|z, β) (8)

is intractable. However, similar to [20], we can sample
from high probability regions of the z space using a

Gibbs sampler with the following update formula:

P (zij = k|z
−ij ,w,y) =

ni·k + qi·k + α

ni·· + qi·· + Tα
×

n
·jk + β

n
··k + V β

(9)

This defines a multinomial over topic assignments for a

single word, zij which is sampled to give the new topic

assignment. By comparing this update formula to that

of standard LDA given in equation (2), it is evident how

the aggregate inlier counts qi·k influence re-sampling of

the pinboard-topic indicators zij by assigning a higher
probability to topic-pinboards with a higher number of

inliers.

In summary, the approximate inference proceeds in

the following iterative two stage procedure. Firstly, the

pinboard assignments, z, are resampled with the Gibbs

sampler (9). This is a very simple change to the Gibbs

update formula from LDA, but it makes the model

much easier to learn than if the full coupling between

w and H had been modelled (figure 10(b)). Secondly,
given the current assignment of topic-pinboards, z, the

transformation hypotheses H together with inlier indi-

cators y are estimated using ransac (for details see

section 4.4). The pinboard-topic assignments z depend

in-directly on H through the (observed) inlier indica-
tors y. Conversely, changing z by re-assigning a par-

ticular visual word to a different pinboard influences

transformations H and inlier indicators y during the

ransac procedure.

Note that the interleaved sampling of pinboard as-

signments z using (9) and inliers y with transforma-

tion hypothesis H using ransac can be viewed as data

driven Markov Chain Monte Carlo in the spirit of [44].

4.4 Spatial scoring using ransac

The discriminative gLDA model relies on being able to
score the spatial consistency between two spatially dis-

tributed sets of visual words (e.g. between the pinboard

model and an image) and return an approximate trans-

formation between the two sets of visual words as well

as a matching score. The score is based on how well

the feature locations are predicted by the estimated

transformation and is given by the number of inliers.

The transformation is estimated using the determinis-

tic variant of ransac described in section 3.2.

The pinboards are updated as follows – every word

in the corpus with zij = k is contained in the pin-
board model for topic k projected from the original

document i using the current transformation hypoth-
esis, Hik. Terms projected into the pinboard need not

be inliers under the current transformation but may

become inliers in a further step of alternating Gibbs

sampling. This is observed in practice.

4.5 gLDA implementation details

Topic initialization. For each connected component of

the matching graph the topics are initialized by first ob-

taining T separate clusters (using agglomerative clus-
tering with average linkage as the similarity score). For

each cluster, we project each document’s words to a nor-

malized size in the pinboard models: a transformation

is found that projects each image to a fixed size square

in the topic model and these are used to initialize the

locations and shapes of the visual words in the model.

Although this is not strictly necessary for the gLDA
model, it greatly improves convergence speed and gen-

erally leads to improved results.

Prior parameters. The gLDA model (section 4.3) in-

cludes priors for the per document topic distribution,

α, and the per topic word distribution, β. Empirically
we find that using α = 200.0, β = 1.0 gives reason-

able results and we use these parameter values for all

subsequent experiments.

Choosing the number of topics. To select the number

of topics within each connected component, we run 100

iterations of the Gibbs sampler described in section 4.3
changing the number of topics from 1 to 8, then choose
the Markov chain with the highest likelihood (see fig-
ure 11) [20]. We note here that it is better to choose

too many topics than too few as the model explicitly

allows for documents to be a mixture of topics. In gen-

eral, the optimal number of topics found will vary with

the choice of hyper-parameters, α and β.
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Fig. 11 Automatically choosing the number of topics. (a) the log likelihood of the gLDA model fitted to the connected component
shown in figure 9 for different numbers of topics. (b) the top three documents (ranked by P (z|d) in columns) for each topic for different
numbers of topics, T . In this case three topics are automatically chosen which separate the building, cloisters and tower.

Running the model. After the number of topics has

been selected, we run the model for a further 100 it-

erations. We find that with the geometric information,

the gLDA model tends to converge to a mode extremely

quickly (< 50 iterations) and running it longer brings

little appreciable benefit.

Scalability. The time taken to run the gLDA model on

the Oxford dataset varies from a fraction of a second

per iteration for a component of less than 5 images up

to about 55s per iteration for the largest component of

396 images on a 2GHz machine.

5 Results

5.1 Matching graph

In this section we show results of building a matching

graph over each of the three datasets.

For the Oxford dataset, clustering using connected

components found 323 separate components (clusters of
more than one image) using an inlier threshold of 20.
The size of the largest component is 396 images (of the

Radcliffe Camera, a popular Oxford tourist attraction).

Scalability. To demonstrate the scalability of our mat-

ching graph method, figure 12 and figure 13 show sam-

ples from automatically discovered object clusters for

the Statue of Liberty (37K images) and Rome (1M+

images) datasets, respectively. Searching for every im-

age in the 37K Statue of Liberty dataset takes around 2

hours on a single 3GHz machine. The Rome data (1M+
images) was much more challenging – it took 1 day on
30 machines to generate the matching graph on this cor-
pus. Though expensive, this demonstrates the ability of

our methods to scale across multiple machines.

5.2 gLDA

In this section we examine the performance of the gLDA

both qualitatively and quantitatively. For the quantita-

tive evaluation we determine if the discovered topics

coincide with any of the groundtruth labelled Oxford

landmarks.

Evaluation on the Oxford dataset. Within each con-

nected component, we use the document specific mixing

weights P (z|d) to produce a ranked list of documents
for each discovered topic. We then score this ranked

list against the groundtruth landmarks from the Ox-
ford dataset using the average precision measure from
information retrieval. For each groundtruth landmark,
we find the topic which gives the highest average preci-

sion – the results are listed in table 2. The component

recall column refers to the maximum recall of the object

over all connected components and so gives an upper

bound on the possible improvement (as LDA and gLDA
look within components).

The topic model often effectively picks out the par-

ticular landmarks from the Oxford dataset despite kno-

wing nothing a priori about the objects contained in

the groundtruth. Most of the gaps in performance are

explained by the topic model including neighbouring fa-

cades to the landmark object which frequently co-occur

with the object in question. The model knows nothing

about the extents of the landmarks required and will in-

clude neighbouring objects when it is probabilistically

beneficial to do so. We also note that sometimes the

connected components don’t contain all the images of
the landmark – this is mainly due to failures in the
initial feature matching.

Figure 18 shows a visualization of two topics dis-

covered by gLDA. It is easy to see that gLDA has cor-

rectly found and localized these particular objects in
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(i)

(ii)

(iii)

Fig. 12 Random samples of the three largest clusters automatically found from the Statue of Liberty dataset as connected components
on the matching graph. Note the extreme variety of imaging conditions (changes in scale, viewpoint, lighting and occlusion) (i) – the
Statue of Liberty (11170 images). (ii) – A lego Statue of Liberty (59 images). (iii) – A Ellis Island building (52 images).

(i)

(ii)

(iii)

(iv)

Fig. 13 Random samples of the four largest clusters automatically found from the 1M+ image Rome dataset as connected components
on the matching graph. (i) – Colloseum (18676 images). (ii) – Trevi Fountain (15818 images). (iii) – St Peter’s Square, Vatican (9632

images). (iv) – “Il Vittoriano” (4869 images).



13

LDA gLDA
z = 0 z = 1 z = 2 z = 0 z = 1 z = 2

Fig. 14 Comparing gLDA to standard LDA for a connected component containing images of the Ashmolean, for T = 3. The top
three images are shown for each topic, ranked by P (z|d) in columns. Notice that LDA has confused the Ashmolean facade (marked in

red) between the three topics whereas gLDA has used the stronger spatial constraints to correctly isolate the building facade.

0.896 0.856 0.834 0.651 0.371

Fig. 15 Due to the richness of the topic pinboards, gLDA is able to group these images (which are all of the same landmark – the
Sheldonian theatre) despite large changes in scale, viewpoint, lighting and occlusions. P (z|d) is shown underneath each image.

the dataset images. Figure 17 shows three topics auto-

matically discovered by gLDA.

Robustness to imaging conditions. Due to the richness

of the pinboard models, the gLDA method is able to

group images of a specific object despite large imaging

variations (see figure 15). Standard LDA often struggles

to cluster challenging images due to the absence of the

extra spatial information.

In figure 16, we show the results of running the

gLDA method on a 200 image sub-sample from one of

the connected components of the Rome dataset, corre-

sponding to the Trevi Fountain. We see that, by forcing

a larger number of topics, the gLDA method can also

pick out different views of a single object or facade. In

this case the model has discovered a night-time view,

and two daytime views of the fountain differing in view-

point.

Comparison with standard LDA. In figure 14 we com-

pare gLDA to standard LDA. The parameters were
kept exactly the same between the two methods (except

for the spatial term). LDA was initialized by uniformly

sampling the topic for each word and run for 500 itera-

tions to account for its slower Gibbs convergence. From

the figure we can see that the LDA method has been

unable to properly split the Ashmolean facade from an

adjacent building.

For a quantitative comparison we use the landmarks

from the Oxford dataset. This is an indirect test of per-

formance, because it requires that the landmarks cor-

respond to a discovered topic (and is not split between

connected components). For each landmark the compo-

nent that has highest average precision (AP) is selected.

The AP is computed as the area under the precision-
recall curve for each landmark. The gLDA and LDA

scores are then given for the best performing topic.

Note, the AP for the component is an upper bound on

the AP for the topics within that component. The re-

sults are given in Table 2. In all cases gLDA is superior

(or at least equal) to LDA.

As well as being able to better discover different
objects in the data, the gLDA method can localize the

occurrence of particular topics in each image instead of

just describing the mixture. This can be seen in figure 1

which displays three images from the Magdalen cluster

with correspondences to two automatically discovered

topics.

6 Conclusion and Future Work

We have introduced a new generative latent topic model

for unsupervised discovery of particular objects and

building facades in unordered image collections. In con-

trast to previous approaches, the model incorporates
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gLDA

z = 0 z = 1 z = 2

0.789 0.820 0.831

0.783 0.813 0.830

0.772 0.813 0.826

0.768 0.812 0.822

Fig. 16 Results of running gLDA on a 200 image sub-sample of one of the connected components (corresponding to the Trevi fountain)
for the Rome dataset. Here, the model predicted T = 1 using the likelihood method, but we forced T = 3. When this is done, the

gLDA model tends to discover views differing in lighting or viewpoint. P (z|d) is listed beneath each image.

0.905 0.860 0.844 0.820

0.582

0.901 0.900 0.849 0.841

0.468

0.857

0.853
0.847

0.807

0.686

Fig. 17 Example images from three topics (one per row) automatically discovered by gLDA from a component of Hertford college,
Oxford. The visual words are coloured according to the topic they belong to: 0 – red, 1 – yellow, 2 – blue, 3 – green (not shown).

P (z|d) is listed beneath each image.
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Groundtruth Landmark LDA max AP gLDA max AP Component recall

all souls 0.90 0.95 0.96
ashmolean 0.49 0.59 0.60

balliol 0.23 0.23 0.33
bodleian 0.51 0.64 0.96
christ church 0.45 0.60 0.71

cornmarket 0.41 0.41 0.67
hertford 0.64 0.65 0.65

keble 0.57 0.57 0.57
magdalen 0.20 0.20 0.20
pitt rivers 1.00 1.00 1.00

radcliffe camera 0.82 0.91 0.98

Table 2 The performance of gLDA on the Oxford dataset compared to LDA. The scores list the average precision (AP) of the best
performing topic for each groundtruth landmark. gLDA always outperforms or does as well as standard LDA for object mining. The
last column shows the recall for the component containing the best performing topic – the highest AP score either method could have
returned. Figure 14 examines the differences in results for the Ashmolean landmark.

Fig. 18 Visualizing the topics discovered by gLDA. The image data underlying each word in the topic has been projected into the
canonical frame for visualization. Here, two discovered topics are shown for different connected components in the Oxford matching
graph. This topic visualizations have been generated from all the images in the respective connective components (56 images and 71
images).

strong geometric constraints in the form of affine maps
between images and latent aspects. This allows the mo-
del to cluster images of particular objects despite signif-

icant changes in scale and camera viewpoint. We have

shown that the gLDA model outperforms the standard
LDA model for discovering particular objects in image

datasets.

To make the model tractable we also introduced a

matching graph clustered using connected component
clustering, that can be used to quickly organize very
large image collections, and demonstrated this on image

collections of over 1M images.

The gLDA model can be generalized in several direc-

tions – for example using a fundamental matrix (epipo-

lar geometry) as its spatial relation instead of an affine

homography; or adding a background topic model in

the manner of [7]. There is also room for improving the

computational efficiency in order to apply the model to

larger datasets.
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