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ABSTRACT

The usual algorithm to solve polynomial systems using Gröbner
bases consists of two steps: first computing the DRL Gröbner ba-
sis using the F5 algorithm then computing the LEX Gröbner basis
using a change of ordering algorithm. When the Bézout bound is
reached, the bottleneck of the total solving process is the change
of ordering step. For 20 years, thanks to the FGLM algorithm the
complexity of change of ordering is known to be cubic in the num-
ber of solutions of the system to solve.

We show that, in the generic case or up to a generic linear change
of variables, the multiplicative structure of the quotient ring can be
computed with no arithmetic operation. Moreover, given this mul-
tiplicative structure we propose a change of ordering algorithm for
Shape Position ideals whose complexity is polynomial in the num-
ber of solutions with exponent ω where 2 ≤ ω < 2.3727 is the
exponent in the complexity of multiplying two dense matrices. As
a consequence, we propose a new Las Vegas algorithm for solv-
ing polynomial systems with a finite number of solutions by using
Gröbner basis for which the change of ordering step has a sub-cubic
(i.e. with exponent ω) complexity and whose total complexity is
dominated by the complexity of the F5 algorithm.

In practice we obtain significant speedups for various polynomial
systems by a factor up to 1500 for specific cases and we are now
able to tackle some instances that were intractable.

Categories and Subject Descriptors

I.1.2 [Computing Methodologies]: Symbolic and Algebraic Ma-
nipulation; F.2.2 [Theory of Computation]: Analysis of Algo-
rithms and Problem Complexity

General Terms

ALGORITHMS, EXPERIMENTATION, THEORY
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1. INTRODUCTION
In all this paper, we consider the fundamental problem of Poly-

nomial System Solving (PoSSo for short). More precisely, we fo-
cus on the complexity of computing a LEX Gröbner basis of a zero-
dimensional ideal. In the sequel, we denote by D the finite number
of the corresponding solutions counted with multiplicities in an al-
gebraic closure of the coefficient field.

For the particular case of approximating or computing a rational
parametrization of all the solutions of a polynomial system with co-
efficients in a field of characteristic zero there exist algorithms with
sub-cubic complexity in D. Indeed, if the number of real roots is
logarithmic in D then the cost is Õ(12nD2) for the approxima-
tion, see [24], and if the multiplicative structure of the quotient ring

is known the cost is O
(
n2nD

5
2

)
for the rational parametrization,

see [5]. However, to the best of our knowledge, there is no bet-
ter bound than O(nD3) for the complexity of computing a LEX
Gröbner basis.

This complexity bound for solving the PoSSo problem is ob-
tained by using the usual algorithm to compute a LEX Gröbner ba-
sis. This algorithm consists in two steps. First by computing a de-
gree reverse lexicographical (DRL for short) Gröbner basis by us-
ing for instance the F5 algorithm [9] whose complexity is bounded
by O (neωndωn) arithmetic operations [1] where d is the maximal
degree of the input equations and ω is the exponent in the complex-
ity of multiplying two dense matrices (2 ≤ ω < 2.3727 from [30]).
Then, the LEX Gröbner basis is computed using a change of order-
ing algorithm [11, 13, 14] e.g. the FGLM algorithm whose com-
plexity is bounded by O

(
nD3

)
arithmetic operations which is in

turn bounded by O
(
nd3n

)
according to the Bézout bound. When

d ≥ 44 (see Figure 1) the complexity of the PoSSo problem is then
bounded by O

(
nd3n

)
arithmetic operations.

In this paper, we propose a new probabilistic algorithm for solv-
ing the PoSSo problem. The change of ordering step (Fast FGLM
on Figure 1) has a complexity in Õ (Dω) bounded by Õ (dωn)

where the notation Õ means that we omit the logarithmic factors
in D or polynomial factors in n. As a consequence, the complexity
of our algorithm (Fast PoSSo on Figure 1) and thus of the PoSSo
problem is bounded by Õ (eωndωn) the complexity bound of the
F5 algorithm. A deterministic version of this complexity result can
be found in the extended version of this work [8] but the range of
applicability of the probabilistic version is wider.
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Figure 1: Dominant step in the complexity (ordinate axis) of

the PoSSo problem.

In order to obtain such a complexity for solving the PoSSo prob-
lem, we first propose in Section 3 a dense and fast version of the
change of ordering for Shape Position ideals described in [13, 14].
In order to obtain a sub-cubic variant of this algorithm, we focus on
its dominant part, the computation of the Krylov iterates associated
to a square matrix of size D × D. We propose to use the algo-
rithm of Keller-Gehrig [18] for computing these iterates in Õ (Dω)
which provides us the expected complexity.

Let I ⊂ K[x1, . . . , xn] be the ideal of which we look for the
solutions. The input of this change of ordering algorithm is the
DRL Gröbner basis of I and the matrix representation, denoted Tn,
of the multiplication by xn in the quotient ring K[x1, . . . , xn]/I.
From [11], computing Tn can be done in O

(
nD3

)
arithmetic op-

erations in K. We thus need a way to reduce the cost, to at most
sub-cubic, of the computation of Tn. Using the study of the shape
of DRL Gröbner bases by Moreno-Socías [22] we actually show
in Section 4 that, in the generic case, no arithmetic operation is
required to build the matrix Tn (Theorem 8). Note that this was al-
ready heuristically known in [14]. Hence, we remove the heuristic
nature of this result.

Moreover, for non-generic polynomial systems, using results of
Galligo [15], Bayer and Stillman [2] and Pardue [26] about Generic

initial ideals we prove (Corollary 14) that a generic linear change
of variables bring us back to this case. As a consequence we obtain
our main result about change of ordering.

THEOREM 1. Let I be a generic ideal of K[x1, . . . , xn] of di-

mension zero. If I is in Shape Position then given its DRL Gröbner

basis its LEX Gröbner basis can be computed in Õ (Dω) arithmetic

operations in K. In the case where I is non-generic and radical we

obtain the same complexity up to a change of variables chosen in a

non-empty Zariski open subset of GL (K, n).

The radical assumption in the non-generic case is required to
ensure that after a generic linear change of variables the ideal is in
Shape Position (using the Shape Lemma [16,19]). However, even if
the ideal is not radical our algorithm (and complexity result) is still
correct if the ideal is in Shape Position after a generic linear change
of variables. The characterization of such zero-dimensional ideals
has been done in [3].

Finally, by using this result in Section 5 we present our new al-
gorithm for polynomial systems solving using Gröbner basis, its
complexity and its probability of success. Moreover, as presented
in the end of this section although our result seems theoretical we

obtain significant improvements in practice.

Related work. Since we focus on Shape Position (possibly up
to a linear change of variables) ideals the output of our algorithm
for solving the PoSSo problem i.e. as a representation of the solu-
tions, is similar (up to a normalization) to a rational univariate rep-
resentation (RUR for short) introduced by Rouillier [27]. Given the
multiplicative structure of the quotient ring, the complexity of the
algorithm in [27] is in O(nD5) arithmetic operations in K which

is decreased to O(n2nD
5
2 ) in [5].

The main difference between [5, 27] and our work is that the
multiplicative structure of the quotient ring is not assumed to be
known. In [13, 14], for generic ideals it is heuristically stated that
a sufficient part of this multiplicative structure can be known with-
out arithmetic operation. In this work, we prove this heuristic and
extend its scope of applicability.

Contrary to the RUR where one looks for a separating variable,
to compute the matrix representation of the multiplication by xn

in the quotient ring we do not need that xn separates the variety.
Hence, in some cases where the RUR is not applicable (i.e. after
a generic linear change of coordinates the smallest variable is not
separating) it is possible to compute with no arithmetic operations
the corresponding multiplication matrix. Thus, we can compute
its minimal polynomial and obtain the univariate polynomial of the
lexicographical Gröbner basis. Note that if the RUR is not applica-
ble then the ideal is not in Shape Position and our complete strategy
for solving the PoSSo problem cannot be applied. However, the
univariate polynomial that we have computed gives a significant
information on the solutions which can be sufficient for instance in
the case of finite fields.

2. NOTATIONS
From now on, K denotes a field and I ⊂ K[x1, . . . , xn] denotes

an ideal in with a finite number D of solutions counted with mul-
tiplicities in K. A monomial of K[x1, . . . , xn] is denoted xα =
xα1
1 · · ·xαn

n with α = (α1, . . . , αn) ∈ Nn. The quotient ring
K[x1, . . . , xn]/I is denoted RI . The set of invertible matrices of
size n × n with coefficients in K is denoted GL (K, n) and g · I
with g ∈ GL (K, n) denotes the ideal {f(g · x) | f ∈ I} where x

is the vector (x1, . . . , xn).
Once a monomial ordering > on K[x1, . . . , xn] is fixed we de-

fine

• LT> (f), the leading term of f w.r.t. >;

• in> (I) = {LT> (f) | f ∈ I}, the initial ideal of I w.r.t.
>;

• G>, the reduced Gröbner basis of I w.r.t. >;

• E> (I) = {LT> (f) | f ∈ G>}, the stair of I w.r.t. > i.e.

a minimal set of generators of in> (I).

The quotient ring RI is a K-vector space of dimension D. Its
canonical basis w.r.t. the ordering > is given by

B> (I) = {xα | xα /∈ in> (I)} = {ǫD > · · · > ǫ1 = 1} .

The normal form map gives a representative of any polynomial f in
RI w.r.t. this basis; we denote by NF> (f) this unique polynomial
of the form

∑D

i=1 ciǫi where ci ∈ K such that f −NF> (f) ∈ I.
The normal form map thus provides a representation of RI as

a D-dimensional K-vector space. The matrix representation of the
multiplication by xi in RI seen as the vector space with the basis
B> (I) is called the multiplication matrix by xi and is denoted



Ti. The columns of this matrix thus consist of the coefficients of
NF> (xiǫj) for j = 1, . . . , D.

3. FAST CHANGE OF ORDERING FOR

SHAPE POSITION IDEALS
In [13], Faugère & Mou propose a probabilistic algorithm which

given the reduced Gröbner basis w.r.t. a monomial ordering >1 of
an ideal I ⊂ K[x1, . . . , xn] computes the LEX Gröbner basis – if
it is in Shape Position – of I. The idea is to take advantage of the
shape of the LEX Gröbner basis (assumed to be known) to design
a very efficient change of ordering algorithm.

Throughout this section, the multiplication matrix Tn is assumed
to be known and I is assumed to be in Shape Position. That is to
say the LEX Gröbner basis of I has the following shape:

G>lex
= {x1 − h1(xn), . . . , xn−1 − hn−1(xn), hn(xn)}

where h1, . . . , hn ∈ K[xn], deg(hi) < D for i = 1, . . . , n − 1
and deg(hn) = D.

Computing hn. The polynomial hn is then given by the mini-
mal polynomial of the multiplication matrix Tn. In order to reduce
its computation to the solving of a linear Hankel system one can
use the first part of the Wiedemann probabilistic algorithm [31].
More precisely, first one computes the linearly recurrent sequence
S = [(r, T j

n1) | j = 0, . . . , 2D − 1] where r is a random column
vector of KD , 1 = (1, 0, . . . , 0)t is the vector representing the
monomial 1 in RI and (·, ·) denotes the scalar product. Then, by
using the Berlekamp-Massey algorithm [21] one computes the min-
imal polynomial μ of S. Finally, if deg(μ) = D one has μ = hn.

Computing h1, . . . , hn−1. Let us write hi =
∑D−1

k=0 ci,kx
k
n

where the ci,k are unknown. By noting that xi − hi(xn) ∈ I one

has NF>1

(
xi −

∑D−1
k=0 ci,kx

k
n

)
= 0. By translating this equation

as a linear combination in RI seen as a K-vector space, then by
multiplying the resulting equation by T j

n for j = 0, . . . , D− 1 and
taking the scalar product with r we deduce that

0 =
(
r, T j

n(Ti1)
)
−

D−1∑

k=0

ci,k
(
r, T k+j

n 1
)
. (3a)

For each polynomial hi for i = 1, . . . , n − 1 the equation (3a)
allows to construct a linear Hankel system defined by the linearly
recurrent sequence S of which ci,k for k = 0, . . . , D−1 are the so-
lutions. From [17], this linear Hankel system is non-singular since
the rank of the Hankel matrix is given by the degree of the min-
imal polynomial of S which is exactly D in our case. Note that
one can assume w.l.o.g. that xi ∈ B>1 (I). Hence, the vectors
wi = Ti1 are known without arithmetic operations. For more de-
tails see [13]. In [14] the authors propose a deterministic version of
their algorithm for Shape Position ideal. Note that their algorithm
computes the LEX Gröbner basis of the radical of the ideal I given
in input if it is in Shape Position.

THEOREM 2 (FAUGÈRE & MOU [13, 14]). Let I be an ideal

of K[x1, . . . , xn]. Let r be a random column vector of KD and

let T be the transpose of the multiplication matrix Tn w.r.t. a

monomial ordering >. If I is in Shape Position then given the

reduced Gröbner basis of I w.r.t. > and the vectors T jr for j =
0, . . . , 2D − 1, there exists a probabilistic algorithm which com-

putes the LEX Gröbner basis of I in O
(
nD log2 D log logD

)

arithmetic operations in K.

If the radical of I is in Shape Position then given the reduced

Gröbner basis of I w.r.t. > and the vectors T j
n1, T

j
nw1, . . . ,

T j
nwn−1 for j = 0, . . . , 2D − 1, there exists a deterministic algo-

rithm which computes the LEX Gröbner basis of the radical of I
in O

(
nD2 logD log logD

)
(by omitting logarithmic factors in q

if K = Fq) arithmetic operations in K.

One issue remains to get a change of ordering algorithm with
sub-cubic complexity in D given the matrix Tn. Indeed, in [13] the
authors assume the matrix Tn sparse and compute iteratively the
vectors T jr or T j

n1, T
j
nw1, . . . , T

j
nwn−1 for j = 0, . . . , 2D − 1.

However, when Tn is dense this yields a complexity in O
(
D3

)

arithmetic operations in K. In order to overcome this issue we use
an algorithm of Keller-Gehrig [18] which computes these matrix-
vector products by multiplying O (logD) matrices. More pre-

cisely, first one computes T 2, T 4, . . . , T 2⌈log2 D⌉

using binary ex-
ponentiation with ⌈log2 D⌉ matrix products; then the vectors T jr
for j = 0, . . . , 2D − 1 are computed by induction in ⌈log2 D⌉
steps:

T 2 (Tr | r) =
(
T 3

r | T 2
r
)

T 4
(
T 3

r | T 2
r | Tr | r

)
=

(
T 7

r | T 6
r | T 5

r | T 4
r
)

T 8
(
T 7

r | T 6
r | · · · | r

)
=

(
T 15

r | T 14
r | · · · | T 8

r
)

...

(3b)

until the product T 2⌈log2 D⌉
(
T 2⌈log2 D⌉

−1r | · · · | r
)

where the

notation (r1| . . . |rk) is the matrix with D rows and k columns
obtained by joining the column vectors ri vertically. As a con-
sequence, we obtain the following result.

PROPOSITION 3. Let I be an ideal of K[x1, . . . , xn]. If I (resp.

the radical of I) is in Shape Position then given the reduced Gröb-

ner basis of I w.r.t. a monomial ordering > and the associated mul-

tiplication matrix Tn there exists a probabilistic (resp. determinis-

tic) algorithm which computes the LEX Gröbner basis of I (resp.

of the radical of I) in O
(
D logD

(
Dω−1 + n logD log logD

))

(resp. O
(
nD2 logD

(
Dω−2 + log logD

))
by omitting logarith-

mic factors in q if K = Fq) arithmetic operations in K.

In the next section we investigate the computation of the matrix
Tn.

4. COMPUTING TN

In this section we fix the first monomial ordering to the DRL
ordering >drl. To compute the multiplication matrix Tn we need
to compute the normal forms w.r.t. the DRL ordering of all the
monomials ǫixn for i = 1, . . . , D with ǫi ∈ B>drl

(I). From [11]
the monomials ǫixn can be of three types.

PROPOSITION 4 (FGLM [11]). Let F = {xjǫi | 1 ≤ i ≤
D and 1 ≤ j ≤ n} \ B> (I) be the border. Let t = ǫixj with

i ∈ {1, . . . , D} and j ∈ {1, . . . , n}. One has the following three

cases

I. either t ∈ B> (I) and NF> (t) = t;

II. or t ∈ E> (I) i.e. t = LT> (g) for some g ∈ G> hence,

NF> (t) = t− g;

III. or t = xk t
′ with t′ ∈ F . Hence, denoting NF> (t′) =∑s

l=1 αlǫl with t′ > ǫs, we have NF> (t) =
NF> (xk NF> (t′)) =

∑s

l=1 αl NF> (ǫlxk).

In this section, thanks to the study of the stairs of generic ide-
als by Moreno-Socías [22], we first show that for generic ideals
and DRL ordering, all monomials of the form ǫixn are either in
B>drl

(I) or in E>drl
(I). Hence, the multiplication matrix Tn can



be computed very efficiently. Then, we show that, up to a generic
linear change of variables, this result can be extended to any ideal.

In the sequel, the arithmetic operations will be the addition or
the multiplication of two operands in K that are different from ±1
and 0. In particular we do not consider the change of sign as an
arithmetic operation.

4.1 Generic case

DEFINITION 5. A generic sequence of polynomials F is a se-

quence of polynomials whose coefficients are indeterminates i.e.

F = (f1, . . . , fs) with fi =
∑

α ci,αx
α is in K[x1, . . . , xn] where

K = k({ci,α}) and k is a field. A generic ideal is an ideal gener-

ated by a generic sequence of polynomials.

In [22] it is shown that the intersection of the section of RI

by xd1
i1
, . . . , x

dn−2

in−2
has steps of depth two and height one for any

d1, . . . , dn−2 ≥ 0 and i1, . . . , in−2 ≤ n − 1 all pairwise dis-
tinct. We illustrate this result on Figure 2 where for fixed value
of d1, . . . , di−1, di+1, . . . , dn−1 we represent the corresponding
monomials of E>drl

(I) ∪ B>drl
(I). The xn-axis (resp. xi-axis)

corresponds to the degree in xn (resp. xi) of these monomials.

plateauxi

xn0

Element of E>drl
(I)

Element of B>drl
(I)

depth 2

height 1

Figure 2: Intersection of sections of the quotient ring RI by

xd1
1 , . . . , x

di−1

i−1 , xdi
i+1, . . . , x

dn−2

n−1 with I a generic ideal.

The shape of the stair in Figure 2 is formally stated in the fol-
lowing theorem.

THEOREM 6 (MORENO-SOCÍAS [22]). Let I be a generic

ideal of K[x1, . . . , xn] generated by (f1, . . . , fn). Let M be the

set of monomials of K[x1, . . . , xn−1] and B̃i = {m ∈ M |mxi
n ∈

B>drl
(I)}. Let δ =

∑n

i=1(deg(fi)− 1), δ∗ =
∑n−1

i=1 (deg(fi)−

1) and σ = min
(
δ∗, ⌊ δ

2
⌋
)
. Let μ = δ − 2σ, then

a. B̃0 = · · · = B̃μ (plateau) and B̃i = B̃i+1 for μ < i < δ and

i �≡ δ mod 2 (depth two);

b. The leading term of the polynomials in G>drl
of degree 0 in xn

have degree at most σ + 1 = σ̄;

c. The leading term of the polynomials in G>drl
of degree α in xn

with μ < α ≤ δ + 1 with α �≡ δ mod 2 are all of total degree

d + α where d = max(deg(m) | m ∈ B̃α−1). Moreover,

all these leading terms are exactly given by t = mxα
n for all

m ∈ B̃α−1 of degree d (height one);

d. There is no leading term of polynomials in G>drl
of degree

1, . . . , μ in xn (plateau) or of degree α in xn with α > δ+1 or

μ ≤ α ≤ δ and α ≡ δ mod 2 (depth two).

We deduce of the previous theorem that generic ideals satisfy the
following property.

PROPOSITION 7. Let I be a generic ideal. Let t be a mono-

mial in E>drl
(I) i.e. a leading term of a polynomial in the DRL

Gröbner basis of I. If xn divides t then for all k ∈ {1, . . . , n−1},
xkt

xn
∈ in>drl

(I).

PROOF. This result is deduced from the shape of the stairs of I.
Let t = xα1

1 · · ·xαn
n be a leading term of a polynomial in G>drl

divisible by xn i.e. αn > 0 and m = xα1
1 · · ·x

αn−1

n−1 . We use the
same notations as in Theorem 6.

From Theorem 6 item (d), since t ∈ E>drl
(I) and αn > 0

we have αn > μ and αn �≡ δ mod 2. Then, from Theorem 6
item (c), deg(m) is the maximal degree reached by the monomi-
als in B̃αn−1

. Thus xkm /∈ B̃αn−1
for all k ∈ {1, . . . , n − 1}.

As a consequence, for all k ∈ {1, . . . , n − 1} we have xkt

xn
∈

in>drl
(I).

A consequence of this result is that all the monomials of the form
ǫixn where ǫi ∈ B>drl

(I) are either of type (I) or of type (II) of
Proposition 4. Hence, their normal form can be read on G>drl

with
no arithmetic operations and the multiplication matrix Tn can be
computed very efficiently. This is summarized in the following
result.

THEOREM 8. Given G>drl
the DRL Gröbner basis of a generic

ideal I of dimension zero, the multiplication matrix Tn can be read

from G>drl
with no arithmetic operation.

PROOF. Suppose that there exists i ∈ {1, . . . , D} such that t =
xnǫi is of type (III). Hence, t = m LT>drl

(g) for some g ∈ G>drl

and deg(m) > 1 with xn ∤ m (otherwise ǫi /∈ B). Then, there
exists k ∈ {1, . . . , n−1} such that xk | m. By consequence, from

Proposition 7, we have ǫi =
m
xk

·
xk LT>drl

(g)

xn
∈ in>drl

(I) which
yields a contradiction. Thus, all monomials t = xnǫi are either
in B or in E>drl

(I) and their normal forms are known and given
either by t (if t ∈ B) or by changing the sign of some polynomial
g ∈ G>drl

and removing its leading term. Note that by using a
linked list representation (for instance), removing the leading term
of a polynomial does not require arithmetic operation.

From Theorem 8 and Proposition 3, we obtain the following re-
sult.

COROLLARY 9. Let I be a generic ideal in Shape Position.

From the DRL Gröbner basis of I, its LEX Gröbner basis can be

computed in O(logD(Dω + nD logD log logD)) arithmetic op-

erations with a probabilistic algorithm.

However, polynomial systems coming from applications are usu-
ally not generic. Nevertheless, this difficulty can be bypassed by
applying a linear change of variables. By studying the structure
of the Generic initial ideal (see Remark 10) of I – that is to say,
the initial ideal of g · I for a generic choice of g in GL (K, n) –
we will show that results of Proposition 7 and Theorem 8 can be
generalized to non generic ideals, up to a generic linear change of
variables. Indeed, in [15] Galligo shows that for the characteris-
tic zero fields, the Generic initial ideal of any homogeneous ideal
satisfies a more general property than Proposition 7. Later, Par-
due [26] extends this result to the fields of positive characteristic.

REMARK 10. Note that Generic initial ideal are not defined as

an initial ideal whose coefficients are indeterminates. Its definition

is given in Definition 11. To avoid ambiguity, in the sequel we

always use the notation Gin (I) for Generic initial ideal as defined

in Definition 11.



4.2 Non-generic case

DEFINITION 11. Let K be an infinite field and I be an homo-

geneous ideal of K[x1, . . . , xn]. There exists a non-empty Zariski

open set U ⊂ GL (K, n) and a monomial ideal J such that

in>drl
(g · I) = J for all g ∈ U . The Generic initial ideal of

I is denoted Gin (I) and is defined by J .

The proof of the existence of Gin (I) can be found in [7, p.351–
358]. The next result, is a direct consequence of [2, 15, 26] and
summarized in [7, p.351–358]. This result allows to extend, up to
a linear change of variables, Proposition 7 to non-generic ideals.

THEOREM 12. Let K be an infinite field of characteristic p ≥
0. Let I be an homogeneous ideal of K[x1, . . . , xn] and J =
Gin (I). For the DRL ordering, for all generators m of J , if xt

i

divides m and xt+1
i does not divide m then for all j < i, the

monomial
xj

xi
m is in J if t �≡ 0 mod p.

Polynomial systems coming from applications are usually not
homogeneous and Theorem 12 does not apply directly. Let f =∑d

i=0 fi be an affine polynomial of degree d of K[x1, . . . , xn]
where fi is an homogeneous polynomial of degree i. The homo-
geneous component of highest degree of f , denoted fh, is the ho-
mogeneous polynomial fd. Let I be an affine ideal i.e. generated
by a sequence of affine polynomials. In the next proposition we
highlight an homogeneous ideal having the same initial ideal than
I. This allows to extend the result of Theorem 12 to affine ideals.

PROPOSITION 13. Let I = 〈f1, . . . , fs〉 be an affine ideal. If

(fh
1 , . . . , f

h
s ) is a regular sequence of polynomials, then there ex-

ists a non-empty Zariski open subset Ua ⊂ GL (K, n) such that

for all g ∈ Ua, E>drl
(g · I) = E>drl

(
Gin

(
Ih

))
.

PROOF. Let f be a polynomial. We denote by fa the polyno-
mial f − fh. Let t ∈ in>drl

(I), there exists f ∈ I such that
LT>drl

(f) = t. Since, f ∈ I and (fh
1 , . . . , f

h
s ) is assumed to be

a regular sequence then there exist h1, . . . , hs ∈ K[x1, . . . , xn] s.t.
f =

∑s

i=1 hifi =
∑s

i=1 hif
h
i +

∑s

i=1 hif
a
i with deg(hifi) ≤

deg(f) for all i ∈ {1, . . . , s} and there exists j ∈ {1, . . . , s} such
that deg(hjfj) = deg(f). By consequence, 0 �=

∑s

i=1 hif
h
i ∈

Ih where Ih is the ideal generated by {fh
1 , . . . , f

h
s } and

LT>drl
(f) = LT>drl

(∑s

i=1 hif
h
i

)
. Thus, in>drl

(I) is included
in in>drl

(
Ih

)
. It is straightforward that in>drl

(
Ih

)
⊂ in>drl

(I)

hence in>drl

(
Ih

)
= in>drl

(I).
For all g ∈ GL (K, n), since g is invertible the sequence (g ·

f1, . . . , g · fs) is also regular. Indeed, if there exists i ∈ {1, . . . , s}
such that g · fi is a divisor of zero in the quotient ring
K[x1, . . . , xn]/ 〈g · f1, . . . , g · fi−1〉 then fi is a divisor of zero
in K[x1, . . . , xn]/ 〈f1, . . . , fi−1〉. Hence,

in>drl
(g · I) = in>drl

(
(g · I)h

)
.

Moreover, g is a linear change of variables thus it preserves the
degree. Hence, for all f ∈ I, we have (g ·f)h = g ·fh. Finally, let
Ua be the non-empty Zariski open subset of GL (K, n) such that
for all g ∈ Ua, we have the equality in>drl

(
g · Ih

)
= Gin

(
Ih

)
.

Thus, for all g ∈ Ua, we have in>drl
(g · I) = in>drl

(
(g · I)h

)
=

in>drl

(
g · Ih

)
= Gin

(
Ih

)
.

Hence, from the previous proposition, for a random linear change
of variables g ∈ GL (K, n) we have in>drl

(g · I) = Gin
(
Ih

)
.

Thus from Theorem 12, for all generators m of the monomial ideal
in>drl

(g · I) (i.e. m is a leading term of a polynomial in the DRL

Gröbner basis of g · I) if xt
n divides m and xt+1

n does not divide m
then for all j < n we have

xj

xn
m ∈ in>drl

(g · I) if t �≡ 0 mod p.
Therefore, in the same way as for generic ideals, the multiplication
matrix Tn of g · I can be read from its DRL Gröbner basis.

Moreover, the Shape Lemma [16, 19] states that radical ideals
have, up to a generic linear change of variables, a LEX Gröbner
basis in Shape Position. Hence, one can compute very efficiently
the multiplication matrix Tn and then use the algorithm presented
in Section 3 to compute the LEX Gröbner basis of g · I. This is
summarized in the following corollary.

COROLLARY 14. Let K be an infinite field of characteristic

p ≥ 0. Let I = 〈f1, . . . , fn〉 be a zero-dimensional ideal of

K[x1, . . . , xn] s.t. (fh
1 , . . . , f

h
n ) is a regular sequence. There ex-

ists a non-empty Zariski open subset U of GL (K, n) such that for

all g ∈ U , the arithmetic complexity of computing the multipli-

cation matrix by xn of g · I given its DRL Gröbner basis can be

done without arithmetic operation. If p > 0 this is true only if

degxn
(m) �≡ 0 mod p for all m ∈ E>drl

(g · I). Consequently,

under the same hypotheses and if I is a radical ideal, the complex-

ity of computing the LEX Gröbner basis of g·I given its DRL Gröb-

ner basis can be bounded by O(logD(Dω+nD logD log logD))
(or O(nDω logD) with a deterministic algorithm) arithmetic op-

erations in K.

Following this result, we propose another algorithm for polyno-
mial systems solving.

5. FAST ALGORITHM FOR SOLVING THE

POSSO PROBLEM
Let S ⊂ K[x1, . . . , xn] be a polynomial system generating a

radical ideal denoted I. For any g ∈ GL (K, n), from the solutions
of g · I one can easily recover the solutions of I. Let U be the non-
empty Zariski open subset of GL (K, n) such that for all g ∈ U ,
in>drl

(g · I) = Gin
(
Ih

)
. If g is chosen in U then the multipli-

cation matrix Tn can be computed very efficiently. Indeed, from
Section 4 all the monomials of the form ǫixn for i = 1, . . . , D
are in B>drl

(g · I) or in E>drl
(g · I) and their normal form are

easily known. Moreover, from the Shape Lemma [16, 19], there
exists U ′ a non-empty Zariski open subset of GL (K, n) such that
for all g ∈ U ′ the ideal g · I admits a LEX Gröbner basis in Shape

Position. If g is also chosen in U ′ then we can use the algorithm
presented in Section 3 to compute the LEX Gröbner basis of g · I.
Hence, we propose in Algorithm 1 a Las Vegas algorithm to solve
the PoSSo problem. This is a randomized algorithm whose output
(which can be fail) is always correct. The end of this section is de-
voted to evaluate its complexity and its probability of success i.e.

when the algorithm does not return fail.

REMARK 15. Let S = {f1, . . . , fn} be a polynomial system of

K[x1, . . . , xn]. Note that Algorithm 1 can be used if (fh
1 , . . . , f

h
n )

is a regular sequence or not. However, if it is not regular then the

complexity and the probability of failure are not well understood.

REMARK 16. The test in Line 5 in Algorithm 1 is performed

by the beginning of the deterministic algorithm of Proposition 3.

Indeed, this algorithm computes for sure the univariate polynomial

in K[xn] in the LEX Gröbner basis of 〈g · S〉. If this polynomial is

of degree D then the ideal is in Shape Position.

REMARK 17. At Line 6 of Algorithm 1 we use the deterministic

version of the change of ordering for Shape Position ideals (Sec-

tion 3) so that the probability of failure of Algorithm 1 does not



Algorithm 1: Fast PoSSo.

Input : A polynomial system S ⊂ K[x1, . . . , xn] generating
a radical ideal.

Output: g in GL (K, n) and the LEX Gröbner basis of 〈g · S〉
or fail.

1 Choose any g in GL (K, n);
2 Compute G>drl

the DRL Gröbner basis of g · S;
3 if Tn can be read from G>drl

then

4 Extract Tn from G>drl
;

5 if 〈G>drl
〉 is in Shape Position then

6 From Tn and G>drl
compute G>lex

using the
deterministic algorithm of Proposition 3;

7 return g and G>lex
;

8 return fail;

depend on the probability of failure of Wiedemann algorithm. Nev-

ertheless, in practice when K is sufficiently large we can use the

probabilistic version of the change of ordering for Shape Position
ideals.

Algorithm 1 succeeds if the three following conditions are satis-
fied

1. g ∈ GL (K, n) is chosen in a non-empty Zariski open set
U ′ such that for all g ∈ U ′, g · I has a LEX Gröbner basis in
Shape Position;

2. g ∈ GL (K, n) is chosen in a non-empty Zariski open set U
such that for all g ∈ U , in>drl

(g · I) = Gin
(
Ih

)
;

3. p = 0 or p > 0 and for all m ∈ E>drl
(g · I), degxn

(m) �≡
0 mod p.

The existence of the non-empty Zariski open subset U ′ is proven
in [16, 19]. Conditions (1) and (2) are satisfied if g ∈ U ∩ U ′.
Since, U and U ′ are open and dense, U ∩ U ′ is also a non-empty
Zariski open set.

5.1 Probability of success of Algorithm 1
Usually the coefficient field of the polynomials is the field of

rational numbers or a finite field. Assume that K = Fq or K = Q
and we randomly choose in a finite subset of Q of size q. The
Schwartz-Zippel lemma [28, 32] allows to bound the probability
that the conditions (1) and (2) are not satisfied by d

q
where d is

the degree of the polynomial defining U ∩ U ′. Thus, in order to
bound this failure probability we need to estimate the degree of the
polynomials defining U and U ′.

Construction of U ′. Let I = 〈f1, . . . , fn〉 be a radical ideal
of K[x1, . . . , xn]. Since I is radical, all its solutions are distinct.
Therefore, let ai = (ai,1, . . . , ai,n) ∈ K

n
be an element of the

algebraic set of solutions of I (recall that the cardinality of this
set is D). Let g be a given matrix in GL (K, n). We denote by
vi = (vi,1, . . . , vi,n) the point obtained after transformation of ai

by g, i.e vi = g ·at
i . To ensure that g ·I admits a LEX Gröbner basis

in Shape Position, g should be such that vi,n �= vj,n for all couples
of integers (i, j) verifying 1 ≤ j < i ≤ D. Hence, let g = (gi,j)
be a (n×n) matrix of unknowns, the polynomial PU′ defining the
non-empty Zariski open subset U ′ is then given as the determinant
of the Vandermonde matrix associated to vi,n for i = 1, . . . , D
where vi = (vi,1, . . . ,vi,n) = g ·at

i . Therefore, we know exactly

the degree of PU′ which is D(D−1)
2

.

Construction of U . The non-empty Zariski open subset U is
constructed (see [7, p.351–358]) as the intersection of non-empty
Zariski open subsets U1, . . . , Uδ of GL (K, n) where δ is the max-
imum degree of the generators of Gin

(
Ih

)
. Let d be a fixed

degree. Let K[x1, . . . , xn]d = Rd be the set of homogeneous
polynomials of degree d of K[x1, . . . , xn]. Let {f1, . . . , ftd} be
a vector basis of Ih

d = Ih ∩ Rd. Let g = (gi,j) be a (n × n)
matrix of unknowns and let M be a matrix representation of the
map Ih

d → g · Ih
d defined as follow:

m1 · · · mN

� · · · � g · f1

M = (Mi,j) =
...

. . .
...

...
� · · · � g · ftd

where Mi,j is the coefficient of mj in g · fi and {m1, . . . ,mN} is
the set of monomials in Rd. In [2, 7], the polynomial PUd

defining
Ud is constructed as a particular minor of size td of M . Since each
coefficient in M is a polynomial in K[g1,1, . . . ,gn,n] of degree d,
the degree of PUd

is d·td. Finally, since Ud is open and dense for all
d = 1, . . . , δ we deduce that U = ∩δ

d=1Ud is a non-empty Zariski
open set whose defining polynomial, PU , is of degree

∑δ

d=1 d ·

td ≤ δ
∑δ

d=1 td. Moreover, D = dimK(K[x1, . . . , xn]/I
h) =∑δ

d=0 dimK(Rd/I
h
d ).

Thus,
∑δ

d=0 dimK(I
h
d ) =

∑δ

d=0 dimK(Rd)−D =
(
n+δ

n

)
−D.

By consequence, deg(PU ) ≤ δ
((

n+δ

n

)
−D

)
.

For ideals generated by f1, . . . , fn s.t. (fh
1 , . . . , f

h
n ) is a regular

sequence, according to the Macaulay bound, δ can be bounded by∑n

i=1(deg(fi)− 1) + 1. Note that the Macaulay bound gives also
a bound on degxn

(m) for all m ∈ E>drl
(g · I). To conclude, the

probability that conditions (1) and (2) are satisfied is greater than

1−
1

q

(
D(D − 1)

2
+ (∆− n+ 1)

((
∆+ 1

n

)
−D

))
,

where ∆ =
∑n

i=1 deg(fi) and if p = 0 or p >
∑n

i=1(deg(fi) −
1) + 1 then condition (3) is satisfied.

5.2 Complexity of Algorithm 1
The matrix Tn can be read from G>drl

(test in Line 3 of Al-
gorithm 1) if all the monomials of the form ǫixn are either in
B>drl

(〈G>drl
〉) or in E>drl

(〈G>drl
〉). Let Fn = {ǫixn | i =

1, . . . , D}, the test in Line 3 is equivalent to test if Fn ⊂
B>drl

(〈G>drl
〉) ∪ E>drl

(〈G>drl
〉). Since Fn contains exactly D

monomials and B>drl
(〈G>drl

〉)∪E>drl
(〈G>drl

〉) contains at most
(n+1)D monomials; testing if Fn is included in B>drl

(〈G>drl
〉)∪

E>drl
(〈G>drl

〉) can be done in at most O(nD2) elementary opera-
tions which can be decreased to O(D) elementary operations if we
use a hash table. Hence, the cost of the test in Line 4 of Algorithm 1
is negligible in comparison to the complexity of the algorithm in
Proposition 3. Hence, the complexity of Algorithm 1 is given by
the complexity of F5 algorithm to compute the DRL Gröbner basis
of g · I and Proposition 3. From [20], the complexities of comput-
ing the DRL Gröbner basis of g · I or I are the same. Since it is
straightforward to see that the number of solutions of these two ide-
als are also the same we obtain the main result of this paper about
the complexity of the PoSSo problem.

THEOREM 18. Let K be a field of characteristic zero or a finite

field Fq of sufficiently large characteric p. Let S = {f1, . . . , fn} ⊂
K[x1, . . . , xn] be a polynomial system generating a zero-dimen-



sional radical ideal I = 〈S〉 of degree D. If (fh
1 , . . . , f

h
n ) is a reg-

ular sequence such that the degree of each polynomial is uniformly

bounded by a parameter d then there exists a Las Vegas algorithm

which solves the PoSSo problem in O(neωndωn + n logD(Dω +
D logD log logD)) arithmetic operations.

PROOF. When
(
fh
1 , . . . , f

h
n

)
is a regular sequence of polyno-

mials the complexity of computing the DRL Gröbner basis of 〈S〉

or 〈g · S〉 is bounded by [1, 20] O
(
n
(
nd+1

n

)ω)
= O (neωndωn)

arithmetic operations in K. From this DRL Gröbner basis, accord-
ing to Corollary 14, the multiplication matrix Tn can be computed
without arithmetic operations in K. Finally, from Tn and the DRL
Gröbner basis, thanks to Proposition 3 and Corollary 14 the LEX
Gröbner basis can be computed by a probabilistic (respectively de-
terministic) algorithm in O(D logD(Dω−1 +n logD log logD))
(respectively O(nDω logD)) arithmetic operations in K.

As previously mentioned, according to the Bézout bound the
number of solutions D is bounded by the product of the degrees
of the input equations. Since this bound is generically reached we
get the following corollary.

COROLLARY 19. Let K be a field of characteristic zero or a

finite field Fq of sufficiently large characteristic. Let S = {f1, . . . ,
fn} ⊂ K[x1, . . . , xn] be a generic polynomial system generating

a radical ideal. If the degree of each polynomial in S is equal to a

parameter d then there exists a Las Vegas algorithm which solves

the PoSSo problem in Õ(eωnDω) arithmetic operations in K.

5.3 Benchmarks
In this section we discuss the impact of Algorithm 1 on the prac-

tical resolution of the PoSSo problem. Note that algorithms of
Proposition 3 to compute the LEX Gröbner basis given the mul-
tiplication matrix Tn is of theoretical interest. Indeed, although
in theory ω is bounded by 2.3727 in practice in our knowledge
the best implementation of the matrix product uses Strassen algo-
rithm [29]. For instance this algorithm is implanted in MAGMA [4]
or in LINBOX [6]. Thus, in practice ω = log2(7) ∼ 2.8073.

As a consequence, in practice the sparse version of Faugère and
Mou [13, 14] is much more efficient than the fast version using
dense matrix multiplication. Hence, in the following experiments
we use the sparse version of change of ordering. In Table 1, we
give the time to compute the LEX Gröbner basis using the usual
algorithm (F5 followed by a change of odering algorithm) and Al-
gorithm 1. This time is divided into three steps, the first is the time
to compute the DRL Gröbner basis using F5 algorithm, the second
is the time to compute the multiplication matrix Tn and the last
part is the time to compute the LEX Gröbner basis given Tn using
the algorithm in [13]. Since, this algorithm takes advantage of the
sparsity of the matrix Tn we also give its density. We also give the
number of normal forms to compute (i.e. the number of terms of
the form ǫixn that are not in B>drl

(I) or in E>drl
(I) (resp. in

B>drl
(g · I) or in E>drl

(g · I)).
The experiments are performed on various polynomial systems

such as random systems (n dense polynomials of degree d with
random coefficients), systems coming from economical problems
[23] named “Eco” and systems coming from the resolution of the
elliptic curve discrete logarithm problem on Edwards curves [10]
named “Edwards (weights)” or on the “Well Know Group” 3 of the
IPSEC Oakley key determination [12, 25] named “Oakley”.

We also present experiments on a “pathological” case for our
algorithm in the sense that the system in input is already a DRL
Gröbner basis. Thus, while the usual algorithm does not have to

compute the DRL Gröbner basis, our algorithm needs to compute
the DRL Gröbner basis of g · I. The system in input is of the form
S = {f1, . . . , fn} ⊂ F65521[x1, . . . , xn] with LT>drl

(fi) = x2
i .

Hence, the monomials in the basis B>drl
(I) are all the monomials

of degree at most one in each variable. The degree of the ideal
D is then 2n. The monomials ǫixn that are not in B>drl

(I) or
in E>drl

(〈S〉) are of the form x2
nm where m is a monomial in

x1, . . . , xn−1 of total degree greater than zero and linear in each
variable. By consequence, using the usual algorithm we have to
compute 2n−1 − 1 normal forms to compute only Tn. In the whole
of Table 1, we omit the coefficient field when it is F65521.

REMARK 20. In practice, before applying a linear change of

variables we check if the system is in the generic case (correspond-

ing to the column labelled “Generic case” in Table 1). We apply a

change of variables only if it is required to compute very efficiently

the matrix Tn and to obtain a Shape Position ideal. In this generic

case, our algorithm is as efficient as the usual algorithm but pro-

vide a better complexity bound. It is the case for instance when

solving the elliptic curve discrete logarithm problem as in [10].

One can note in Table 1 that in the usual algorithm, when the
system is not in the “generic case”, the bottleneck of the resolution
of the PoSSo problem is the change of ordering due to the construc-
tion of the multiplication matrix Tn. Since our algorithm allows to
compute very efficiently the matrix Tn (for instance for the patho-
logical example with n = 11, less than one second in comparison
to 7 520 seconds for the usual algorithm), the most time consuming
step becomes the computation of the DRL Gröbner basis.

Moreover, still when the system is not in the “generic case” the
total running time of our algorithm is far less than that of the usual
algorithm. For instance, for the system “Edwards” with n = 5 the
PoSSo problem can now be solved in less than six hours whereas
we could not solve this instance of the PoSSo problem using the
usual algorithm.

REMARK 21. In Table 1, for the “Oakley” example we do not

give the time for the change of ordering using the usual algorithm

because it is not implemented in FGb for K = F231 . However,

this example shows that our method still works in characteristic

two. Indeed, with the usual algorithm we need to compute 480

normal forms to compute Tn while with our algorithm the number

of normal forms is decreased to 0.

We do not have explanations for all the benefits in practice of
our method. Especially why the computation of the LEX Gröbner
basis is speeded up for the “Eco” examples while the density of the
matrix is increased. This is probably due to a particular structure.
In general our method seems more efficient in practice. Actually,
for the moment we do not find any counterexample.
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