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Improving Gabor Noise

Ares Lagae, Sylvain Lefebvre, and Philip Daitr

Abstract— We have recently proposed a new procedural noise ad hoc method to choose this parameter with a more principled
function, Gabor noise, which offers a combination of properties one. As a third improvement, we present spatially varyinp@a
not found in existing noise functions. In this paper, we present pgise (section V). This improvement enables spatial vianaof
three significant improvements to Gabor noise: (1) an isotropic all noise parameters, a property not found in existing pace

kernel for Gabor noise, which speeds up isotropic Gabor noise ~ . functi This all fist t t tiaHwi
with a factor of roughly two, (2) an error analysis of Gabor noise, N0!S€ Tunctions. This allows an artist to create spatiadyying

which relates the kernel truncation radius to the relative error of ~Procedural textures. Indged, spatial variation of noisaupaters
the noise, and (3) spatially varying Gabor noise, which enables was shown to be useful in the context of non-procedural nuistho

spatial variation of all noise parameters. These improvements related to Gabor noise [van Wijk, 1991, Ware and Knight, 1995
make Gabor noise an even more attractive alternative for existig Holten et al., 2006].
noise functions. These three orthogonal improvements build upon and augment

Index Terms— procedural noise, sparse convolution noise, Ga- the strong theoretical foundation of Gabor noise, and make
bor noise, isotropic Gabor kernel, circular Gabor filter, Hankel ~Gabor noise an even more attractive alternative for exjstin
transform, circularly symmetric functions, Gabor noise error ngise functions. Although this paper focuses on procedwie
analysis, spatially varying Gabor noise for computer graphics, the family of methods that Gabor eois

belongs to is also relevant to visualization [van Wijk, 1p91
I. INTRODUCTION

Since its introduction by Perlin in 1985, procedural noises h Il. GABOR NOISE

become an essential component in computer graphics [Et e |, hig section, we briefly review Gabor noise [Lagae et al.,
2002]. Several noise functions have been proposed, for %®am;n0g94]. We focus on its procedural nature and spectral @ontr

Perlin noise [Perl_in, 2002], sparse convolution noise _[Isew the two properties most relevant to this paper. Since thiepa
1989], wavelet noise [Cook and DeRose, 2005] and anis@ropjyqresses improvements to Gabor noise, we assume the ieader
noise [Goldberg et al., 2008]. For a recent survey of promd”generally familiar with Gabor noise.

noise functions we refer the reader to Lagae et al.. Anisotropic Gabor noise is a sum of randomly weighted and
We have recently proposed a new procedural noise functigsositioned Gabor kernels,

sparse Gabor convolution noise, or, in sh@abor noise [Lagae

et al., 2009a] (section Il). Gabor noise has several intieiges K, Foawo (T,Y) = Zwi 9K, Fo,aw0 (T =iy —wi), (1)

properties: it is procedural, it offers significant spelctrantrol, ‘

it supports anisotropy, it can be mapped onto surfaces withowhere the magnitudé&’, the frequencyry, the bandwidth: and

using a parametrization, it can be filtered, and it is intévacThis the orientation, are the noise parametersis the Gabor kernel,

combination of properties is not found in existing noisedtions. 1w} aré the random weights, anflz;,y;)} are the random

In this paper, we present three significant improvements %%sulggin;ﬁ ;23 (;azbé) rclf)iriggl is the product of a radially sytiio

Gabor noise. As a first improvement, we present an isotropic

kerr?el for 'Gabor noise. (sec’Fion IIl). This improvement sheg 9K, Fo,aw0 (T, 1) =
up isotropic Gabor noise with a factor of roughly two. This
can result in significant savings of 3D rendering time. Irjee
in the 1990's it was informally observed that “90% of 3pWwhereK anda control the magnitude and width of the Gaussian,
rendering time is spent in shading, and 90% of that time isitspeé"d (F0,wo) is the frequency of the cosine. Anisotropic Gabor

computing Perlin noisé” To our knowledge, the-dimensional 12'S€ 1S the convolution of sparse white noise and the Gabor

: . . . kernel,
real and even isotropic or circularly symmetric Gabor kérne

we derive is not known in literature. Zhang et al. [2002] have

presented a circular Gabor filter in the context of rotafiorariant T Fo o (5 Y) = Zwié(“‘i*f” 9K Fo.awo | (79), ()
texture segmentation, but their filter is complex (that ishas - o .

an imaginary part), and is therefore not usable in the cd)nteXVh;re the _rat:;dom Wﬁ'gh@”ﬁf} aredqlst_gbu_ted accgrdl_ng to T‘
of Gabor noise. As a second improvement, we present an e _E om variablely” with a uniform distribution on the Interval

. . . o +1], and the random position$(z;,y;)} are distributed
analysis of Gabor noise (section 1V). This improvement tesda accordi]ng to a Poisson digtributioﬁ( wi%/h)}impulse densky

the kernel truncation radius, an important quality paremef Because sparse white noise has a constant power spectreim, th
Gabor noise, to the relative error of the noise, and repléites power spectrum of anisotropic Gabor noise is a scaled verio

the power spectrum of the Gabor kernel. The Gabor kernelan th
Ares Lagae is with the Katholieke Universiteit Leuven andMBS/INRIA  frequency domain is a pair of Gaussians,
Sophia-Antipolis.

K exp[—7ra2 (552 + y2)] cos[2mFy(z coswo + ysinwo)], (2)

Sylvain Lefebvre is with REVES/INRIA Sophia-Antipolis anéL- _

ICE/INRIA Nancy. %(’FO’“W(J[’“ fu) =
Philip Dutré is with the Katholieke Universiteit Leuven. 0 {_1 +F . 2 + Fosi 2 } 4
lindustry lore, as relayed by J.P. Lewis 2q2 TPV 2 [(fx 0 coswo)” + (fy o sin.wo) } @)
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whereK anda control the magnitude and width of the Gaussian§,G (f-) in the frequency domain. We summatrize their relations
and (Fp,wp) and its symmetrical counterpart are the locations &S

the Gaussians. Because the power spectrum of anisotropiorGa spatial domain frequency domain
Eoiselist,ha scaled tveI;Ssi(;?n of th(;:- po(\j/yer tTpeCtTn} tohf the Gabor "ga (r) Py "Ge (fr)
n TLH n )
ernel, the parameters, Fp, a andwy directly control the power ngm (r) Py "G (/)
spectrum of the noise. 7

L [2Ge*1GH] (fr) = TG (f,)

Isotropic Gabor noise is a sum of randomly weighted, posi}lg(r) =196 (1) Tgm (r) ©

tioned and oriented Gabor kernels, oy _
where<= denotes an ordei-Hankel transform pair.

nic.ry.a(z,y) = Zwi grc Fya(Wois T — iy y — i), (5) The Gaussian is a Gaussian in both the spatial domain and the
. frequency domain. We define the Gaussian in the spatial dgmai

) _ Tgc (r), as the circularly symmetric Gaussian,

where the magnitudés, the frequencyFy and the bandwidth 5 5

a are the noise parameters, and the random orientatiops} T9c (r)=Ke ™", @)

are distributed according to a random variaflevith a uniform where K and a are the magni[ude and width of the Gaussian.

distribution on the intervalo, 27). Similar to anisotropic Gabor The Gaussian in the spatial domain is illustrated in figueg aad

noise, the parameter&, Fy and a directly control the power in figure 2(a). We obtain the Gaussian in the frequency domain

spectrum of the noise. 7Ga (fr), as the ordefr Hankel transform off g¢ (r),
The procedural evaluation of Gabor noise is similar to tfat o 7G¢ () = "H [T 9c (7)]

Lewis’ [1989] sparse convolution noise and Worley’s [19@6]- o o0 a2 1,

lular texture basis function. Gabor noise is evaluated gutacally T /0 Ke Syny @mfrr)r2Tdr

by truncating the Gabor kernel and introducing a grid withel ¢ [g o

size equal to the radius of the truncated kernel. This wstri = e azlr,

. . . .. . am™
the evaluation of the noise to the grid cell containing thenpo where J,, is the ordern Bessel function of the first kind. The

of evaluation and the eight neighboring grid cells. The Gab A N S
kemels in each cell are generated on-the-fly using a pseug%aUSSIan in the frequency domain is illustrated in figure &

in figure 2(b).
random number generator. The harmonic is typically defined as an impulse in the fre-

Next to its procedural nature and spectral control, Gab@eno quency domain, located at the principal frequengy, of the
has several other interesting properties for computerhgeapit Gabor kernel. We therefore define the harmonic in the frequen
supports anisotropy, it can be mapped onto surfaces witiging domain,7G  (fr), as a circularly symmetric impulse,

a parametrization, it can be filtered, and it is interactivkis is 1Gu (fr) =6(fr — Fo), 9)
the major difference between Gabor noise and related mgtinod . . .
computer graphics, such as sparse convolution noise, datede where Fy is the frequency of the harmonic. The harmonic in the
2 N ) - frequency domain is illustrated in figure 1(d) and in figurd)2(
methods in visualization, such as spot noise [van Wik, 199k, obtain the harmonic in the spatial domafy; (r), as the

3

(8)

Ware and Knight, 1995]. ordern Hankel transform of Gy (f),
19u (r) ="H[1Gu (f)]
I1l. AN ISOTROPICKERNEL FORGABOR NOISE _ 27 °° in
= 7“%"71 /0 8 (fr — Fo) J%n—l (27”"f’r‘) 7 dfr (10)
Isotropic Gabor noise is defined using an anisotropic Gabor o in
kernel (see equation 5). In this section, we show that ipatro = T%ﬁ%n_l (2mFor) Fg .

Gabor noise can also_ be defined using an isotropic Gaborlkernﬁ\.he harmonic in the spatial domain is illustrated in figure)1(
and that the isotropic kernel has several advantages oeer th

. . . - and in figure 2(c).
anisotropic kernel. Most importantly, we show that isoteop ~ \e obtain then-dimensional isotropic Gabor kernel in the

noise using the isotropic kernel is roughly two times fastemn  spatial domain,?g (r), as the multiplication offg¢ () and
isotropic noise using the anisotropic kernel. Tam (r),
We assume that the reader is familiar with circularly symiuet

functions (see appendix I), more specifically, with hypaesjcal 19(r) = iga (r)ign (r)

1y
coordinates (see appendix I-A), the integration (see afipdn — e T 27T;F02 Ji, ., (2nFor). (11)
B) and convolution (see appendix I-C) of circularly symrwetr rzn-l 2
functions, and the Hankel transform (see appendix I-D). The kernel in the spatial domain is illustrated in figure 1(e)

and in figure 2(e). We obtain the-dimensional isotropic Gabor

kernel in the frequency domaif},G (fr), as the convolution of
A. The Isotropic Gabor Kernel 7Ga (fr) and? Gy (fr). We simplify the convolution of isotropic

or circularly symmetric functions by exploiting their syretry

We define then-dimensional isotropic Gabor kernel similar(see appendix I-C). First, we convolfasc; (f) and *Gyr (fr)
in spirit as other kinds of Gabor kernels: using a Gaussiah afjsing this simplification,

a harmonic, which are related by multiplication in the sgplati,, " "
domain, and by convolution in the frequency domain. We ugé” (fr) = [1Ga * 1G] (fr)

the Hankel transform (see appendix I-D), which is the methiod orltzt oo K (24002 95 ¢ cos
choice for working with Fourier transforms of isotropic drou- = @/ / 6 (fr — Fo) e (P4 £ 220y cos fy)
larly symmetric functions. We denote thedimensional isotropic 2 f1=0Jf4=0

Gabor kernel, Gaussian, and harmonictagr), 7g¢ (r), and £ sin™ 2 fudfldf,,

Tgm (r) in the spatial domain, and &5 (f), 7G¢ (fr), and (12)



SUBMITTED TO IEEE TRANSACTIONS ON VISUALIZATION & COMPUTER GRAPHIS

Gaussian,Spatl Dol

[p——
VA X p— o ™~ o) —
/\ N\
[
““\‘ \\ ‘/‘\ \\‘
/ \ / \
/ _/ N

(a) Gaussian, spat. dom. (b) Gaussian, freq. dom.

O
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(e) Kernel, spatial domain. (f) Kernel, frequency domain. (e) Kernel, spat. dom.

(f) Kernel, freq. dom.

Fig. 1.  The isotropic Gabor kernel. (a) Gaussian, spatiahaln. (b) Fig. 2. The 2D isotropic Gabor kernel. (a) Gaussian, spalihain. (b)
Gaussian, frequency domain. (c) Harmonic, spatial domainH@monic, Gaussian, frequency domain. (c) Harmonic, spatial domainHg@hmonic,
frequency domain. (e) Kernel, spatial domain. (f) Kernelgirency domain. frequency domain. (e) Kernel, spatial domain. (f) Kernelgérency domain.

whereT is the Gamma function. Then, we integrate oyér We provide equations for working with one-, two-, three- and
Next, we simplify the convolution using the integral four-dimensional isotropic Gabor noise using the isozapabor
™ " " . n+1 kernel (see appendix Il), including the isotropic Gabornier

/ sin” 0 e " df = 22 /mx” 2 In (I)F( 5 ) » (13) in the spatial domain (see appendix II-A) and in the freqyenc
0 domain (see appendix 1I-B), the integral of the isotropich@a

where I, is the order modified Bessel function of the first kgrnel squared (see appendix 1I-C), the envelope of thedisiat

kind. Finally, we obtain Gabor kernel (see appendix 1I-D), and the radius of the &ttt

in isotropic Gabor kernel (see appendix II-E).
16 () = ZELC SR Urer)y, (%50 fr> (14)
a2fr§n_1 ’ a
. L L C. Implementation, Results and Comparison
The kernel in the frequency domain is illustrated in figur® 1( ) . . ) . o
and in figure 2(f). We have implemented isotropic Gabor noise using the isitrop

Gabor kernel, and we have verified most equations experimen-
tally. We evaluate the Bessel functions using code based on
B. Isotropic Gabor Noise using the Isotropic Gabor Kernel Press et al. [2002, 6.5, 6.6] (polynomial approximatiore also

We define n-dimensional isotropic Gabor noise using thevailable in Abramowitz and Stegun [1972, 9.4,9.8]), and th

isotropic Gabor kernel similar to anisotropic (see equefipand | ambert-W function (see appendix II-E) using code based on
:(sotroFK: (see equation 5) Gabor noise using the anis@®pbor Keith [2009]. We verify the noise by comparing the estimaied
ernel,

expected power spectrum and the actual and expected iytensi

n _ n Y — 2 distribution [Lagae et al., 2009b].

(@) = zi:wl 9 (\/(xl Zin)" oo (@0 = Bin) ) " We illustrate one-, two- and three-dimensional isotropabGr
(15) noise using the isotropic Gabor kernel in figure 3, figure 4

Note that, in contrast to the anisotropic kernel, the iquitro and figure 5. Note the similarity between isotropic noisengsi
kernel does not need to be randomly oriented. The variance;p§

th o isotropic kernel and isotropic noise using the anigitro
€ NoIS€ on 1S kernel [Lagae et al., 2009a, figure 4]. Also note how closely
n 2 2 ® 9 nei the estimated and expected power spectrum and the actual and
1o = AE[W7] S, /r:O 19" (r)r" dr. (16) expected intensity distribution match.
The power spectrum of the noi€es,,,, is We have found that isotropic noise using the isotropic Kerne
nn

is significantly faster than isotropic noise using the aingguc
7Snn (fr) = AE [WQ] [7G (f)]7. (17) kernel. This is because of two reasons. First, the isotrkginel
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(b) Intensity distribution
and expected).

(a) Noise. (histogram

(c) Fourier transform (mag- (d) Power spectrum esti-(e) Expected power spec-
nitude). mate. trum.

(f) Radial power spectrum (estimate
and expected).

Fig. 4. 2D isotropic Gabor noise using the isotropic keriia). Noise. (b)
Actual and expected intensity distribution. (c) Fouriemsform (magnitude).
(d) Estimated power spectrum. (e) Expected power spectruntstfijnated
and expected radial power spectrum.

(b) Intensity distribution (histogram
and expected).

i
th\ r”““\"h )

J \ \

o e am

(d) Power spectrum (estimate and ex-
pected).

(c) Fourier transform (magnitude).

Fig. 3. 1D isotropic Gabor noise using the isotropic keriia). Noise. (b)
Actual and expected intensity distribution. (c) Fouriemsform (magnitude).
(d) Estimated and expected power spectrum.

(a) Noise. (b) Intensity distribution (histogram

and expected).

(c) Fourier transform (mag- (d) Power spectrum esti-(e) Expected power spec-

nitude). mate. trum.
L/ N/ \
(f) Radial power spectrum (estimate
and expected).
Fig. 5. 3D isotropic Gabor noise using the isotropic keriia). Noise. (b)

Actual and expected intensity distribution. (c) Fouriemisform (magnitude).
(d) Estimated power spectrum. (e) Expected power spectruntstfinated
and expected radial power spectrum.

(a) Envelope of the harmonic. (b) Envelope of the kernel.

Fig. 6. The envelope of the isotropic Gabor kernel. (a) Eopelof the
harmonic. (b) Envelope of the kernel.

is more compact than the anisotropic kernel (see figure @) a
figure 6). This results in a lower number of impulses per Kefore
the same impulse density, which in turn results in a shonee t
to evaluate the noise, since this time is directly propasido the
number of impulses. Second, in contrast to the anisotrogrioek,
the isotropic kernel does not need to be randomly oriented (s
equation 5 and equation 15). This avoids the generatiomalfonza
orientations, which also results in a shorter time to eveluhe
noise. For example, for two-dimensional isotropic noisehwi
parametersk = 0.709645, a = 0.0443528 and Fj 0.0625,
where the kernel was truncated®% of its maximum value, the
radius of the kernel i22.0169 for the anisotropic kernel, but only
15.6741 for the isotropic kernel, a reduction 0§.8086%, and for
an impulse density ok = 0.0414605, the number of impulses per
kernel is63.1386 for the anisotropic kernel, but only2 for the
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(a) Perlin noise. (b) Wavelet noise. (c) Gabor noise,
anisotropic kernel.

Fig. 7. A comparison of visual quality of different noise ftioos. (a)
Perlin noise. (b) Wavelet noise. (c) Gabor noise using tb&apic kernel.
Note that Perlin noise, and to a lesser degree also waveist,faoth exhibit
an undesired axis-aligned anisotropy.

(a) Wavelet noise.

(b) Gabor noise, isotropic kernel.

Fig. 8. A comparison of filtering quality of different noiserfttions. (a)
Wavelet noise. (b) Gabor noise using the isotropic kernachEsubfigure
shows a tilted plane with unfiltered noise on the left half &lidred noise on
the right half. Note that Gabor noise is better than wavedétenat preserving
detail at high spatial frequencies in the far distance. $&lealso refer to
video 1.

isotropic kernel, a reduction 0f9.3179%. The time to evaluate
the noise using our CPU implementation 491625 s for the
anisotropic kernel, but only.64481 s for the isotropic kernel, a
speedup oB.50257 (512 x 512, Intel(R) Xeon(R) CPU 5160 at
3.00GHz). With similar parameter settings, the perforneant
the noise using our GPU implementation7is FPS (frames per
second) for the anisotropic kernel, ahtt FPS for the isotropic
kernel, a speedup df87 (512 x 512, NVIDIA Quadro FX 5800

on the parameter settings and the approximations used in the
implementation. With similar parameter settings as abdake,
performance of Gabor noise isi4 FPS, and255 FPS for half
the number of impulses per kernel. When approximating the
Poisson distribution by its mean, the performancelds FPS
and 357 FPS. The filtering quality of wavelet noise and Gabor
noise is illustrated in figure 8 and in video 1. We filter wavele
noise by deriving a filtering weight by evaluating the filtegi
Gaussian in the frequency domain at the principal frequentye
noise. We filter Gabor noise by deriving new kernel paranseter

Fy anda by multiplying the filtering Gaussian in the frequency
domain with a Gaussian approximation of the isotropic kerne
in the frequency domain. In both cases, the anisotropiaifitje
Gaussian in the frequency domain is approximated with an
isotropic one. Gabor noise enables a better filtering quétian
wavelet noise since Gabor noise is better than wavelet ratise
preserving detail at high spatial frequencies in the fatadice.
This is clearly visible in video 1. This is because waveleisao
only allows to apply a single filtering weighi to an entire noise
octave, while Gabor noise allows to adapt the frequefiand
bandwidtha of individual kernels. We have not included Perlin
noise in this comparison, since Cook and DeRose [2005, fitjure
already showed that it is worse than wavelet noise in terms of
filtering quality, and because filtering Perlin noise in anpipled
way is difficult since Perlin noise is not band-pass. We would
like to note that there are many other criteria that could s
taken into account in a comparison [Lagae et al.], which migh
or might not be relevant depending on the application.

Our results and comparison show that isotropic Gabor noise
using the isotropic Gabor kernel should be used whenever an
isotropic noise function is required with a higher qualityan
Perlin noise and wavelet noise and a lower cost than isatropi
Gabor noise using the anisotropic Gabor kernel.

IV. AN ERRORANALYSIS OF GABOR NOISE

The procedural evaluation of Gabor noise requires that the
Gabor kernel is truncated. This is typically done at a radibsre
the envelope of the kernel reaches a sufficiently small ydtre
example5% of its maximum value [Lagae et al., 2009a, 4] [Lagae
et al., 2009b, 1]. However, this is an ad hoc approach, since
truncating the kernel introduces an error in the noise, &gl t
error is not quantified. In this section, we quantify the efffef
truncating the Gabor kernel, and we present a more prirtiple

GPU). We have found that the speedup is roughly independenta?)proach to truncate the Gabor kernel.

the noise parameters. The speedup for three- and four-dioreai
isotropic noise should be even larger, since the isotropimieéd
gets more compact with increasing dimension (see figureah(@)

A. Relation of Kernel Truncation Radius to Noise Error

figure 6), and the number of random orientations that has to beWe relate the noise error resulting from truncating the Gabo

sampled gets larger with increasing dimension (see app&#di

kernel g to the truncation radius;. In this analysis, we use the

We have compared isotropic Gabor noise using the isotrogicdimensional isotropic Gabor kernel (see section Ill), the

kernel with Perlin noise [Perlin, 2002] and wavelet nois®d¢&

and DeRose, 2005], two other isotropic noise functions. The

visual quality of these noise functions is illustrated inufig 7.

Perlin noise, and to a lesser degree also wavelet noise, both

exhibit an undesired axis-aligned anisotropy, which is tie

analysis is also valid for other kernels, such as the amipimr
Gabor kernel. We define a truncated Gabor kegpelwhere

ge(r) = { 9(07‘) 0 ij‘éf r ’ (18)

and an error kernehg, where

case for Gabor noise (also see [Lagae et al.]). We have mezhsur
the performance of these noise functions using our GPU imple Ag(r) = { 0 O0=m<r (19)

mentations. The performance of Perlin noise3$88 FPS, and
that of wavelet noise i§30 FPS 612 x 512, NVIDIA Quadro

g(r) re >

Note thatg(r) = g:(r) + Ag(r). We obtain the noise errakn

FX 5800 GPU). The performance of Gabor noise is dependédnt subtracting the noise using the truncated kernefrom the
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noise using the untruncated kernel

An(z1,...,2n) =n(T1,...,Tn) — Nt (T1,...,Tn)
— ZwiAg (\/(xl —z1)2+ ...+ (0 — xm)z) .
l (20)

Our key insight is that the noise errén is, similar to Gabor T i v ; P
noise, a random pulse process [Lagae et al., 2009a, 2.2] [vam.m .]-]l
Etten, 2005, 8] [Papoulis and Pillai, 2002, 10.2]. The vac@

P =AW 5, [ A ey  IHINRCET D]
0

(a) High relative error. (b) Low relative error.

We define the root mean square error and the relative ermogusi
the variancesr2 and 0%, of the noise and the noise error. WeFig. 9. An error analysis of 1D isotropic Gabor noise. (a)3$¢owith a high
define the root mean square eregy, s as the square root of the relative error ¢ = 25%). (b) Noise with a low relative errore(= 1%). Each

variance of the noise error, subfigure shows a graph and three images. The graph showsifieeusing
the untruncated kernehj (reference implementation), the noise using the
CRMS = /o2 . (22) truncated kernelr{;) (procedural implementation), the noise errdxr(), the
An actual root mean square noise error, and the estimated rootsgeare noise

We define the relative erraras the root mean square eregfy; s error erars). The three images show the noise using the untruncatedlkerne
over the root mean square amplitud@ (n), the noise using the truncated kernel), and the noise errorXn).
ns

s _ [IEAFOd _ [ iimd
Vo2 fooo g2 (r)dr fooo g2 (r)dr’ (23)

Note that the relative errar only depends on the kerngland
the truncation radius;, and not on the parameters of the sparg
white noise\ andW. Our analysis allows to determine the relativ¢
noise error for a given kernel truncation radius, but al$éonal to
determine the kernel truncation radius for a given relatver,
by solving equation 23 for;. The usage of relative error in this
context is motivated by Weber’'s Law [Blackwell, 1972]. Tligs
a much more principled approach than truncating the kertneha
arbitrarily chosen value.

B. Implementation, Results and Discussion

fied the equations experimentally. For most kernels, a didsem - _
expression forf0°° g° (r) dr is available (see appendix II-C), but (b) Low relative error.

a closed-form expression quo” g2 (r) dr is not. Therefore, we Fo 10, A Weis of 2D i « Gab ise. (aiskowith
: ; ; ; ig. 10. n error analysis o isotropic Gabor noise. (a)isdowitl
generally solve equation 23 fog numerically, using bracketing a high relative error { = 25%). (b) Noise with a low relative error

and bisection [Press et al., 2092: 9.1], the closed-formessgion (. — 1%). Each subfigure shows the noise using the untruncated Ikerne
to evaluatefooo g% (r) dr, and Simpson’s rule [Press et al., 2002(n) (reference implementation), the noise using the truncateek ()

4.2] to evaluatef;" g2 (r) dr. Note that for isotropic noise using (Procedural implementation), and the noise erdnj.
the isotropic kernel, all integrals are one-dimensional.

We illustrate the error analysis of one-dimensional iguitto lot the relat he k | radius f ~sional
noise using the isotropic kernel in figure 9. Note how cloghby POtt ere a'flve error versust. € kernel radjus for two siona
sotropic noise using the anisotropic and the isotropic&km

actual and expected root mean square error match. We ziitastn’f_ 12. This fi h hat for th 4 k |
the error analysis of two-dimensional isotropic noise gsihe igure 12. This Tigure shows that for the same truncated kemne

isotropic kernel in figure 10. We plot the relative error wershe radius, the relative error is always smaller for the isatdgrnel
kernel radius for one-, two-, three- and four-dimensiosatropic than for the anisotropic kernel, and for the same relativerer

noise using the isotropic kernel in figure 11. Note that thatiee the isqtropic .kernel is always smaller and therefore fatian
error quickly decreases with increasing kernel truncatamtius. the an'SO'FFODIC kerrjel. .

We now revisit the example of subsection I1I-C. When trun- We believe that in general equatlpn 23 shogld be used rather
cating the kernel using a relative error 2%, the radius of the than the ad hoc approach to determlng the radius of the treahca
kernel is25.25 for the anisotropic kernel, but on30.8984 for the kernel, except for reasons _Of corr_1putat|onal EXpense, fa_lfn_pje
isotropic kernel, a reduction afr.2341%, the number of impulses in the case of spatially varying noise (see section V), opéitty.
per kernel is46.7139 for the anisotropic kernel, but onig2 for
the isotropic kernel, a reduction of1.498%, and the time to V. SPATIALLY VARYING GABOR NOISE
evaluate the noise using our CPU implementatior2. 428 s The procedural evaluation of Gabor noise introduces a gitid w
for the anisotropic kernel, but only.02537 s for the isotropic a cell size equal to the radius of the truncated kernel [Laga.,
kernel, a speedup af.44233. We generalize this example and2009a, 4]. This restricts the evaluation of the noise to tfie cell



SUBMITTED TO IEEE TRANSACTIONS ON VISUALIZATION & COMPUTER GRAPHIS 7

;“ — = / . . . . J g -::\.-. ° 1. .'/ °

yyyyyyyyyyyyyyyyyyyyyy 0

a) Relative error vs. kernel radius. b) Kernel radius vs. relative error.
@ ®) (a) grids (b) =0 (€) a=0.25

Fig. 11. Relative error versus kernel radius for isotrop@@r noise using
the isotropic kernel. (a) Relative error versus kerneluad{b) Kernel radius
versus relative error.

g (d) a = 0.50 () o =0.75 Ha=1

PE— . " . J Fig. 13. The hierarchy of grids used in spatially varying Gatoise. (a) The
******************** = grids at levely (red) andl; (blue). (b-f) The weighted combined impulses of
(a) Relative error vs. kernel radius.  (b) Kernel radius vs. relative error. both grids for different kernel radii. Note that the red geidisappear faster
than the blue points appear.
Fig. 12. Relative error versus kernel radius for 2D isotro@iabor noise
using the anisotropic and the isotropic kernel (a) Relagirer versus kernel ]
radius. (b) Kernel radius versus relative error. \

containing the point of evaluation and the eight neighlmgnid .
cells. However, this also prohibits spatial variation oé thoise
parameters, since the kernel radius, and therefore thesizel| )
is in general dependent on these parameters. In this seet®n
present a procedural evaluation of Gabor noise that enabiss
with spatially varying parameters.

Fig. 14. The weighting functions used in spatially varyingh®r noise.

A. Procedural Evaluation of Gabor Noise with Spatially Varying  with different impulse densities, and not to obtain a noisthw
Parameters interpolated parameters. Interpolating between two Soisih

Evaluating Gabor noise using a single grid is optimal for fequenciesty and F; (for example two octaves of Perlin noise)
single kernel radius corresponding to a fixed set of noisapar cannot produce a noise with an intermediate frequencgue to
eters. In order to handle arbitrary kernel radii, corresfdog to the linearity of the Fourier transform, while interpolagihetween
arbitrary or noise parameters, we use a hierarchy of griligrev tyo noises that already have frequeniyobviously can.

o cll iz of consecute g1 e by & faco of IMOVe oy oous easors, we require thaf0) ~ 1, that (1)
This implies that the grid at levélis optimal for a kernel radius 0, and thatwyg is monotonically decreasmg,_ and S|m|Ia_rIy that
r, = 2!. We have observed that, for different noise parameters, 4#(0) = 0, thatwi(1) = 1, and thatw; is monotonically
equal noise quality is obtained by maintaining a constantver ~increasing. However, several choices fo§ and w; remain. A
of impulsesN per kernel area. Therefore, we associate the grid gimple option is to chooseg(a) = 1 —w(a) andw; (a) = w(a),
level [ with an impulse density ok, = N/zr7. When evaluating where w(«) is the linear weighting functionv(a) = « or the
the noise using an arbitrary kernel radiyswve use the two grids cubic weighting functionw(a) = 3a% — 20°. However, the

W'm lkernﬁl rfdili ro and Tld ltha_t lbraclfe}r. Thh‘?sﬁ ari the grids resulting weighting functions do not result in visually @sing
with level lo = [logy 7] andly =lp + 1, for which rg < r <71. * yansitions. This is illustrated in video 2. The weightingné-

We parametrize the radiusin terms ofrg andry by introducing .. . . . .
a parameterr in [0,1) such thatr = (1 — a)ro + ari. When tions can be determined by imposing additional constraifds

evaluating the noise, we combine the impulses of both grids Bxample, imposing the constraint that the power spectrum of

weighing the contribution due to each grid, both sides of equation 24 is the same leadsv§do)(1 + o) +
w1 (a)(14a)/2 = 1. We have noticed that the visually unpleasing
n(z,y) =wo() Z wig9(& = i, Y = Yio) transitions are caused by the fact that the two grids haviieaetit
* (24) impulse density. The number of impulses per kernel akga
+wi(e) Y wi g(z — i,y — Yir)s due to the grid with levely equals Ny = (1 + «)?N, while
1

the number of impulses per kernel ar&a due to the grid with
where the first and second term correspond to the grid wikkvel I; equalsN; = Ny/4. Therefore, we impose the constraint
level o and l;, and wy and wy are weighting functions. This that the weighted number of impulses per kernel area remains
is illustrated in figure 13. It is important to note that th&sa constant, more specifically such thag(a)Ny + wi(a)Ny = N
linear combination of two noises with the same parameterd, aor equivalently such thabg(a)(1 4 a)? + w1 (a)(1 + «)?/4 = 1.
that the goal of the interpolation is to transition betweeilsy We now choosevy(e)(1+a)? = 1—w(e) andw; (o) (1+)?/4 =
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Fig. 15. Spatially varying 2D Gabor noise. The noise pararaetary from K = 0.7096, Fy = 0.03125 anda = 0.02218 at the left to KX = 0.7096,
Fp = 0.25 anda = 0.1774 at the right. The value of is visualized at the bottom of the image. Note that this imagmsgour grid levels.

w(a), wherew(a) is a weighting function. The simplest option VI. CONCLUSION
for w(«) is the linear weighting functiom(a) = «, which also
satisfies the power spectrum constraint, and which resultkd
weighting functions

In this paper, we have presented three significant impronene
to Gabor noise: an isotropic kernel for Gabor noise, whictesis
up isotropic Gabor noise with a factor of roughly two, an erro
analysis of Gabor noise, which relates the kernel trunoagdius

11—«
wo (o) = (ta2 (25)  to the relative error of the noise, and spatially varying @ab
4o noise, which enables spatial variation of all parametetsesé
wi(a) = A+a2 (26) improvements build upon and augment the strong theoretical

foundation of Gabor noise, and make Gabor noise an even more
This is illustrated in figure 14. These weighting functioesult attractive alternative for existing noise functions.
in visually pleasing transitions. This is illustrated irdeb 2.
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coordinatesgs, ..., ¢,_1, where

T1 = T COS P1

APPENDIX I To = 7 8in @1 cos ¢a
CIRCULARLY SYMMETRIC FUNCTIONS
: ) (27)
In this section we cover circularly symmetric functions. We Tp—1 =7sing; ... sing,_2cosPpn_1
review hyperspherical coordinates (subsection I-A) arel itk Ty, =T SINQ1 ... SiNPp_28iNPp_1

tegration of circularly symmetric functions (subsectioB)| we
simplify the convolution of circularly symmetric functien(sub-  wherer € [0,00), ¢1...¢,—2 € [0,7) and ¢, € [0,27). The
section I-C), and we review the Hankel transform (subsactio corresponding volume element is
D).
P lsin™ 2 gy sin™ P gy ... Sindn_odrddy ... dpn_1. (28)

A. Hyperspherical Coordinates

The hyperspherical coordinate system, the generalizaifon
two-dimensional polar coordinates and three-dimensisphkeri- B. Integration of Circularly Symmetric Functions
cal coordinates, is a natural coordinate system for workwith
circularly symmetric functions. The hyperspherical cooaties The integration of circularly symmetric functions can begii-
of a point in n-dimensional space with Cartesian coordinatefged by exploiting their symmetry. When a functigris circularly
(z1,...,zn) consist of a radial coordinate, andn — 1 angular symmetric inn dimensions, then the integral gfoverR" reduces
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to a one-dimensional integral, where J,, is the ordern Bessel function of the first kind.
oo oo The Hankel transform is strictly reuprocal An orderHankel
/ / f(x1,...,zn)dzy ... day transform pair is denoted ag(r) LN F (fr). Forn =1, the
Fr=eo Fn=meo - Hankel transform corresponds to the Fourier transformgesin
=S, f(r)r"tdr, (29) Ccircularly symmetric functions are real and even, armgz (z) =
r=0 (2/7rx)1/2 sinz andJ_; 5 (z) = (2/7r93)1/2 cos .
wheresS,, is the hyper-surface area of ansphere of unit radius,
S, — Pkl (30) APPENDIXII
r(z)’ EQUATIONS FORISOTROPICGABOR NOISE USING THE
whereT is the Gamma function. ISOTROPICGABOR KERNEL
In this section, we provide equations for working with one-
C. Cornvolution of Circularly Symmetric Functions , two-, three- and four-dimensional isotropic Gabor noiseg

We simplify the convolution of circularly symmetric funotis the isotropic Gabor kernel. We provide equations for thé&agic
by exploiting their symmetry. First, we formulate the colwimn Gabor kernel in the spatial domain (subsection 1I-A) andhie t
of two n-dimensional circularly symmetric functions and g  frequency domain (subsection II-B), the integral of thetrispic
using hyperspherical coordinates (see subsection I-A) as Gabor kernel squared (subsection 1I-C), the envelope of the
2r isotropic Gabor kernel (subsection 1I-D), and the radiusthef
[fxg](r / 0// Y /, O/ Y truncated isotropic Gabor kernel (subsection II-E).

nl

F()g(R ) . . . .
A. The Isotropic Gabor Kernel in the Spatial Domain

sin" 2 ¢ sin™” 3 5 .. .sin @l _o . . . o
dr' do 4o 31 We obtain the one-, two-, three- and four-dimensional cquotr
rdgy ... dgn_1, (31) Gabor kernel in the spatial domain from equation 11, keepitay
whereR? = r21+/2 _ 211/ cos ¢, We set the angular coordinatesaccount that that, j, (x) = (2/7z)'/*sinz and J_, 5 () =

¢} ...¢,,_1 to zero in the expression fdt?, since all functions (2/7z)"/? cosz. The one-, two-, three- and four-dimensional
are circularly symmetric, leaving only the angular cooad@w). isotropic Gabor kernel in the spatial domain is
Next, we simplify the convolution using the integral

. (1) b (r) = Ke ™" 208 (2nFor), (35)
sn _ 2
/0 sin” 00 = Vs (=£2)’ (32) 29(r) = Ke ™" 2nFy Jo (2 For) (36)
—ma?r? 2Fy .
whereT is the Gamma function. Finally, we obtain 79(r) = Ke =2 sin (21 For) (37
Cra2r? o F?
[f % g] (r) = 27Tn 21 / / R) " 'sin" % pdr’ do, 19(r) = Ke T (2 For) (38)
r'=0J ¢$=0

(33)  We illustrate the isotropic Gabor kernel in the spatial doma
with R? = 7% + /2 — 211/ cos¢. For n = 2, equation 33 figure 1(e) and in figure 2(e).
corresponds to the equation given in Bracewell [2000, taBI8].

B. The Isotropic Gabor Kernel in the Frequency Domain

We obtain the one-, two-, three- and four-dimensional cqotr
Gabor kernel in the frequency domain from equation 14, keep-

D. The Hankd Transform

The Hankel transform [Bracewell, 2000, 13] [Bracewell, 200
9] is the method of choice for working with Fourier transfmmmg into account thatl, 5 (z) — (272)~ 1/2( T _¢=") and
of circularly symmetric functions. 1/2%

RO o . 115 (x) = (2m2)""/? (€ + €7). The one-, two-, three- and
When a functionf is circularly symmetric inn d|menS|ons, four-dimensional isotropic Gabor kernel in the frequenoyndin

that is, whenf (z1,...,x,) = f(r), wherer? = 27 + . is

22, then F, the n- drmensronal Fourier transform of, is also

circularly symmetric, that iSF (fz, ..., fz,) = F(f-), where LG (f) = K (eiznfr*Fo)? +e%§<fr+F0)2) , (39)
f2=f2 +...+ f2 . The relation between the one-dimensional 2“ KE ara. o I

functions f (r) and F (/) is given by the Hankel transform of 2G(fr) = %e?}(”*%)[ ( WQOfT) , (40)
order n. More specifically, ther-dimensional Fourier transform “ “

of f(z1,...,zn) is given by the order Hankel transform G (fr) = KF (e%;(fr'*f‘“o)2 _eiz"(fr“’ﬁ)g), (41)
of f(r), that is, "F[f (z1,...,2n)] = "H[f (). Note that, afr

somewhat counterintuitively, the-dimensional Fourier transform 1G(fr) = 2”§F0 (7R (2”50 fr) . (42)
of f(zx1,...,zn) is not equal to the one-dimensional Fourier a’fr a

transform off (r), that is,” F [f (z1,...,zn)] # ' F [f (r)]. We illustrate the isotropic Gabor kernel in the frequencyndin

The Hankel transform, also called the Fourier-Bessel foams iy, figure 1(f) and in figure 2(f).
is a one-dimensional integral transform with a Bessel fionct

kernel. The Hankel transform of orderis
C. The Integral of the Isotropic Gabor Kernel Sguared

"Hf () = o [t s enpydar ore o oo e
We obtain the integral of the isotropic Gabor kernel squared
(34) Dby integrating the Gabor kernel squared in the spatial dorogi

- nl
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in the frequency domain. The integral of the one-, two-, ¢hre
and four-dimensional isotropic Gabor kernel squared is .
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e 2K?2 _ 2nFy
2/ }gg (r)dr = V2 <1+e a2 ) (43)
r=0 a
> 2r’K°Fy 18 Fg
271'/ ?gz (r)rdr = W72Oe 7010 <7T 20) (44)
r=0 a a
> 221 K*F§ ELT
47r/ ?gQ (r) r2dr = M <1 e a? ) (45)
r=0 a
oo 3727104 pp2 2
2772/ Z}92 (r)yrdr = 2 f; E A <7T[f;0 ) . (46) llpeople.cs.kuleuven.be/"ares.lagae/
r=0

D. The Envelope of the Isotropic Gabor Kernel

We define the envelope of the isotropic Gabor kernel as t|
product of the Gaussian with the envelope of the harmonie. T
envelope otos (z) andsin (z) is 1, and the envelope ofy, (z) is

1/2
My, (z) = (J% () + Y2 (z)) , whereY,, is the ordem Bessel
function of the second kind. The envelope of the one-, tWwoed-
and four-dimensional isotropic Gabor kernel is

2.2

198 (r) = Ke ™" 2, (47)
—ra2r? data-structures. More
9 (r) = Ke 2mFo Mo (27 For) (48)  Jjwww.loria.fr/"slefebvr
—ma’r? 2F
795 (r) = Ke ™7 =2, (49)
_ra2s2 2TF}
t9m (r) = Ke o 77; O My (27 For). (50)

The envelope of the isotropic Gabor kernel is illustrated in
figure 6.

E. The Radius of the Truncated |sotropic Gabor Kernel

We obtain the radius of the truncated isotropic Gabor kdogel
solving the envelope of the isotropic Gabor kernel for thdius,
and evaluating the result for a specific value of the enveldpe
envelope of the one-dimensional isotropic Gabor kernelesbl
for the radius is

(61)

We solve the envelope of the two-dimensional isotropic Gabo
kernel for the radius by approximating/,, (z) by My, (z) =~

(2/7z)"/2, using the asymptotic expansions for large arguments
[Abramowitz and Stegun, 1972, 9.2.1,9.2.2]. The enveldpbe®
two-dimensional isotropic Gabor kernel solved for the uadis

oL (KRR
2\/ma x* ’

where W is the Lambert W-function, that is, the inverse of
f(W) = we'. The envelope of the three-dimensional isotropic
Gabor kernel solved for the radius is

ﬂw(

(52)

8rK2FZa?

3 2
19E

~
~

2v/7a (3)

The envelope of the four-dimensional isotropic Gabor kerne
cannot be solved for the radius.
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