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Chapter 1

Introduction

The electrical activity of active neurons in the brain can be recorded as voltage differences on the scalp, as
the electroencephalogram (EEG). EEG reflects brain electrical activity with millisecond temporal resolution
and is one of the most direct correlate of on-line brain processing obtainable non-invasively. EEG activity
reflects the summation of the synchronous activity of thousands or millions of neurons that have similar
spatial orientation. Because voltage fields fall off with the square of distance, activity from deep sources is
more difficult to detect than currents near the skull.
Transcranial direct current stimulation (tDCS), is a non-invasive brain stimulation method that uses direct
electrical currents to stimulate specific parts of the brain. A constant, low intensity direct current is passed
through two electrodes placed over the head which modulates neuronal activity. There are two types of
stimulation with tDCS: anodal and cathodal stimulation. Anodal stimulation excites neuronal activity while
cathodal stimulation inhibits neuronal activity. It can potentially be used to help patients with brain injuries
like strokes. Studies have indicated that it can enhance cognitive performance in variety of tasks, depending
upon the region of brain being stimulated [1]. Generally, tDCS protocols utilize two surface electrodes, one
serving as the anode and the other one as the cathode or reference. The position of the electrodes is critical
for the spatial distribution and direction of the flow of the current which may determine the effectiveness
of the stimulation. It is generally agreed that anodal tDCS has an excitatory effect on the local cerebral
cortex by depolarizing neurons, while the converse applies to cathodal stimulation through the process of
hyperpolarization. Typically these electrodes have relatively large surfaces of 2035 mm2 that limit the focus
of stimulation. On the other hand, the large surface allows the use of low current densities, which is critical
for patient safety.
Another commonly used method of brain stimulation is transcranial magnetic stimulation (TMS). This
technique of brain stimulation utilizes an electric coil held above the region of interest on the scalp that uses
rapidly changing magnetic fields to induce small electrical currents in the brain. This can cause activity in
specific or general parts of the brain with little discomfort, allowing for study of the brain’s functioning and
interconnections. Increased neuronal activity is induced in repetitive TMS by using a higher frequency and
decreased neuronal activity is induced by using a lower frequency.
An electromyograph detects the electrical potential generated by muscle cells when these cells are electrically
or neurologically activated. The signals can be analyzed to detect medical abnormalities, activation level,
or recruitment order or to analyze the biomechanics of human or animal movement. The activation and
force output of a muscle contraction can be assessed through the use of surface EMG electrodes. This is
a non-invasive practice to quantify the relationship between a specific movement and the activation of the
underlying muscle group(s). The specific amount of force generated by a muscle can also be studied using
the EMG.
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Chapter 2

Experimental setup

2.1 Introduction

Stroke is one of the leading causes of adult disability in the western world[2]. Changes in synaptic function
after stroke, such as reduced excitability, formation of aberrant connections, delays in initiation and termi-
nation and deregulated plastic modifications, have been postulated to impede recovery from stroke. This
can be treated at the central nervous system (CNS) level with transcranial direct current stimulation (tDCS)
thereby facilitating re-learning and retaining of normative muscle activation patterns . Anodal tDCS has
been shown to increase cortical excitability and improve motor learning and function[3] [4]. Stroke patients
often suffer from drop foot which affects their ability to lift their foot at the ankle. This causes the toes
to drag along the ground while walking. Treatment at central nervous system level to facilitate learning of
myoelectric control using tDCS has been shown to improve motor learning in healthy humans[5][6]. This
study seeks to systematically explore the effects of tDCS treatment on rehaibilation of stroke patients.
Though tDCS has been shown to induce neuroplasticity [10] and improve motor learning, tDCS-facilitated
motor learning in lower limbs has not been explored systematically. Tanaka et al [7] found that anodal tDCS
of the primary motor cortex representation of the tibialis anterior (TA) muscle (M1) had no significant
effects on reaction time, but transiently enhanced maximal leg pinch force. Madhavan et al [8] found that
M1 anodal tDCS of the primary motor representation of TA muscle applied to the lesioned motor cortex
of moderate to well recovered stroke patients enhanced voluntary control of the paretic ankle. Dutta et
al [9] showed that 2mA anodal tDCS for over 10 minutes over the cortical representation of TA muscle
induced statistically significant increase in MEP (Motor evoked potentials) based measure of cortico spinal
excitability and increase in cortico muscular coherence of TA muscle. Moreover it was showed that the
cortico-muscular coherence was correlated with the MEP-measure of cortico-spinal excitability following an-
odal tDCS. In another study, Dutta and colleagues [11] showed that Cerebellar anodal tDCS increased the
delay in initiation of TA contraction and decreased the delay in termination of TA contraction while M1
anodal tDCS decreased and increased the same respectively when compared to sham tDCS.
The aim of this project is to systematically study the effects of tDCS treatment at M1 and cerebellum on
the control and coordination of the tibialis anterior muscle.

2.2 Methodology

Initially the maximum voluntary contraction (MVC) of the subject is measured. Then the subject is presented
with a visuomotor task. The subject has to contract the TA muscle isometrically as fast as possible in
response to a visual cue where the TARGET jumps to a randomized value between 40% and 80% of their
MVC. Myoelectric visual biofeedback was presented with proportional system dynamics, where the subject
modulates the EMG activity to match the TARGET level. The moving average of the rectified EMG from
the TA muscle is provided as visual feedback along with the TARGET signal. The average rectified EMG
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during three seconds of MVC is used for normalization. The visuo-motor task’s continues for 5 s and is
preceded by RELAX time (10 s) and READY time (3-5 s) respectively.
For each subject four sessions are conducted, a) Anodal stimulation of the motor cortex b) Anodal stimulation
of the cerebellum c) Anodal stimulation of both motor cortex and cerebellum d) Sham stimulation. Each
session is divided into three parts, a) Pre stimulation (10 min) b) Stimulation period (15 min) c) Post
stimulation (10 min). The subject performs the visuomotor task through all three parts and EEG and EMG
readings are continuously recorded. During the stimulation period, a 2 mA direct current is used to simulate
the required region of the brain, either M1 or cerebellum. TMS (Magstim, UK) is used to find that area of
the motor cortex representing TA muscle called hotspot by finding the area that elicited maximal MEP in
resting tibialis anterior muscle.

2.3 Data collection and analysis

Transcranial current stimulation and EEG monitoring is done by Starstim using NIC v1.2 (Neuroelectrics
Instrument Controller) software.
Surface EMG is collected from the TA muscle, amplified and band-pass filtered (anti-aliasing, frequency
band =10- 500 Hz) before being sampled at 2000 Hz by a 12-bit data acquisition system (NI USB-6009, Na-
tional Instruments, USA) in a PC. Data-processing and graphical (GUI) display are performed with Matlab
R2010a (The MathWorks, Inc., USA) using the Psychtoolbox.

Figure 2.1: Block diagram of the experimental setup

For the post processing, the raw EMG sampled during each task block of the experiment was digitally
zero phase band-pass filtered (5th order Butterworth, 3 dB bandwidth = 10-500 Hz), then full-wave rectified,
and then zero-phase low-pass filtered (5th order Butterworth, 3 dB frequency cutoff = 25 Hz) to generate its
linear EMG-envelope (LE). EEG is cleaned up from artifacts and band pass filtered Three parameters are
studied for each subject: a) Reaction time b) Learning rate c) EEG-EMG coherence. The reaction time is
defined as the time when the processed EMG signal magnitude crosses the target value. A matlab script was
written for finding the same ( See Appendix ). The learning rate is found by plotting the error (i.e different
between the EMG value of the subject and target value) for each trial. EEG-EMG coherence can be found
using mscohere in matlab. (See Appendix)
It is hypothesized that anodal stimulation of the motor cortex reduces reaction time and stimulation of the
cerebellum improves learning rate.
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Chapter 3

Data Analysis using Hilbert

Transform

3.1 Introduction

EEG signals can be decomposed by the use of PCA, ICA, ARMA, etc. into derivative state variables, the
limitation being these assume linearity and stationarity in the dynamics of their sources. Prominent among
these transforms is the fast Fourier transform (FFT), which decomposes each raw signal into a family of
state variables having fixed frequencies and amplitudes. Another technique is the wavelet transform that is
used for linear decomposition of signals varying in amplitude. The temporal resolution of wavelets and the
FFT is bounded by the Nyquist criterion: the digitizing rate must be at least twice and preferably three
times the highest component frequency. The duration of segments for decomposition must exceed at least
one cycle of the lowest component frequency.

However brain dynamics revealed by state variables derived from EEG is noisy, non-stationary, nonlinear,
and rife with temporal discontinuities from state transitions [12] . Though the Hilbert transform (HT) like
the FFT is a linear operator, it is useful for analyzing non-stationary signals by expressing frequency as a
rate of change in phase, so that the frequency can vary with time. Typically multiple time-varying frequen-
cies coexist in raw recordings. Empirical mode decomposition (EMD), the Hilbert-Huang transform [13] ,
gives high spectral resolution of arbitrary frequencies. More useful for EEG is ’clinical mode decomposition’
(CMD) by band pass filtering to decompose raw signals into components corresponding to the divisions of
the clinical spectrum. The commonly accepted passbands of clinical EEG are delta: 1-3 Hz, theta: 3-7 Hz,
alpha: 7-12 Hz, beta: 12-30 Hz, gamma: 30-80 Hz and epsilon: 80-250 Hz.

Comparison to FFT

The HT and FFT give the same results when both transforms are applied to signals having the relatively long
durations needed for the FFT and wavelets [14] [15]. Otherwise they are complementary. The FFT and EMD
give high frequency resolution. The HT and CMD give high temporal resolution of rapid changes in analytic
state variables for frequency, phase and amplitude. Another advantage of the HT is the sensitive access it
gives to modulation patterns of analytic amplitude that are correlated with intentional behaviors [16]. The
greatest difficulty in using the HT is to distinguish physiological state transitions from spurious discontinuities
in the analytic phase known as phase slip [17]. Phase slip occurs by interference between multiple overlapping
signals with differing frequencies and AM patterns. EEG signals commonly have power-law distributions
(see 1/f noise) in power spectral densities (PSD) that are not well handled by the FFT. Application of the
HT to unfiltered EEG gives analytic phase values resembling a random walk. Band pass filtering using the
FFT is necessary to get time series from the HT that is interpretable as state variables.
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3.2 Methodolgy

The Hilbert transform of two signals CSD and Hbt can be denoted as,

HCSD,i =
1

π
P

∫
∞

−∞

CSDi(τ)

t− τ
dτ

HHbt,i =
1

π
P

∫
∞

−∞

Hbti(τ)

t− τ
dτ

where P is the Cauchy principal value. Then the analytic signal is defined as,

ZCSD,i = CSDi(t) + iHCSD,i(t)

ZHbt,i = Hbti(t) + iHHbt,i(t)

The matlab function hilbert is used to find the analytic signal. The instantaneous amplitudes for the analytic
signals can be determined as,

ACSD,i(t) = [CSD2
i (t) +H2

CSD,i(t)]
1

2

AHbt,i(t) = [Hbt2i (t) +H2
Hbt,i(t)]

1

2

The instantaneous phases for the analytic signals can be determined as,

θCSD,i(t) = arctan
HCSD,i(t)

CSDi(t)

θHbt,i(t) = arctan
HHbt,i(t)

Hbti(t)

The instantaneous frequencies for the analytic signals can be determined as,

fCSD,i(t) =
1

2π

dθCSD,i(t)

dt

fHbt,i(t) =
1

2π

dθHbt,i(t)

dt

Average instantaneous frequencies are found from the instantaneous frequencies using a sliding window
(interval=250 ms). To find the cross spectrum from CSD to Hbt at time t, for the average instantaneous
frequency f at t of CSD, the corresponding windows of instantaneous amplitudes and phases are chosen
from CSD and Hbt. Let mth window in CSD and nth window in Hbt give the frequency f . Then the cross
spectrum is calculated as,

Cfj (CSD,Hbt) = ACSD,m(t)AHbt,n(t)e
i[θCSD,m(t)−θHbt,n(t)]

Similarly, the cross spectrum from Hbt to CSD is calculated as,

Cfj (Hbt, CSD) = AHbt,n(t)ACSD,m(t)ei[θHbt,n(t)−θCSD,m(t)]

The coherence is calculated as,

CohCSD→Hbt,fj =
〈Cfj (CSD,Hbt)2〉

〈[ACSD,m(t)eiθCSD,m(t)]2〉〈[AHbt,n(t)eiθHbt,n(t)]2〉

CohHbt→CSD,fj =
〈Cfj (Hbt, CSD)2〉

〈[AHbt,n(t)eiθHbt,n(t)]2〉〈[ACSD,m(t)eiθCSD,m(t)]2〉

where 〈〉 denotes averaging over multiple paired windows for the given frequency fj .
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3.3 Testing

To test the code a surrogate data set is created.

Case I: Coherent data with phase difference and added global noise

Gain_noise=2;

t=0:0.1:100;

rand1=rand(1,length(t));

rand2=rand(1,length(t));

sig1=1*cos(2*pi*90/360+2*pi/21*t)+4*cos(+2*pi*00/360-2*pi/10*t);

sig2=1*cos(2*pi*60/360+2*pi/21*t)+4*cos(-2*pi*70/360-2*pi/10*t);

eeg=sig1+Gain_noise*(-1+2*rand1);

emg=sig2+Gain_noise*(-1+2*rand2);

Figure 3.1: Sample data set-Case I (Gain noise=2)

Case II: Data set with noise added to the coherent frequency

Gain_noise=2;

t=0:0.1:100;

omega11=2*pi/21+Gain_noise*rand(1);

omega21=2*pi/21+Gain_noise*rand(1);

omega12=2*pi/10+Gain_noise*rand(1);

omega22=2*pi/10+Gain_noise*rand(1);

eeg=1*cos(2*pi*90/360+omega11*t)+4*cos(+2*pi*00/360-omega12*t);

emg=1*cos(2*pi*60/360+omega21*t)+4*cos(-2*pi*70/360-omega22*t);
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Figure 3.2: Sample data set-Case II (Gain noise=2)

The two signals are named eeg and emg for identification. The data is analyzed for coherence using both
mscohere in matlab as well as Hilbert transform method as explained in the previous section. Four different
levels of noise are added to test the performance.

3.4 Results

Case I: Coherent data with phase difference and added global noise

Four different gains are applied to the noise, Gain noise=0,2,5,10. The coherence values after averaging
from Hilbert transform method are also plotted. The results are as follows:
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Figure 3.3: Gain noise = 2

Figure 3.4: Gain noise = 5
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Figure 3.5: Gain noise=10

Case II: Data set with noise added to the coherent frequency

Four different gain noise values are used: Gain noise= 0, 0.1, 2, 5. The results are as follows:

Figure 3.6: Gain noise = 0
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Figure 3.7: Gain noise = 0.1

Figure 3.8: Gain noise = 2
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Figure 3.9: Gain noise = 5

3.5 Conclusion

Hilbert transform method appears to successfully predict coherence of the two signals in the surrogate data
set created. Though the magnitude of the coherence values are not similar to those obtained from mscohere,
the coherence changes predictably according to the amount of noise added to the signal. After reaching a
certain level of noise, the method seems to be robust to increasing noise.
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Chapter 4

Appendix

4.1 MATLAB script to find reaction times from EMG

%This code takes Pre-EMG, Stimulation-EMG and Post-EMG .mat files as inputs

%and calculates reaction times.

%Reaction times are given by:

%Pre- react_time_pre

%Stim- react_time_stim

%Post- react_time_post

clc

clear all

%file names containing pre, stim and post data

load 20140708T160649_testathiraPre.mat;

data_pre=data;

load 20140708T162347_testathiraStm.mat;

data_stim=data;

load 20140708T163146_testathiraPos.mat;

data_post=data;

wind=0.25;

Fs=2000;

%pre processing of signals

data_pre.EMGs(1,:)=[];

data_pre.time(1,:)=[];

data_pre.task(1)=[];

data_pre.targ(1)=[];

data_pre.curs(1)=[];

data_pre.trial(1)=[];

temp=data_pre.EMGs’;

pre_emg=temp(:);

temp=data_pre.time’;

pre_time=temp(:);

pretask_len=max(size(data_pre.task));

f=2;pre_task=1;
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while f<=pretask_len

if data_pre.task(f-1)~=data_pre.task(f)

pre_task=[pre_task data_pre.task(f)];

else

pre_task=[pre_task 0];

end

f=f+1;

end

pre_task=transpose(pre_task);

pretask_filled=ones(size(data_pre.time))*0;

pretask_filled(:,1)=pre_task;

temp=transpose(pretask_filled);

pretask_filled=temp(:);

data_stim.EMGs(1,:)=[];

data_stim.time(1,:)=[];

data_stim.task(1)=[];

data_stim.targ(1)=[];

data_stim.curs(1)=[];

data_stim.trial(1)=[];

temp=data_stim.EMGs’;

stim_emg=temp(:);

temp=data_stim.time’;

stim_time=temp(:);

stimtask_len=max(size(data_stim.task));

f=2;stim_task=1;

while f<=stimtask_len

if data_stim.task(f-1)~=data_stim.task(f)

stim_task=[stim_task data_stim.task(f)];

else

stim_task=[stim_task 0];

end

f=f+1;

end

stim_task=transpose(stim_task);

stimtask_filled=ones(size(data_stim.time))*0;

stimtask_filled(:,1)=stim_task;

temp=transpose(stimtask_filled);

stimtask_filled=temp(:);

data_post.EMGs(1,:)=[];

data_post.time(1,:)=[];

data_post.task(1)=[];

data_post.targ(1)=[];

data_post.curs(1)=[];

data_post.trial(1)=[];
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temp=data_post.EMGs’;

post_emg=temp(:);

temp=data_post.time’;

post_time=temp(:);

posttask_len=max(size(data_post.task));

f=2;post_task=1;

while f<=posttask_len

if data_post.task(f-1)~=data_post.task(f)

post_task=[post_task data_post.task(f)];

else

post_task=[post_task 0];

end

f=f+1;

end

post_task=transpose(post_task);

posttask_filled=ones(size(data_post.time))*0;

posttask_filled(:,1)=post_task;

temp=transpose(posttask_filled);

posttask_filled=temp(:);

f=0;

react_t=0;

n_pre=length(data_pre.task);

n_stim=length(data_stim.task);

n_post=length(data_post.task);

%Pre processing of emg

norm_freq = 1000;

n = 5;

Wn_band = [10, 500]/norm_freq;

Wn_low = 25/norm_freq;

[b1, a1] = butter(n,Wn_band,’bandpass’);

[b2, a2] = butter(n,Wn_low,’low’);

%pre

y1 = filter(b1,a1,pre_emg); %Bandpass filter

y2 = abs(y1); %Full wave rectified

pre_emg = filter(b2,a2,y2); %low pass filter

%stim

y1 = filter(b1,a1,stim_emg); %Bandpass filter

y2 = abs(y1); %Full wave rectified

stim_emg = filter(b2,a2,y2); %low pass filter

%stim

y1 = filter(b1,a1,post_emg); %Bandpass filter

y2 = abs(y1); %Full wave rectified

post_emg = filter(b2,a2,y2); %low pass filter
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%%Finding reaction times

%pre

pre_ind=find(pretask_filled==3);

react_time_pre=0;

for i=1:max(size(pre_ind))

t1=pre_time(pre_ind(i));

targ=data_pre.targ(floor(pre_ind(i)/500));

j=pre_ind(i)+1;f=0;

while pre_emg(j)<targ

j=j+1;

if pretask_filled(j)==1

f=-1;

break;

end

end

if f==-1

react_time_pre=[react_time_pre NaN];

else

t2=pre_time(j);

react_time_pre=[react_time_pre t2-t1];

end

end

react_time_pre(1)=[];

%stim

stim_ind=find(stimtask_filled==3);

react_time_stim=0;

for i=1:max(size(stim_ind))

t1=stim_time(stim_ind(i));

targ=data_stim.targ(floor(stim_ind(i)/500));

j=stim_ind(i)+1;f=0;

while stim_emg(j)<targ

j=j+1;

if stimtask_filled(j)==1

f=-1;

break;

end

end

if f==-1

react_time_stim=[react_time_stim NaN];

else

t2=stim_time(j);

react_time_stim=[react_time_stim t2-t1];

end

end

react_time_stim(1)=[];
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%post

post_ind=find(posttask_filled==3);

react_time_post=0;

for i=1:max(size(post_ind))

t1=post_time(post_ind(i));

targ=data_post.targ(floor(post_ind(i)/500));

j=post_ind(i)+1;f=0;

while post_emg(j)<targ

j=j+1;

if posttask_filled(j)==1

f=-1;

break;

end

end

if f==-1

react_time_post=[react_time_post NaN];

else

t2=post_time(j);

react_time_post=[react_time_post t2-t1];

end

end

react_time_post(1)=[];

%plotting the reaction times

figure();

react_t=[react_time_pre react_time_stim react_time_post];

plot(react_t);ylabel(’Reaction times’);xlabel(’Trials’);

hold on;

trials_pre=max(data_pre.trial);

trials_stim=max(data_stim.trial);

trials_post=max(data_post.trial);

line([trials_pre trials_pre],[0 1],’Color’,’k’,’LineWidth’,2);

line([trials_pre+trials_stim trials_pre+trials_stim],[0 1],’Color’,’k’,’LineWidth’,2);

line([trials_pre+trials_stim+trials_post trials_pre+trials_stim+trials_post],[0 1],’Color’,’k’);

4.2 MATLAB script to find EEG-EMG coherence using mscohere

%This code reads EEG data from the output of CleanData.m (artifact free EEG data)

%and EMG data from a mat file.

%EMGdata is bandpass filtered, full wave rectified and low pass filtered.

%Coherence is found using mscohere

clear all

clc

%EEG

eeg_mat=load(’20140708162438_PostEEG_testClean.mat’);
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cl=[’r-’;

’r:’;

’g-’;

’b-’;

’y-’;

’m-’;

’k-’;

’k:’];

eeg=eeg_mat.EEGclean;

eeg_markers=eeg_mat.events;

eeg_time=eeg_mat.time;

Fs=eeg_mat.Fs;

chan=6; %choose channel of eeg

%EMG

load(’20140708T163146_testathiraPos.mat’);

Fs=2000;

%pre process emg

data.EMGs(1,:)=[];

data.time(1,:)=[];

data.task(1,:)=[];

data.targ(1,:)=[];

data.curs(1,:)=[];

data.trial(1,:)=[];

%% plot eeg data

figure();hold on;

for i=1:8

plot(eeg_time,eeg(:,i),cl(i));

end

plot(eeg_time,eeg_markers*10^8,’k-’,’LineWidth’,2);

hold off

%% plotting raw emg data and markers

h1=figure(1);

temp=transpose(data.EMGs);

emg=temp(:);

plot(emg);

hold on

yl=ylim;

emgtask_len=max(size(data.task));

f=2;emg_task=1;

while f<=emgtask_len

if data.task(f-1)~=data.task(f)

emg_task=[emg_task data.task(f)];

else

emg_task=[emg_task 0];

end

f=f+1;

end
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emg_task=emg_task’;

emgtask_filled=ones(size(data.time))*0;

emgtask_filled(:,1)=emg_task;

temp=transpose(emgtask_filled);

emgtask_filled=temp(:);

temp=transpose(data.time);

emg_time=temp(:);

title(’Choose task window to calculate coherence’);

plot(emgtask_filled,’k-’,’LineWidth’,2);

ylabel(’raw emg reading (with markers)’);xlabel(’time’);

%pick EMG data segment to process

[xemg,yemg] = ginput(1);

line([xemg, yemg],[yl(1), yl(2)],’Color’,’r’,’LineWidth’,2)

hold off

close(h1)

%% process emg data

norm_freq = 1000;

n = 5;

Wn_band = [10, 500]/norm_freq;

Wn_low = 25/norm_freq;

[b1, a1] = butter(n,Wn_band,’bandpass’);

[b2, a2] = butter(n,Wn_low,’low’);

y1 = filter(b1,a1,emg); %Bandpass filter

y2 = abs(y1); %Full wave rectified

emg = filter(b2,a2,y2); %low pass filter

%% obtain windows to calculate coherence

trial_no=data.trial(floor(xemg/500));

[emg_ind temp]=find(emgtask_filled==3);

emg_x1=emg_ind(trial_no);

emg_wind=emg(emg_x1);

emg_x2=emg_x1;

f=0;

while f==0

emg_x2=emg_x2+1;

emg_wind=[emg_wind emg(emg_x2)];

f=emgtask_filled(emg_x2);

end

[eeg_ind temp]=find(eeg_markers==3);

eeg_x1=eeg_ind(trial_no);

temp=eeg(eeg_x1,1);

f=0;

eeg_x2=eeg_x1;

while f==0
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eeg_x2=eeg_x2+1;

temp=[temp eeg(eeg_x2,1)];

f=eeg_markers(eeg_x2);

end

for i=1:8

eeg_wind(:,i)=eeg(eeg_x1:eeg_x2-1,i);

end

%% EEG power spectrum eeg with ~0.25sec window and 50% overlap

ovl=50;

wind=0.25*Fs;

Hs=spectrum.welch(’Hamming’,wind,ovl);

figure();hold on;

for i=1:8

hpsd=psd(Hs,eeg(eeg_x1:eeg_x2,i),’Fs’,Fs);

Pw(:,i)=hpsd.data;

Ff(:,i)=hpsd.frequencies;

% powerspectrum 0-50Hz

plot(Ff(1:ceil(wind*50/Fs),i),Pw(1:ceil(wind*50/Fs),i),cl(i,:),’LineWidth’,2);

title(’Power spectrum of eeg’);

end

%% EMG power spectrum emg with ~0.25sec window and 50% overlap ??

ovl=50;

wind=0.25*Fs;

Hs=spectrum.welch(’Hamming’,wind,ovl);

hpsd=psd(Hs,emg(emg_x1:emg_x2),’Fs’,Fs);

Pw=hpsd.data;

Ff=hpsd.frequencies;

hps=figure(1);

% powerspectrum 5-200Hz

plot(Ff(5:ceil(wind*200/Fs)),Pw(5:ceil(wind*200/Fs)),cl(i,:),’LineWidth’,2);

title(’power spectrum of emg’);

%% Downsample emg in case of different frequencies

temp=emg_wind;

emg_wind=ones(max(size(eeg_wind)),1);

k=1;

for i=1:4:2513

emg_wind(k)=temp(i);

k=k+1;

end

%% Coherence

figure();

mscohere(eeg_wind(:,chan),emg_wind,[],[],[],Fs);

title([’Coherence estimate via Welch between filtered eeg’, ’ and ’, ’rectified emg’])
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4.3 MATLAB script to find EEG-EMG coherence using hilbert

transform

%This program finds the coherence between two simulated signals using the

%hilbert transform

clear all

clc

%% generating signals

%type 1

t=0:0.1:100;

rand1=rand(1,length(t));

rand2=rand(1,length(t));

sig1=1*cos(2*pi*90/360+2*pi/21*t)+4*cos(+2*pi*00/360-2*pi/10*t);

sig2=1*cos(2*pi*60/360+2*pi/21*t)+4*cos(-2*pi*70/360-2*pi/10*t);

%sig1=1*cos(2*pi*90/360+2*pi/21*t);

%sig2=1*cos(2*pi*60/360+2*pi/21*t);

Gain_noise=10;

eeg=sig1+Gain_noise*(-1+2*rand1);

emg=sig2+Gain_noise*(-1+2*rand2);

len=length(eeg);

teeg=1:len;

temg=1:len;

%% generating signals

% type 2: add noise to the coherent frequency

Gain_noise=2;

t=0:0.1:100;

omega11=2*pi/21+Gain_noise*rand(1);

omega21=2*pi/21+Gain_noise*rand(1);

omega12=2*pi/10+Gain_noise*rand(1);

omega22=2*pi/10+Gain_noise*rand(1);

sig1=1*cos(2*pi*90/360+omega11*t)+4*cos(+2*pi*00/360-omega12*t);

sig2=1*cos(2*pi*60/360+omega21*t)+4*cos(-2*pi*70/360-omega22*t);

eeg=sig1;

emg=sig2;

len=length(eeg);

teeg=1:len;

temg=1:len;

%%

%eeg=abs(detrend(eeg));

%emg=abs(detrend(emg));

%emg=detrend(emg);

%parameters

eegTgap=0.0005; %time gap in eeg signal

emgTgap=0.0005; %time gap in emg signal
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win=0.25; %window size

Fs=2000; %sampling frequency

Flow=-30; %lower limit of frequency range

Fhigh=30; %upper limit of frequency range

%hilbert transform

Heeg=hilbert(eeg);

Hemg=hilbert(emg);

%amplitudes

Aeeg=sqrt(real(Heeg).^2+imag(Heeg).^2);

Aemg=sqrt(real(Hemg).^2+imag(Hemg).^2);

%phases

Phieeg=atan2(imag(Heeg),real(Heeg));

Phiemg=atan2(imag(Hemg),real(Hemg));

%frequencies

feeg=gradient(Phieeg,eegTgap)/2*pi;

femg=gradient(Phiemg,emgTgap)/2*pi;

%moving averagefor frequencies

mask=ones(win*Fs,1)/(win*Fs);

avgfeeg=conv(feeg,mask,’same’);

avgfemg=conv(femg,mask,’same’);

%finding cross spectrum and coherence

%eeg->emg

for t=1:max(teeg)

freq=avgfeeg(t);

if freq>=Flow && freq<=Fhigh

[mintemp indemg]=min(abs((avgfemg-freq)));

%find the average frequency in emg closest to the desired frequency

indeeg=t;

%window in eeg amd emg corresponding to the average frequency

for k=1:Fs*win

windemg(k)=indemg+(Fs*win/2)+1-k;

end

for k=1:Fs*win

windeeg(k)=indeeg+(Fs*win/2)+1-k;

end

%cross spectrum

windeeg=sort(windeeg);

windemg=sort(windemg);

for k=1:Fs*win

if windeeg(k)<1 || windeeg(k)>max(size(eeg))

Awindeeg(k)=0;

else

Awindeeg(k)=Aeeg(windeeg(k));

end

if windemg(k)<1|| windemg(k)>max(size(emg))
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Awindemg(k)=0;

else

Awindemg(k)=Aemg(windemg(k));

end

end

CrSpecEeg2Emg=Awindeeg.*Awindemg;

%cohEeg2Emg(t)=mean(CrSpecEeg2Emg.^2)/(mean(Awindeeg.^2))*sqrt(mean(Awindemg.^2));

cohEeg2Emg(t)=dot(Awindeeg,Awindemg)^2/(dot(Awindeeg,Awindeeg)*dot(Awindemg,Awindemg));

else

cohEeg2Emg(t)=0;

end

end

m=ones(Fs*win,1)/(Fs*win);

c=conv(cohEeg2Emg,m,’same’);

subplot(3,1,1);mscohere(eeg,emg);

title(strcat(’Gain noise to coherent frequency = ’,num2str(Gain_noise),’ (Using mscohere)’));ylim([0 1]);

subplot(3,1,2);plot(cohEeg2Emg);ylabel(’Coherence’);

title(’Using Hilbert Transform’);ylim([0 1]);xlabel(’Time’);

subplot(3,1,3);plot(c);title(’Using Hilbert Transform (after averaging)’);

ylabel(’Coherence’);ylim([0 1]);xlabel(’Time’);
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