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PHASE RESETTING FOR A NETWORK OF OSCILLATORS VIA PHASE RESPONSE 

CURVE APPROACH 

 

  Efimov D.1,2,3 

 The problem of phase regulation for a population of oscillating systems is considered. The proposed control strategy 

is based on a Phase Response Curve (PRC) model of an oscillator (the first order reduced model obtained for linearized 

system and inputs with infinitesimal amplitude). It is proven that the control provides phase resetting for the original 

nonlinear system. Next the problem of phase resetting for a network of oscillators is considered when applying a 

common control input. Performance of the obtained solutions is demonstrated via computer simulation for three 

different models of circadian/neural oscillators. 

 Keywords: oscillation control; network of oscillators; phase response curve. 

 

  1. Introduction 

 Many systems in biology, physics, chemistry and engineering perform periodic oscillations in the main operating 

mode [B, I, K, MMP, PRK, W]. This is why the interest in analysis and synthesis of such systems is continuously 

growing during the last decades [FP, GH, S]. Any periodic oscillating mode can be characterized by its frequency (or 

frequency spectrum), phase and amplitude. Each of these characteristics can be controlled [ABS, Be, EF, Ko, Ku]. The 

problem of phase or frequency resetting consists of assignment of desired values for phase and frequency applying 

some (maybe periodic) control input [B, GGS, W]. Frequently in biological applications there are restrictions on the 

form and amplitude of the control available for resetting, which prevent application of the conventional control 

approaches. This problem is also addressed in the oscillator synchronization framework, when external input is just an 

output of another oscillator, whose phase and frequency become desired for the resetting [PRK]. If it is necessary to 

reset both frequency and phase, then this problem is called entrainment [I, PRK].  

 In this work we will focus our attention on phase resetting problem only [T]. There exist several approaches to the 

problem solution. The first one is based on master-slave synchronization theory, when the master oscillator attempts to 

entrain its own phase of the slave one. This approach is very promising, but it assumes rather serious modifications of 

slave equations. Frequently a similarity of both systems and measurements of all states are required. The approach is 

suitable for synthesis of technical systems [Be, Ku], but it meets serious obstructions for application in biology, physics 

or chemistry. Another line of research deals with an optimal or predictive control application for phase resetting [BSD1, 

BSD2, FoP]. These methods require availability of the full exact information about the oscillator model and its 

coefficients, and these requirements cause difficulty for application. The third approach uses an assumption on weak 

coupling/excitation, i.e. it restricts the amplitude of external inputs [PRK], which is a mild or natural constraint in some 

applications. The last approach is based on PRC application and Poincaré phase map approach [Gl, GG, I, KS]. The 

advantage of this control approach [E11, ESS, DM, LDR] consists in low dimension of PRC (it is a scalar map of scalar 

argument, which completely describes phase resetting caused by a “pulse” input). Additionally, the PRC can be 

measured experimentally even for oscillators for which detailed models are not known. 

 In some cases the phase dynamics appear for a network or a population of oscillators. The colony of the smallest 

free-living eukaryotes [TPM] or the mammalian circadian pacemaker neural network [Z, AFFP], networks of neural 
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oscillators [CA, SEW, T1] or wireless networks [WND] can be considered as examples of such a network. Despite the 

existence of many works devoted to the problem of the phase synchronization in networks of oscillators [I, K, MMP, 

PRK, W], the controlled phase resetting is not well studied. In this work we will consider the case when an average 

phase of the population can be measured or estimated and there is a common control input applied to all oscillators in 

the group. It is assumed that there is no coupling between oscillators (or the coupling effect is very weak comparing 

with the control influence; if the coupling is important, then the entire coupled system can be considered as an 

oscillator). For example, in the case of [TPM] due to a small size it is impossible to apply control or measure the state of 

a single organism, in [Z, AFFP] the pacemaker has to be analyzed and treated as whole. In this work we will assume 

that all oscillators have similar models (the same PRC). The initial phases of oscillators are distributed around the 

measured average one with some bounded deviation. The objective is to reset all oscillators via the common input with 

simultaneous synchronization of all uncoupled oscillators, i.e. after the resetting all systems in the network should 

oscillate with the same desired phase. 

 It is worth noting that the problem of synchronization of a network of isolated (weakly connected) oscillators is 

rather important from practical and theoretical points of view. The phase synchronization phenomenon for isolated 

oscillators is considered in [W] (Chapter 4). Synchronization of two uncoupled lasers by a common excitation is 

investigated in [RT]. The occurrence of synchronous motoneuron discharge in the muscles of human performing steady 

isometric contractions is studied in [DS, SIF] (this well-known observable fact may be interpreted as synchronization of 

uncoupled oscillators). In population ecology, Moran's theorem establishes that the time correlation of two isolated 

populations of the same species is equal to the correlation between the environmental variability (i.e. the error in the 

common input of both populations is proportional to the synchronization error) [Mo]. This Moran's effect is 

experimentally verified in a number of cases [RHK, KoK, PW, CDST]. Another example is a population of bivalves, 

whose rhythmic activity is driven by environmental forces [Tr]. The problem of phase synchronization between 

uncoupled oscillators driven by a common stochastic external forcing is widely studied, see [NAN] and references 

therein. The problem of an optimal control design for an ensemble of decoupled neural oscillators is considered in 

[LDR]. 
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 Fig. 1.  Circadian oscillations in Neurospora: (a) model and (b) phase resetting by a pulse (blue line represents 

behavior of ( )M t  before the pulse ( )u t , red line corresponds to oscillation of ( )M t  after the pulse, green line is the 

transient motion caused by the pulse). 

 



 To achieve the posed synchronization goals, in this work we are going to extend the results of [DM, ESS, E11] for 

phase resetting by infinitesimal pulse inputs. A modification of the control strategy proposed in [ESS, E11] for a single 

oscillator is given. The control determines the pulse timing based on the PRC. The PRC map is calculated for the 

system linearized around the limit cycle and inputs with small amplitudes. It is proven that this control ensures phase 

resetting for the original nonlinear oscillating system, which is a contribution of this work. Next, this control strategy is 

developed for application in populations of oscillators. The proposed controls are applied for circadian oscillators of 

third and tenth orders, and to a network of neurons forming a mammalian circadian pacemaker. 

 More detailed problem statement and motivation are given in section 2. Some preliminaries about phase dynamics 

are summarized in section 3. The control synthesis for a single oscillator is presented in section 4. Section 5 contains the 

proof that the control designed for a simplified PRC model of an oscillator makes the phase resetting for the original 

nonlinear system. The control extension on the phase resetting for a population of oscillators is given in Section 6. 

Applications are considered in section 7. 

  2. Motivation and problem statement 

 Many living organisms, from bacteria to mammals, display circadian rhythms. These are sustained oscillations with 

a period close to 24 hours. Consider a simple biological model of circadian oscillations in Neurospora [LGG] presented 

in Fig. 1,a. Corresponding equations of mathematical model have form 
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where the variables 0M  , 0CF  , 0NF   denote the concentrations (defined with respect to the total cell volume) 

of the frq mRNA, the cytoplasmic and nuclear forms of FRQ respectively. The parameter sv  defines the rate of frq 

transcription (this parameter increases in the light phase), the influence of light (the external input in the model (1)) is 

denoted by u . Description of other parameters appearing in these equations can be found in [LGG], the following 

values of parameters are proposed in [LGG]: 

  0.505mv  , 1.4dv  , 0.5sk  , 1 0.5k  , 2 0.6k   0.5MK  , 1IK  , 0.13dK  , 4n  , 1 2.5sv u   . 

For all these values the system (1) has single unstable equilibrium and globally attractive limit cycle. For different 

values of the parameter 1 2.5sv   the system (1) has different periods 18.87 25.2T   on the limit cycle (as well as 

different amplitudes of oscillations). 

 Phase resetting in (1) is carried out by the light stimulus u . It is well known that periodic excitation by light input 

leads to phase and frequency entrainment of the natural circadian oscillations [LGG, T]. The question arises: can we 

design such a light excitation signal providing phase resetting to a desired phase? Such input u  is usually chosen as a 

periodic square pulse [BSD1, BSD2, LGG] with a period close to T  (where T  is the period of (1)), when it does not 

influence the system frequency.  

 This problem has practical importance and many travelers are familiar with “jet-lag” problem caused by circadian 

rhythm disorder after long distance flights. Organisms need some time to adapt their phase of internal circadian rhythms 

to new environmental light conditions. Improvement of the transient time as well as an advance resetting of the desired 

phase is of great importance in this way. Light therapy is recognized as one of the main methods for phase resetting. 

 In the works [DM, ESS, E11] the approaches for design of a phase resetting control u  based on PRC have been 

proposed. In biology, the PRC is recognized as one of the main tools for phase resetting investigation [I]. By definition, 



the PRC tabulates differences in phase caused by a single pulse input. Namely, let ( ) oldt t      be the current phase 

of oscillations on the limit cycle (see the illustration in Fig. 1,b, blue curve 1( )oldM t     represents the corresponding 

values of frq mRNA concentration), where 2 / T    is the frequency of oscillations and [0,2 )old    is an initial 

phase. The pulse input moves the system trajectory from the cycle at time instant ut . If the input amplitude is not 

destructive, then this trajectory returns back to the limit cycle and continues to oscillate in general with a new phase 

( ) newt t     , [ 0, 2 )new    (i.e. the red curve 1( )newM t    ). This new value new  depends on the phase of 

pulse activation ( u ut    in our case). Then the PRC map :[ 0, 2 ) [ , )PRC       defines the difference between 

new  and old : 

  ( )new old uPRC     , 

where the PRC argument 0 2u     fixes the phase of the pulse feeding. If a T -periodic pulse train affects the 

system, then the phase dynamics are described by Poincaré phase map [I]: 

  1 ( )i i iPRC     , (2) 

where 0i   is the number of the current pulse and ( )i iT iT     . The advantage of the model (2) with respect to 

(1) consists in its simplicity, it is the first order discrete model and the phase dynamics of any nonlinear oscillator can 

be reduced to (2) in a similar way.  

 The phase model (2) is an autonomous discrete system which may have attracting equilibria. These equilibria may 

be far from desired and depend on PRC behavior. The form of PRC is defined by the system and the input 

characteristics and, suppose that these cannot be adjusted. There is another possibility to control the system (2) by 

applying proper timing of pulses. If we can assign the phase of pulse activation [ 0, 2 )i   , 0i  , then the model (2) 

can be rewritten as follows: 

  1 ( )i i iPRC     . (3) 

The model (3) is a discrete integrator actuated by PRC control  . Modern control theory has many approaches for 

stabilization of system (3) in a desired position. Several approaches for such control   design have been proposed in 

[DM, ESS, E11, LDR]. In this work we are going to prove that the controls designed in [ESS] for the simplified model 

(3) may ensure the phase resetting problem solution for the original nonlinear system (1). 

 In the case of a population of oscillators, we obtain the model (3) for each oscillator: 

  1 ( )j j
i ii PRC     , 1,...,j S , 

where 0S   is the number of oscillators in the population, j
i  is the phase of the j -th oscillator after the i -th pulse 

activation. The entire population has the same input i  and the measured average phase is 

  1

1

S j
i ij

y S


  . 

It is necessary to design the input i  resetting the phases of all oscillators to a desired value. This is a typical problem 

that can appear in the experiments with the colony of Picoeucaryote Ostreococcus tauri in [TPM] or with a mammalian 

circadian pacemaker [Z, AFFP]. 

 

  3. Deriving a phase model in vicinity of a stable limit cycle 

 Details of the standard procedure for a phase model derivation for an oscillator can be found in [B, I, PRK]. 

 



 A. Linearised model 

 Consider a (smooth) dynamical system  

  ( , )ux f x , nRx , [ , ]u U U  , 0U   (4) 

and assume that for ( ) 0u t  , 0t   the system (4) has (non-constant) T -periodic solution ( ) ( ) nt t T R     , 0t  . 

Then the corresponding limit cycle, described by the set { : ( ), 0 }nR t t T      x x , attracts a non-empty open 

bounded set of initial conditions nRA ,   A , and the linearised system 

  ( ) ( ) ( ) ( ) ( ) ( ( ), ( ), ( ) )t t t t u t t t u t      x A x b d x , (5)  
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has 1n   multipliers strictly inside the unit cycle and one multiplier equals to one [AWK, YS], where 

( ) ( ) ( )t t t   x x , the matrix function A  and the vector function b  are T -periodic due to properties of  . The 

function ( ( ), ( ), ( ) )t t u t d x  represents the high order terms with respect to ( )tx  in the system (4) linearization and 

for all x A  and | |u U  there exist 1 0d  , 2 0d   such that (the function d  contains products of x  and u  with 

power 2 and higher): 

  2 2
1 2| ( , , ) | | |u d d u    d x x . 

Multipliers are the eigenvalues of the monodromy matrix ( )TM Φ  defined via the fundamental matrix function Φ  

of the system (5) and the solution of adjoint system Ψ : 

  ( ) ( ) ( )t t tΦ A Φ , ( 0 ) Φ I ; ( ) ( ) ( )Tt t t Ψ A Ψ , ( 0 ) Ψ I , 

I  is the identity matrix, ( ) ( )Tt t Φ Ψ I . 

 

 B. Phase variables 

 Any point 0 x  can be characterized by a scalar phase 0 [ 0, 2 )   , which uniquely determines the position of 

the point 0x  on the limit cycle  , because the limit cycle is a one-dimensional closed curve in nR  [B, I, PRK]. The 

smooth bijective phase map : [ 0, 2 )     assigns to each point 0 x  the corresponding phase 0 0( )   x . Any 

solution of the system (4) on the cycle 0( , , 0 )tx x  (the system (4) solution with the initial condition 0x  and input u  is 

denoted as 0( , , )t ux x ), 0 x  satisfies 1
0 0( , , 0 ) ( )t t     x x , 2 /T   , provided we choose the convention 

1( ) ( , ( 0 ), 0 )t t   x , then 1 1( ) ( )      . The phase variable : [ 0, 2 )R    is defined for the trajectories 

0( , , 0 )tx x , 0 x  as 0( ) [ ( , , 0 ) ]t t   x x 1
0[ ( ) ]t      . Due to periodic nature of ( )t , the function ( )t  is 

also periodic, moreover the function   can be defined in the particular way providing 0( )t t    , ( )t    [I, 

PRK]. 

 The notion of phase can be extended to any solution 0( , , 0 )tx x  starting in the attracted set A . By definition of the 

attraction, for all 0 x A  there exists an asymptotic phase 0 [ 0, 2 )    such that  

  1
0 0lim | ( , , 0 ) ( ) | 0

t
t t 


     x x . 

Then there exists the asymptotic phase map : [ 0, 2 )  A  connecting a point 0 x A  and the corresponding phase 

0 , i.e. 0 0( )   x . The asymptotic phase variable : [ 0, 2 )R    is derived as 0( ) [ ( , , 0 ) ]t t   x x , 0t   (it is 



supposed that 0( , , 0 )t x x A  for all 0t  ). In the case 0( )t t      we have 0( )t t      and ( )t   , which 

implies invariance of this map: if 1 2( ) ( )  x x , then 1 2[ ( , , 0 ) ] [ ( , , 0 ) ]t t  x x x x  for all 0t   and 1 2, x x A  [I]. 

The initial conditions 1 2, x x A  having the same asymptotical phase determine the isochrone curves [I]. Locally 

around   the map   coincides with the smooth map   for all x . 

 The notion of asymptotic phase variable can be extended to a generic ( ) 0u t  , 0t   provided that the 

corresponding trajectory 0( , , )t ux x  stays in the set A  for all 0t  . In this case the asymptotic phase variable can be 

defined in a trivial way as 0( ) [ ( , , ) ]t t u   x x , 0t  . Then the variable ( )t  at an instant 0t   evaluates the 

asymptotic phase of the point 0( , , )t ux x  if one would pose ( ) 0u t   for t t . Dynamics of the asymptotic phase 

variable ( )t  in the generic case for ( ) 0u t  , 0t   is hard to derive. A local model obtained in a small neighborhood 

of the limit cycle for infinitesimal inputs is presented below [I, PRK]. 

 

 C. Infinitesimal PRC 

 Consider the case ( ) 0u t   for 0t  , then by definition ( ) ( ( ), 0 )t t  f , ( ) ( ) ( )t t t  A   and 

( ) ( ) ( 0 )t t  Φ   for all 0t  . Therefore, ( 0 ) ( ( 0 ), 0 )  f  is the left eigenvector of the matrix M  for the 

eigenvalue 1 ( ) 1 M . There exists right a eigenvector nRm  such that T Tm M m  and ( 0 )T   m  . Finally, 

define ( ) ( )T Tt tQ m Ψ  then 

  ( ) ( ( ),0) ( ) ( ( ),0) ( ) ( ) (0) (0) .T T T T Tt t t t t t        Q f m Ψ f m Ψ Φ m   

From another side, ( ) [ ( )] (0)t t t         and  

  
( )

( ) ( ( ), 0 )
t

t


       
x

x x f .  

Therefore 
( )

( ) ( ) ( )
t

t t


    
x

Q x x , where ( )t  is a row-vector orthogonal to ( ( ), 0 )tf  (as an example 

( ) ( )T
it t  m Ψ  for some right eigenvector n

i Rm  such that ( )T T
i i i m M M m   for the eigenvalue ( ) 1i M , 

2,...,i n ). The map 
( )

( )
t

  
x

x x  is independent on perturbations orthogonal to the limit cycle flow ( ( ), 0 )tf  

(only shifts in the direction of the limit cycle are tabulated). Since m  is the eigenvector corresponding to movement on 

the limit cycle, then by the same reason ( ) ( )T Tt tQ m Ψ  is also independent of perturbations orthogonal to the limit 

cycle flow ( ( ), 0 )tf . Therefore the convention 
( )

( ) ( ) ( )T T
t

t t


   
x

Q x x m Ψ  is adopted. The first equality 

explains the physical meaning of ( )tQ , while the last equality used for numerical calculation. The function ( )tQ  is T -

periodic by construction. 

 The function 1( )Q  for phase [ 0, 2 )   is called infinitesimal PRC [I]. Infinitesimal PRC Q  serves as the 

phase response characteristics for a delta-impulse input [I].  

 

 D. Phase dynamics 

 Consider the case ( ) 0u t   (we assume that 0( , , )t u x x A  for all 0t  ), then 
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where the term 1( ( ), ( ), ( ) ) ( )Tt t u t t  r x x  corresponds to the powers of ( )tx  higher than one in the Taylor’s series 

of the function ( ( ) ( ) )t t   x  with respect to the variable ( )tx . From above, the quantity ( )t    should be 

satisfied for ( ) 0u t  , therefore 1( )
( ) ( ( ), 0 ) ( ( ), ( ), 0 ) ( )T

t
t t t t


         

x
x x f r x x , which implies the property 

1( ( ), ( ), 0 ) 0t t  r x . Next, 

  
( ) 0( )

( ( )) ( ) ( ( ),0) ( ) ( ( ), ( )) / ( ( ), ( ), ( ))
t ut

t t t u t u u g t t u t
 

             
x x

x x x f x x f x , 

  2
1 2( ( ), ( ), ( ) ) ( ( ), ( ), ( ) ) ( ) ( ( ), ( ) ) ( )Tg t t u t t t u t t r t u t u t       x r x x , 

where 2
2 ( ( ), ( ) )r t u t u  represents the terms with powers two and higher for the Taylor’s series of the function 

( )
( ) ( ( ), ( ) )

t
t u t


   

x
x x f  with respect to the control u . For all x A  and | |u U  there are 1 0g   and 2 0g   

such that 2
1 2| ( , , ) | | || |g u g u g u    x x . Recalling the previously introduced designations we obtain 

  ( ) ( ) ( ) ( ( ), ( ), ( ) )t t u t g t t u t     Q b x . 

This model has been derived around solution ( )t , due to periodicity of the solution 1( )t    , [ 0, 2 )   and u , 

the model for 1( )t     has a similar form [I, K, W]: 

  1 1 1( ) ( ) ( ) ( ( ), ( ), ( ) )t t u t g t t u t             Q b x . (6) 

 

  4. PRC-based control design for a single oscillator 

 This section starts with the introduction of an approximated PRC-based model. Next, for the reduced PRC model 

two control algorithms are designed. 

 

 A. Approximated PRC-based model 

 Skipping the residual function g  we obtain the first order approximation of the model (6): 

  1 1( ) ( ) ( )t t u t       Q b . 

Since the property 2
1 2| ( , , ) | | || |g u g u g u    x x  holds for all x A  and | |u U , such an approximation is rather 

accurate for the inputs u  with sufficiently small amplitude. Indeed, if U    and 0   is chosen small enough, then 

deviations of trajectories from the limit cycle possess the estimate | |  x  for some 0  , which gives the 

inequality 2
1 2| ( , , ) | ( )g u g g     x  and the first order terms in (6) dominate. 

 Let ( )d t t    be the reference for the variable  , then ( ) ( ) ( ) [0,2 )dt t t        is the resetting error and 

  1 1( ) ( ) ( )t t u t      Q b . (7) 

Assume that the input ( ) ( )u t w t , where ( )w t  has a pulse-like form, i.e. | ( ) |w t U  for all 0 t T  T  and 

( ) 0w t   for all t T  or 0t  . Then integration of (7) yields for t T  (note that ( 0 ) ( 0 ) ( (0 ) )     x  for all 

( 0 )x ): 

  

1 1

0

1 1

0

( ) (0) ( (0) ) ( (0) ) ( )

(0) ( (0)), ( ) ( ) ( ) ( ) .

t
t u d

PRC PRC w d

 

 

              

             





Q b

Q b
T

 (8) 

In (8) the map PRC is defined for the particular pulse w , such kind of PRC definition is rather common [GS, I, RSSM, 



TGPD], for the delta-impulse input and constant b  it reduces to the infinitesimal PRC Q  (by the definition 

( )PRC      for all [0,2 )  ). The model (8) is a one step counterpart of the model (2) in the motivating 

example. 

 Let a train of pulses be given, then there exists a series of time instants it , 1i  , 1i i st t T   T  such that the 

pulse is activated at time instants it  for all 1i  :  

  
1

( ) ( )i
i

u t w t t




  . 

The sampling constant sT  depends on decaying properties of the trajectories after the pulse excitation. Denote 

( )i it    for 1i  . Since ( ) 0u t   for 10 t t  , then the error ( )t  is not changing on this time interval and 

( ) (0)t t     . Therefore 1 (0) (0)      and the phase 1 1 1( )t t     . According to (8), after the first pulse  

  2 1 1 1( )PRC t        

and 2( )t t      for 1 2st T t t    because ( ) 0u t   for the duration. Therefore, 2 2 2( )t t      and linearization 

of the system (4) dynamics has to be done around the new trajectory 1
2( ( ) )t t     . Then according to (8), the new 

phase resetting error value after the second pulse equals 

  3 2 2 2( )PRC t       . 

Again 3( )t t      for 2 st t T  , the phase 3 3 3( )t t      and from (8): 

  4 3 3 3( )PRC t       . 

Repeating these calculations for each 1i   we finally obtain: 

  1 ( )i i i iPRC t       , (9) 

where we assume that all summation operations in the right hand side of (9) are done by modulo 2 . If it iT , then 

the formula (9) is reduced to 

  1 ( )i i iPRC     , 

that coincides with (2). The equation (9) describes the phase resetting evolution originated by a train of pulses under 

condition of the first approximation model validity for the system (4). 

 

 B. PRC-based control design 

 There exists one “free” parameter it  in the model (9), which is available for adjustment (the time instant when the 

next pulse w  is introduced). Assigning it , 1i   one may ensure a desired phase resetting for the system (4). Let 

( ) [0,2 )i i i it t         , 1i   be the controlled phase of the pulse w  activation, then the model (9) can be 

rewritten in a form similar to (3): 

  1 ( )i i iPRC     , 1i  . (10) 

The problem is to design a sequence of i , 1i   providing the phase resetting from any initial phase error 1 [ 0, 2 )    

to the zero. In this work as in [DM, ESS, E11] we assume that the PRC map has particular properties (it is similar to 

type II PRC from [HMM]). The corresponding control strategies for other types of PRC can be easily deduced from this 

main case. 

 A s s u m p t i o n  1 . The map PRC  is continuous and it has one zero 0 [0, 2 )s    with negative slope and another 

0 [0,2 )u    with positive slope, 0 0
s u   . □ 



 Since the map PRC  is 2 -periodic, then the zeros can be arranged in the required order 0 0
s u    changing the 

initial point on the limit cycle. Assumption 1 completely describes the form of PRC. Define 

  max [ 0,2 )argsup ( )PRC    , max max( )PRC PRC  ;  

  min [ 0,2 )arg inf ( )PRC    , min min( )PRC PRC  , 

and 0 0
min maxs u       , max 0PRC  , min 0PRC  . Obviously, 0

s  corresponds to the stable equilibrium of the 

system (9) (for the periodic excitation, i.e., it iT , 1i  ) and 0
u  is the unstable one. 

 The model (10) is a first order discrete nonlinear system; such a class of systems is well investigated in the control 

theory literature [O] (that is an advantage of the model (10) compared it with (4)). In the work [ESS] two strategies for 

i  design were proposed: feedforward and feedback control algorithms. A peculiarity of the phase resetting consists in 

the fact that [0,2 )  , thus shift of the phase in both directions is possible for the resetting. To choose the direction 

one has to analyze what strategy (decreasing or increasing phase) leads to the fastest phase resetting. Define 

  1 max(2 ) /incn PRC    ,  1 min/decn PRC  , 

where the integer parts of the numbers incn  and decn  determine the number of steps required for the initial phase 1  

resetting into a neighborhood of the zero applying increasing or decreasing strategy. These numbers are minimal since 

for their calculation we use the maximum reallocating amplitudes maxPRC  and minPRC  achievable in both directions. 

Next, in this neighborhood the phase can be reset to the desired one applying one step shift with the same strategy due 

to assumed continuity of the map PRC . Therefore, the resetting requires 1N   pulses, [ min{ , }]inc decN round n n , 

where the function [ ]round n  returns the greatest integer not bigger than n . The following feedforward control has 

been proposed in [ESS] to solve the problem: 

  
max

min

if ;

if ,

inc dec
i

inc dec

n n

n n

 
  

 
 1 1i N   ; (11) 

  1 1( ) 0N NPRC      , (12) 

  
1 max

1
1 min

if ;

if ,

inc dec
i

inc dec

PRC i n n

PRC i n n


  
  

  
 1 i N  , (13) 

where the last step control 1N   is calculated as a solution of the equation (12). In the control (11), (12) it is assumed 

that i , 1i   are derived via (10) with the control (11) substitution (the formula (13)) and 2 0N    due to (12). This 

strategy has been called “feedforward” since it does not establish any relation with a real value of the phase. 

 Finally, the pulse activation instants it , 1 1i N    are calculated from (11), (12) tacking in mind that 

1i i st t T   , 1 1i N    (the condition of the models (10) validity) [ESS]: 

  1
1 1 1[( ) ]i i i it t s 

        , 0 0t  , 0 i N  ; 
if ;

( )
otherwise.

sT
s

T

  
  

 
 (14) 

 The feedback strategy assumes on-line measurements of the current phase after each pulse application, which 

increases the resetting accuracy. To realize this strategy, it is enough to replace the values i  in (11) and (12) generated 

by (13) with ( )t  available via measurements. For the phase resetting error, the term “measurements” means a 

calculation based on the state ( )tx . If a part of vector ( )tx  is available for measurements, then an observer can be 

applied to reconstruct the ( )tx  and the variable ( )t  next. The overall strategy for control design is similar to 

(11)−(13) [ESS]: 



  max( 2 ) /i
inc in PRC    , min/i

dec in PRC  , (15) 

  

max

min

if 1 ;

if 1;

( ) otherwise,

i i
inc dec

i i
i inc dec

i

n n

n n

  


    
 



 1i  ; (16) 

  1
1 1 1[ ( ) ]i i i it t s 

        , 0 0t  , 0i  , (17) 

where the function ( )  represents a solution of the equation ( ( ) ) 0PRC     , the function s  is defined in (14). 

The feedback control strategy persists under convergent perturbations, which is an advantage with respect to the 

feedforward control. However, the feedback approach requires more measurement information and it has more 

computational complexity. Application of the feedforward strategy becomes more reliable if on-line measurements are 

not realizable or too noisy. 

 These strategies optimize the number of phase resetting steps and ensure the fastest phase resetting for (10). In the 

presence of uncertainties in the system model (4) (or inaccuracies of the first approximation) this optimality loses its 

advantages. In a such case the exponential asymptotic stabilization ensures a better performance due to its robustness. 

The exponentially stabilizing feedback for the model (10) is described by 

  ( )i iPRC    , min maxmin{ , } /PRC PRC    , (18) 

for all 1i  , where the time instant it  of pulse activation is calculated in accordance with (17) (in this case we assume 

that [ , )i    ). Under assumption 1 for the chosen   there always exists a value i  such that ( )i iPRC    . 

Substitution of (18) in the model (10) gives  

  1 (1 )i i       

which ensures an asymptotically exponential convergence of i  to zero since 0 1   . Note that asymptotic 

stabilization implies that an infinite train of pulses has to be generated. 

 

  5. Phase resetting for the model (4) 

 In this section we are going to show that the control (17), (18) derived for the first order approximation model (10) 

is actually valid for the original nonlinear model (4) under some mild conditions. These conditions deal with accuracy 

of the first approximation for (4). The accuracy depends on amplitude of the input u , to analyze this relation more 

rigorously and to formulate the conditions, let 

  
1

( ) ( )i
i

u t w t t




   , (19) 

where 0 1    is the control amplitude parameter and for 1   we recover the input considered previously. Since the 

model (10) is affine in the controls, for (19) it can be rewritten as follows 

  1 ( )i i iPRC      , 

where the map ( )PRC   has been defined in (8). To realize this algorithm we assume that the variables i , 0i   are 

available for measurements. Since ( ) ( )it t   T  for all it t T , 1i  , then it is enough to measure the phase 

variable ( )t  once per pulse application at any time instant 1i it t t   T , 1i   (by a spike detection for neuron 

oscillators, for example). 

 T h e o r e m  1 . Assume  

(H1) the system (4) for ( ) 0u t  , 0t   has the locally asymptotically stable limit cycle   with a bounded open set of 



attraction A ;  

(H2) the “pulse” ( )w t  is given ( ( ) 0w t   for all 0t   and t T , | ( ) |w t U  for 0 t T ); 

(H3) assumption 1 holds for the corresponding map ( )PRC  .  

Then for the system (4), for any 0   there exists 0 1    such that the control (19) with the time instants it , 1i   

( 1i i st t T   T  for all 1i  ) calculated in accordance with (17), (18), ensures lim | ( ) |t t     for all 0 x . 

 P r o o f . Local asymptotic stability of the set   for the system (4) implies that for any initial conditions 0 x  

there exist 0   and 1 0c   such that 0 1[ ( , , ), ]dist t u c  x x  for any     and all 0t   (this claim follows from 

analysis of the system (5) for | ( ) |u t U  , the constant 1c  is computed for given ( )w t  and sT ). The dynamics of the 

asymptotic phase   for the system (4) is governed by the equation (6), then 

  1 1 1( ) ( ) ( ) ( ( ), ( ), ( ) )t t u t g t t u t            Q b x , 

where 1
0( ) ( , , ) ( )t t u t      x x x  and 1( )t     is the “base” trajectory (the trajectory around which the 

linearization has been performed). By construction, for all x A  and | |u U   there exist 1 0g  , 2 0g   such that 

  2 2
1 2| ( , , ) | | |g u g U g U      x x . 

The values 1 1( ) ( ) [ , )i i it t         T , 1i   are available for measurements ( 1 (0 )    is given), then for 

( , )i it t t T  the trajectory 1( )it      can be used as the “base” one ( ( ) 0u t   for all 1[ , ]i it t t  T ). From 

stability of the limit cycle   discussed above and continuity of the PRC map stated in assumption 1, there exists 2 0c   

such that 2| ( ) |i t c  x  for all ( , )i it t t T , where 1
0( ) ( , , ) ( )i it t u t       x x x . Therefore, 

  1 1 1( ) ( ) ( ) ( ( ), ( ), ( ) )i i i i i it t w t t g t t w t t                   Q b x  

for all ( , )i it t t T  and integration of this equation gives ( i i it     ) 

  

1 1 1
1

1

( ) ( ) ( ) ( ( ), ( ), ( ) )

( ) ( ( ), ( ), ( ) ) ,

i

i

i

i

t
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t

i i i i it

t t w t t g t t w t t dt
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

 

                    

            





Q b x

x

T

T
 

where the map ( )PRC   has been defined in (8). From (18) ( )i iPRC    , 0 1   , then 

  

1
1

2 2 2 2
1 2 2 1 2 2

| | (1 ) | | | ( ( ), ( ), ( ) ) |

(1 ) | | (1 ) | | ( ) .
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
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

x
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T
T

 (20) 

This inequality provides the following estimate 

  
1

2
0 1 2 2

0

| | (1 ) | | ( ) (1 )
i

i j
i

j

U g U g c




          T , 1

0

(1 ) ( )j

j






    , 

which implies the theorem claim for 1
1 2 2( )U g U g c    T . ■ 

 The result of theorem 1 means that the exponentially stabilizing feedback (17), (18), designed for the reduced model 

(10), being applied to (4), ensures practical phase resetting. According to theorem conditions, this approach can be 

applied to any smooth dynamical system (4), with a limit cycle and infinitesimal pulse input, provided that the 

corresponding PRC map suits the requirements of Assumption 1. 

 Accuracy of the resetting can be regulated by decreasing the control amplitude  , which in general may slow down 

the rate of convergence. It is worth stressing that since (17), (18) assumes an infinite series of pulses (a pulse is applied 



at each period), then decreasing the pulse amplitude causes the time of resetting to increase with simultaneous decrease 

of the energy. The trade-off between robustness of the system and the rate of convergence may consist in initial 

application of the suboptimal controls (11)−(14) or (15)−(17) with posterior activation of the feedback (17), (18). 

Indeed, the value of   decreases if the feedback gain   is growing. From (18) the value of   is restricted by the 

amplitude of PRC and the admissible range of the phase resetting error, i.e. | |   . If we restrict the area where the 

control (18) is applied, say for | |    with 0 1   , when we can take 

  min maxmin{ , } / ( )PRC PRC    , (21) 

that according to the result of theorem 1 implies improvement of the accuracy (decreasing of  ). 

 C o r o l l a r y  1 . Let conditions (H1)−(H3) of theorem 1 be satisfied. Take the control (19) with the time instants 

it , 1i   ( 1i i st t T   T  for all 1i  ) calculated in accordance with (17) and 

  

max

min

if 1 ;

if 1;

( ) if | | ;

( ) otherwise ,

i i
inc dec

i i
inc dec

i

i i

i

n n

n n

  

  

  
   

 


 1i  , (22) 

where i
incn , i

decn  are from (15) and the function ( )   represents a solution of the equation ( ( ) ) 0PRC      . 

Then for the system (4), for any 0   there exists 0 1    such that the control (17), (21), (22) ensures 

lim | ( ) |t t     for all 0 x  provided that 1   in (21). 

 P r o o f . The proof mainly follows the ideas of the theorem. If | |i   , then the theorem arguments are valid 

directly. If | |i   , then according to (21) | ( ) | (1 ) | |i i iPRC          and again the proof follows the same 

line, since in both cases the inequality (20) is satisfied.  ■ 

 It is worth stressing that if * 0i   for some * 0i   (the resetting is successfully performed), then the algorithm (22) 

selects the controlling phase *i  such that *( ) 0iPRC   . According to assumption 1, in this case either 0
*i s    or 

0
*i u   . In order to improve the control robustness, it is desirable to realize the function   such that the solution 

0
*i s    (or a point in its vicinity) is chosen in such situations. Indeed, since * * * *i i i it t       , then 1 0

*i st     

and next from (17) we get 1i it t T    for all *i i . Therefore, the control (22) generates a periodic train of pulses 

asymptotically. It acts as a conventional Poincaré phase map [I]. In the presence of uncertainties, if 0
*i s   , then this 

control will stabilize the phase deviations, while the solution 0
*i u    may additionally perturb the system. 

 The advantages of this control technique will be demonstrated in Section 7. 

 

  6. PRC-based control design for a network of oscillators 

 In this section we will assume that a group of disconnected oscillators with a common input is given, i.e. 0S   is 

the number of oscillators and ( )j t  is the phase of j -th oscillator, 1,...j S . We will also assume that all oscillators 

are identical (they have a PRC map satisfying assumption 1) and that they have different initial phases [0, 2 )j   , 

1,...j S  (different initial conditions (0)jx ). The desired phase ( )d t t    is the common reference for all variables 

j , 1,...j S . Introducing the phase resetting errors for the oscillators ( ) ( ) ( )j j
dt t t     , 1,...j S , we obtain 

(0)j j   . Then from (6) we get the equations for the phase dynamics of the population: 



  1 1 1( ) ( ) ( ) ( ( ), ( ), ( ) )j j j j
jt t u t g t t u t               Q b x , 1,...j S , (23) 

where 1( ) ( ) ( )j
j jt t t       x x  is the deviation of the trajectory of j -th oscillator from its basement on the limit 

cycle 1( )jt     . We will assume that the average resetting error of the network 

  1

1
( ) ( )

S j

j
y t S t


   

is available for measurements (as before we will need this measurements only once per the pulse application). The 

common input is given in the form (19) as a train of pulses ( )w t  with the adjustable instants of activation it , 1i  , 

where 0   is the parameter. 

 Since the initial phases j , 1,...j S  are not identical, then an application of the control approach developed in the 

previous sections may not lead to the synchronization and a desired resetting for all oscillators. The issue is that the 

phase model around limit cycle (23) has an integrator like form, thus it is marginally stable only. In such a case stability 

of linearized system does not necessary imply a similar property for the original nonlinear system. In the following, 

under a mild restriction on the PRC map and a modification of the control law, it is shown that it is not the case. 

 A s s u m p t i o n  2 . Denote the set of values [0, 2 )   for which the map ( )PRC   is concave as [0, 2 )  


 and 

the set of values [0, 2 )   for which ( )PRC   is convex as [0, 2 )  


. Let there exist non empty open connected sets 

  
 

 and   
 

 such that  

1) ( ) 0PRC    for all 


 and ( ) 0PRC    for all 


; 

2) 0 0{ , }s u    


 and 0 0{ , }s u    


. □ 

 An example of the PRC map that satisfies assumption 2 is given in Fig. 8 for the Van de Pol model. This assumption 

regularizes the PRC map behavior (the shape of PRC can be adjusted by the pulse w  choice). Let   


 and 

  


 be the median values of the sets 


 and 


 respectively. Then the control algorithm can be formulated as 

follows: 

  | | / | ( ) |i
dec in y PRC   , | | / | ( ) |i

inc in y PRC   , (24) 

  

if 0 and 1 ;

if 0 and 1;

( ) otherwise ,

i
i dec

i
i i inc

i

y n

y n

y





  


    




, 1i  , (25) 

  1
1 1 1[ ( ) ]i i i it t s y 

       , 0 0t  , 0i  , (26) 

where 1( ) ( ) [ , )i i iy y t y t      T  and the functions  , s  have been defined of a previous section. Thus the 

control (24)−(26) does not repeat the structure of the control (17), (18) under substitution i iy    (this equality 

becomes true if the network consists in the single oscillator). 

 T h e o r e m  2 . Let conditions (H1), (H2) of theorem 1 and assumptions 1,2 be satisfied. Take the control (19) with 

the time instants it , 1i   ( 1i i st t T   T  for all 1i  ) calculated in accordance with (24)−(26). Then for the system 

(4) for any 0   there exist * 0i  , 0 1    and 0   such that *| ( ) |j
it    for all 1,...j S  provided that 

, 1,...,max | |j k
j k S      . 

 P r o o f . Again, the local asymptotic stability of the set   for the system (4) implies that for any initial conditions 



0 x  there exist 0   and 1 0c   such that 0 1[ ( , , ), ]dist t u c  x x  for any     and all 0t  . By construction, 

for all x A  and | |u U   there exist 1 0g  , 2 0g   such that 

  2 2
1 2| ( , , ) | | |g u g U g U      x x . 

From (19) and (23) we get  

  1 1 1 1
,1[ ( ) ( ) ( ) ( ( ), ( ), ( ) )]j j jS

i i j ii i ijy S t t w t t g t t w t t   
                 Q b x  

for all ( , )i it t t T , where 1
, ( ) ( ) ( )j

i j j it t t       x x . By the same arguments as in theorem 1, there exists 

2 0c   such that , 2| ( ) |i j t c  x  for all ( , )i it t t T  for all 1,...j S , then 2
1 2 2| ( , , ) | ( )g u U g U g с    x . 

 Consider the case 0 0y  . Integration on the time interval 1[ , ]i it t  , 1i   gives 

  

1 1 1 1
1 ,1

1 1
,1

( ) ( ) ( ) ( ( ), ( ), ( ) )

( ) ( ( ), ( ), ( ) ) ,

i

i

i

i

tS j j j
i i i i i i i j ij t

tS j j
i i i i i j ij t

y y S t t w t t g t t w t t dt

y S PRC t g t t w t t dt

   
 

 



                  

                

 

 

Q b x

x

T

T
 

where the map ( )PRC   has been defined in (8). Note that 

  1 1 2
, 1 2 21

( ( ), ( ), ( ) ) ( )
i

i

tS j
i i j ij t

S g t t w t t dt U g U g c
 


           x

T
T  

as in the single oscillator case, and by the Jensen’s inequality 

  1 1

1 1
( ) ( ) ( )

S Sj j
i i i i i ij j

S PRC t PRC S t PRC t y 

 
            

provided that the PRC map is concave for all j
i it   , 1,...j S . Since 1 0 0y y   from (24)−(26) 

1 1t y        
 

 and there exists 0   such that 1 1
jt   


, thus  

  1 1
1 11 11 1

( ) ( ) ( ) 0
S Sj j

j j
S PRC t PRC S t PRC 

 
            

and 

  
1 2

2 1 1 1 2 211

2
1 1 2 2

( ) ( )

( ) ( ).

S j

j
y y S PRC t U g U g c

y PRC U g U g c







        

      

 T

T
 

Therefore, there exist an 0   such that 2
1 2 2( ) ( )PRC U g U g c      T  for some 0  . Next for any finite 

number of steps * 0i   there is a sufficiently small 0   such that  0iy   and j
i it   


  for all 2i   due to 

introduced assumptions on PRC and the control law (24)−(26). Then 

  1 0i iy y y i        

and there exists a finite number * 0i   such that * 1i
incn   and 2

* 1 1 2 2( )iy U g U g c   T . The case 0 0y   can be 

treated similarly using the Jensen’s inequality for convex functions. ■ 

 The most restrictive condition of this theorem deals with a priori assumption that , 1,...,max | |j k
j k S      , which 

is hard to verify since the variables j , 1,...j S  are not measurable. However, applying a periodic train of pulses (19) 

with 

  0
k k k st y      , 1,...,k K , 

where 0K   is the number of periods, we can ensure the convergence of the phases j
k , 1,...j S  to ky  guaranteeing  

that the condition , 1,...,max | |j k
j k S       is satisfied for any 0   for a sufficiently large K . 



 

  7. Applications 

 For all examples we will consider the square pulses of the form: 

   if 0 ;
( )

0 otherwise ,
t t

w t
    

  

where the values of parameters 0  , 0   will be specified later depending on the application. 

 

 A. Motivating example 

 Let 1   and 0.3  ; the corresponding phase response curve (8) is plotted in Fig. 2. Assumption 1 is satisfied for 

this PRC map. The model (1) trajectory with the control (17), (18) is shown in Fig. 3. The symbol 0  denotes the initial 

error, the symbol d  is stated for the desired error value. As we can conclude from this result the convergence rate is 

very slow in such system. To improve the rate of convergence it is proposed to combine the control (15)−(17) for the 

big resetting error and the control (17), (18) for asymptotical resetting. The corresponding trajectory with the control 

(17), (21), (22) for 0.1   is plotted in Fig. 4. The time axis of figures 3 and 4 is scaled in the number of periods.  
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  Fig. 2. PRC for the system (1). 
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  Fig. 3. The system (1) trajectory with the control (17), (18). 

  

 

χ 

χ0 

χd 

0 20 40 
0 

2 

4 

6 

n  

  Fig. 4. The system (1) trajectory with the combined control (17), (21), (22). 

 

 B. Tenth order model of circadian oscillations in Drosophila 

 Let us consider the model from the paper [LG98, LG99]: 

  [ ( )]
n
IP P

P sp mP d Pn n
mP PIP N

K M
M v u t v k M

K MK C
   


 ; (27) 



  0 1
0 1 2 0

1 0 2 1
sP P P P d

P P

P P
P k M V V k P

K P K P
   

 
 ; (28) 

  0 1 1 2
1 1 2 3 4 1

1 0 2 1 3 1 4 2
P P P P d

P P P P

P P P P
P V V V V k P

K P K P K P K P
    

   
 ; (29) 

  1 2 2
2 3 4 3 2 2 4 2

3 1 4 2 2
P P dP d

P P dP

P P P
P V V k P T k C v k P

K P K P K P
     

  
 ; (30) 

  
n
IT T

T sp mT d Tn n
mT TIT N

K M
M v v k M

K MK C
  


 ; (31) 

  0 1
0 1 2 0

1 0 2 1
sT T T T d

T T

T T
T k M V V k T

K T K T
   

 
 ; (32) 

  0 1 1 2
1 1 2 3 4 1

1 0 2 1 3 1 4 2
T T T T d

T T T T

T T T T
T V V V V k T

K T K T K T K T
    

   
 ; (33) 

  1 2 2
2 3 4 3 2 2 4 2

3 1 4 2 2
T T dT d

T T dT

T T T
T V V k P T k C v k T

K T K T K T
     

  
 ; (34) 

  3 2 2 4 1 2 N dCC k P T k C k C k C k C     ; (35) 

  1 2N N dN NC k C k C k C   , (36) 

where PM  is cytosolic concentration of per mRNA; 0P , 1P , 2P  are unphosphorylated, monophosphorylated and 

bisphosphorylated concentrations of PER protein respectively; TM  is cytosolic concentration of tim mRNA; 0T , 1T , 

2T  are unphosphorylated, monophosphorylated and bisphosphorylated concentrations of TIM protein respectively; C  

is PER-TIM complex concentration and NC  is nuclear form of PER-TIM complex. As in [LG98] we will consider the 

following values of the model (27)–(36) parameters: 

 1IP IT sT sPK K v v    , 0.7mP mTv v  , 0.2dP dT mP mTK K K K    , 0.9sP sTk k  , 2dP dTv v  , 

  1 1 2 2 3 3 4 4 2P T P T P T P TK K K K K K K K        , 1 1 3 3 8P T P TV V V V    , 

  1 0.6k  , 2 0.2k  , 3 1.2k  , 4 0.6k  , 4n  , 0.01d dC dNk k k   , 2 2 4 4 1P T P TV V V V    . 

The phase resetting for this model was considered in the papers [BSD1, BSD2] via optimal control approach. For the 

case 0u   this model has the single equilibrium and one stable limit cycle, 24.13T  . 

 Let 1   and 0.3  ; the corresponding phase response curve is plotted in Fig. 5. The assumption 1 is satisfied for 

the PRC map. The trajectory of the model (27)–(36) with the control (17), (18) is shown in Fig. 6, the trajectory with 

the control (17), (21), (22) for 0.1   is plotted in Fig. 7. The time axis is scaled in the number of periods. The symbols 

0  and d  denote the initial and the desired error values. 
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  Fig. 5. PRC for the system (27)–(36). 
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  Fig. 6. The system (27)–(36) trajectory with the control (17), (18). 
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  Fig. 7. The system (27)–(36) trajectory with the combined control (17), (21), (22). 

 

 The demonstrated rate of the resetting error convergence is rather slow, that is originated by pulses application with 

rather small amplitude. Such restriction comes from analytical conditions dealt with analysis of the first approximation 

arguments used for resetting. 

 

 C. A network of Van der Pol oscillators 

 In the works [Z, AFFS] a mammalian circadian pacemaker has been represented by a population of neurons 

modeled by Van der Pol differential equations: 

  

3[ ( )] ,

,

j j j j

j j

x y x x u

y x

      

 




 

where jx , jy  are the neuron normalized coordinates, 1,...,j S ; 0S   is the number of neurons in the network, 

0   is the neuron oscillation frequency, 0   and 0   are the model parameters; u  is the common input. In this 

work for all neurons we take as in [Z] 

  0.2  , 0.262  , 1  , 

then the neurons have a globally asymptotically stable limit cycle with 24.06T  . Let 3   and 0.125  ; the 

corresponding phase response curve is plotted in Fig. 8. The assumption 1 is satisfied for the PRC map, the sets 


, 




 from assumption 2 are also shown in Fig. 8 (in these sets the PRC map can be rather accurately approximated by a 

straight line). The trajectories of a network for 10S   with the control (24)−(26) are shown in Fig. 9, the trajectories 

for the control (24)−(26) and an initial periodical train of pulses with 10K   (applied before the resetting) are plotted 

in Fig. 10. The time axis is scaled in the number of periods. The symbols 0y  and dy  denote the initial and the desired 

error values for the averaged phase error. In this case the initial deviations of phases j  in the network from 0y  have 

been chosen large enough, as we can conclude even in this case the control ensures the resetting (Fig. 9). The quality of 

resetting becomes much better in Fig. 10, where a periodic train of pulses is applied (in this case the phase deviations at 

the instant of the control (24)−(26) activation becomes much smaller). 
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  Fig. 8. PRC of the Van de Pol model. 
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  Fig. 9. The phase resetting for a network of Van der Pol models. 
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  Fig. 10. The network entrainment with a periodical initial resetting. 

 

  7. Conclusion 

  A solution to the problem of phase resetting for nonlinear oscillating systems has been proposed. It is assumed that 

control is formed by a train of pulses of a given form and duration with adjusted instants of activation. The control is 

designed for a simplified PRC model of the system; this model has a discrete integrator-like form. Next, it has been 

proven that the control ensures practical phase resetting for the original nonlinear system (that is a contribution of the 

paper). Accuracy of the resetting can be managed by adjustment of the control parameters. The control robustness with 

respect to external disturbances and parametric fluctuations, and the influence of coupling strength on the network 

resetting can be analyzed in future works. A simple extension of the control algorithm is proposed, which allows a 

network of identical oscillators to be reset, that is confirmed by the results of simulation. Analysis of influence of 



heterogeneity of oscillators has to be performed in a future work also. 

 The computer simulations performed for several models of circadian oscillations confirm applicability of the 

proposed solution. Combination of the exponentially stabilizing control proposed in this paper and the fastest phase 

resetting control algorithms presented in [ESS] demonstrates the most promising results, when the controls from [ESS] 

provide the fastest phase resetting to a vicinity of the desired trajectory, next application of the exponentially stabilizing 

feedback guarantees the phase resetting error convergence for the nonlinear system. 
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