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Abstract: We present a new identification method for nonlinear Volterra models of the form
HX = F (u,X) + v with H a causal convolution operator. It is based first on a suitable
parameterization of H deduced from the so-called diffusive representation, devoted to state
representations of integral operators, and second on a suitable operatorial transformation of the
problem with the property that the nonlinear term F (u,X) is cancelled, allowing to identify
the operator H(∂t) alone. Then, the nonlinear term can be identified from standard regression
methods. For illustration, we implement this method on a concrete numerical example.
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1. INTRODUCTION

We present an identification method for nonlinear Volterra
models of the form:

H(∂t)X = F (u,X) + v, (1)

where u(t), v(t), X(t) ∈ R, t > 0, F is a nonlinear function
defined on R2 and H(∂t) is a causal convolution operator
defined on a suitable space of continuous functions with
support in R

+
t .

We suppose that problem (1) is well-posed in the sense
of existence, uniqueness and continuous dependency on
the inputs u, v of the solution X . The operator H(∂t) is
also supposed invertible, so (1) can be rewritten under the
form: X(t) =

∫ t

0 k(t− s) [F (u(s), X(s)) + v(s)] ds ∀t > 0,
where k is the impulse response of operator H(∂t)−1.

Such models are frequently encountered in various do-
mains:

• thermic phenomena (we will consider in section 4 the
combustion model elaborated in Joulin (1985)),

• electrical engineering (Rumeau (2006)),
• linear SISO differential systems with nonlinear feed-

back: {
Ż = AZ +BF (u,X)
X = CZ,

with H(p)−1 = C(pI −A)−1B,
• SISO partial differential systems on R

+∗
t ×Ωz ⊂ Rn+1

of the form:{
∂tϕ = A(z,∇)ϕ+ F (u,

∫
Tϕdz), ϕ0 = 0,

X =
∫
Tϕdz,

which can be rewritten under the synthetic equation∫ t

0
k(t−s)F (u(s), X(s)) ds = X(t) where the function

k is the impulse response solution of k =
∫
Tφdz,

φ̇ = A(z,∇)φ + δ, φ0 = 0.
• etc.

The identification problem under consideration in the
sequel is to build estimations ofH(∂t) and F from (noised)
data X̃ = X + η where η designates some additive
measurement noise and X is generated by an experimental
process driven by known inputs u, v. The main difficulty
when identifying such models results from the coupling
between the dynamic operator H(∂t) and the (static)
function F via equation (1). This difficulty is strengthened
when operator H(∂t) is non rational (which is in general
the case), when F is singular, when the system is unstable
and/or when there exists some dynamic bifurcations (see
section 4).

The proposed identification method is based first on a
suitable parameterization of H(∂t) deduced from the so-
called diffusive representation (Montseny (2005)), devoted
to state realizations of general integral causal operators.
Following this approach, the complex dynamic nature of
H(∂t) is in some sense summarized by a few numerical
parameters on which the identification problem will focus.
Second, we introduce a suitable operatorial transformation
of the problem with the property that the nonlinear term
F (u,X) is cancelled, allowing to identify the operator
H(∂t) alone from the available data. The nonlinear term
can then be identified from the data completed by the
knowledge of the previously identified H(∂t).

This paper must be viewed as an extension of a previous
one (Casenave (2008-2)) to which we broadly refer. We
only present here the basic principles of the approach;
more details, namely numerical questions, will be given
in a future publication.

The paper is organized as follows. In section 2, we briefly
present a simplified version of the diffusive representa-
tion. In section 3, we describe the proposed identification
method in a general framework. In section 4, we finally
implement this method on a concrete example, in order to
highlight the relevance of the method.



2. DIFFUSIVE FORMULATION OF CAUSAL
CONVOLUTION OPERATORS

We only give a few basic notions; more details will be found
in Casenave (2008-2). A complete statement of diffusive
representation will be found in Montseny (2005). Various
applications and questions relating to this approach will be
found for example in Audounet (1998), Carmona (1998),
Casenave (2007), Casenave (2008-1), Degerli (1999), Gar-
cia (1998), Lenczner (2005), Levadoux (2003), Montseny
(2007), Mouyon (2002), Rumeau (2006).

We consider a causal convolution operator defined, on any
continuous function u : R+ → R, by

u �→
∫ t

0

k(t− s)u(s) ds. (2)

We denote K the Laplace transform of the (locally inte-
grable) function k, and K(∂t) the convolution operator
defined by (2).

Let ut(s) = 1]−∞,t](s)u(s) the restriction of u to its past
and ut(s) = ut(t − s) the so-called ”history” of u. From
causality of K(∂t), we deduce:

[K(∂t)(u − ut)](t) = 0 for all t;
then, we have for any continuous function u:

[K(∂t)u](t)=
[L−1 (K Lu)

]
(t)=

[L−1
(
K Lut

)]
(t). (3)

We define:
Ψu(t, p) := ep t

(Lut
)
(p) = (Lut) (−p); (4)

by computing ∂tLut, Laplace inversion and use of (3), we
have:
Lemma 1. 1. The function Ψu is solution of the differential
equation:

∂tΨ(t, p) = pΨ(t, p) + u, t > 0, Ψ(0, p) = 0.
2. For any b � 0,

[K(∂t)u] (t) =
1

2iπ

∫ b+i∞

b−i∞
K(p)Ψu(t, p) dp. (5)

We denote Ω the holomorphic domain of K (after analytic
continuation). Let γ be a closed 1 simple arc in C−; we
denote Ω+

γ the exterior domain defined by γ, and Ω−
γ

the complementary of Ω+
γ . By use of standard techniques

(Cauchy theorem, Jordan lemma), it can be shown:
Lemma 2. For any γ ⊂ Ω such that K is holomorphic in
Ω+

γ , if K(p) → 0 when p→ ∞ in Ω+
γ , then:

[K(∂t)u] (t) =
1

2iπ

∫
γ

K(p)Ψu(t, p) dp. (6)

In the sequel, we use the convenient notation

〈μ, ψ〉 =
∫
μψ dξ.

Under hypothesis of lemma 2 (except γ ⊂ Ω), we have
(Montseny (2005)):
Theorem 3. If the possible singularities of K on γ are
branching points such that |K ◦ γ| is locally integrable
in their neighborhood, then, with μ = γ′

2iπ K ◦ γ and
1 Possibly at infinity

ψu(t, .) = Ψu(t, .) ◦ γ:

[K(∂t)u] (t) = 〈μ, ψu(t, .)〉 ; (7)
furthermore ψu(t, ξ) is solution of the following evolution
problem on (t, ξ) ∈ R∗+×R (of diffusive type):

∂tψ(t, ξ) = γ(ξ)ψ(t, ξ) + u(t), ψ(0, ξ) = 0. (8)
Definition 4. The function μ defined in theorem 3 is called
γ-symbol of operator K(∂t). The function ψu solution of
(8) is called the γ-representation or simply the diffusive
representation of u.

Formulation (8,7) can easily be extended to operators of
the form K(∂t) ◦ ∂t where K(∂t) admits a γ-symbol. We
have (formally):
[K(∂t) ◦ ∂t u](t) = 〈μ, ∂tψu(t, .)〉 = 〈μ, γ ψu(t, .) + u(t)〉 ,

(9)
with μ the γ-symbol of K(∂t).

3. IDENTIFICATION VIA OPERATORIAL
CANCELLATION OF THE NONLINEAR TERM

3.1 The basic principle

Given E,F,G separable Hilbert spaces, f : E → G a
nonlinear function and A : F → G linear, consider the
abstract model:

f(x) +Ay + z = 0, (10)
where x, y, z are trajectories defined on t ∈ [0, T ] with
values respectively in E,F,G. The problem under consid-
eration is to estimate both A and f from (possibly) noised
data trajectories ỹ, x̃, z̃, that is to solve (in some sense):

min
A,f

‖f(x̃) +Aỹ + z̃‖2
, (11)

with ‖.‖ an hilbertian norm, for example
∫ T

0 ‖.‖2
G dt, x̃ =

x + ε1, ỹ = y + ε2, z̃ = z + ε3 where (x, y, z) is
solution of (10) and εi are some (sufficiently small) noises.
Such a problem often presents some serious difficulties,
in particular when f is highly nonlinear (for example
non differentiable, discontinuous or even weakly singular)
and no a priori information about it is available. In
such cases indeed, linear parametrizations 2 of f of the
form f =

∑
i ai fi (with (fi) a topological basis of E

chosen a priori) cannot be accurate enough except if the
number of ai is quite large; but on the other hand, when
the number of parameters to be estimated is excessive,
estimation is generally bad due to excessive sensitivity to
the measurement noises.

Now remark that thanks to linearity, operator A could be
easily estimated if the term f(x) was known, the problem
(11) then reducing to a standard least-square one:

min
A

‖Y · A− b‖2
,

with solution formally given by the pseudo-inverse of
operator Y (Ben-Israel (2003)):

A∗ = Y† · b. (12)
Following this remark, the method presented here-after al-
lows to estimate A alone from a suitable transformation of
model (10) with the special property that the term f(x) is
2 The advantage of which is to transform (10) into a linear problem.



cancelled 3 in a particular subset of equations specifically
defined from the data x. Under some hypothesis frequently
satisfied in practice, this ”submodel” then reveals itself
sufficient for a good estimation of A under the form (12).
Once operator A is correctly estimated, it will then be easy
to deduce estimations of f from standard methods.

3.2 The f -cancellation operator Dx,ε

We briefly introduce, in an abstract framework, the ”dif-
ference” operator Dx,ε on which the proposed method is
based.

Given X a Banach space and Ω a metric space, let
denote by C0(Ω;X) the Banach space of continuous 4

functions defined on Ω with values in X, with norm ‖x‖ =
supξ∈Ω ‖x(ξ)‖X. Given X0 ⊂ X, let C0(Ω;X0) := {x ∈
C0(Ω;X); ∀ξ ∈ Ω, x(ξ) ∈ X0}. Given metric spaces 5

Ωi, i = 1 : n, the norm on the product space
n∏

i=1

C0(Ωi;X)

is defined by ‖x‖ = supi supξ∈Ωi

∥∥xi(ξ)
∥∥
X

. Finally, we
denote Ωi,j := Ωi × Ωj and the following operator D is
defined:

D :
n∏

i=1

C0(Ωi;X) →
n∏

i,j=1

C0(Ωi,j ;X)

x = (xi)i=1:n �→ Dx = (Di,jx)i,j=1:n,

∀i, j ∈ {1 : n}, ∀(t, τ ) ∈ Ωi,j , (Di,jx)(t, τ ) = xi(t)−xj(τ ).
(13)

The operator D is clearly linear. Thanks to the continuity
of the + operation in Banach spaces, it is continuous; note
that this last property is essential, namely for numerical
treatments.

Let Y be another Banach space, X0 ⊂ X and f : X0 →
Y continuous. For x ∈ ∏n

i=1 C
0(Ωi;X0), we denote by

convention:

f ◦ x :=
(
f(xi)

)
i=1:n

∈
n∏

i=1

C0(Ωi;Y). (14)

Note that if f is linear, we have: D(f ◦ x) = f ◦ (Dx), this
property being false in general.

Now consider the sets 6 (see Figure 1):

Ωi,j
x,ε :=

{
(t, τ) ∈ Ωi,j ;

∥∥(Di,jx)(t, τ )
∥∥ � ε

}
; (15)

for any (i, j) s.t. Ωi,j
x,ε 
= ∅, we denote Di,j

x,ε and Dx,ε the
operators defined by

∀y, Di,j
x,εy := Di,jy|Ωi,j

x,ε
and Dx,ε := (Di,j

x,ε)i,j ; (16)

we have:
Proposition 1. For any x ∈ ∏n

i=1 C
0(Ωi;X0) and any

continuous f : X0 → Y, the following properties hold:

(1) Dx,0 x = 0,
(2) Dx,0(f ◦ x) = 0,
(3) ‖Dx,ε x‖ � ε,

3 Up to a constant term: f0 := f(x(t0)) ∈ G which will be identified
simultaneously.
4 This hypothesis can be weakened by means of suitable technical
adaptations.
5 In practice, Ωi will be time intervals [ti0, ti

f
].

6 The sets Ωi,i
x,ε are never empty because (Di,ix)(t, t) = 0. Further-

more, thanks to the continuity of Dx, we have
⋂

ε>0
Ωi,j

x,ε = Ωi,j
x,0.

(4) ∀(tε, τ ε) ∈ Ωi,j
x,ε s.t. (tε, τε) →

ε→0
(t, τ) ∈ Ωi,j

x,0,

lim
ε→0

[(
Di,j

x,ε(f ◦ x)) (tε, τ ε)
]

= 0,

(5) If f is k-Lipschitz, then ‖Dx,ε(f ◦ x)‖ � kε.

Proof. (1) and (2) ∀i, j ∈ {1 : n}, ∀(t, τ ) ∈ Ωi,j
x,0, we have

(Di,jx)(t, τ ) = xi(t)−xj(τ ) = 0, that is xi(t) = xj(τ ), and
so f(xi(t)) = f(xj(τ )); then: (Di,j(f◦x))(t, τ ) = f(xi(t))−
f(xj(τ )) = 0.

(3) is a direct consequence of the definition of Ωi,j
x,ε and of

the norm on
∏

i,j C
0(Ωi,j

x,ε;X).

(4) First remark that (t, τ ) ∈ Ωi,j
x,0 ⇒ xi(t) = xj(τ );

thanks to the continuity of f and x, we then have:
lim
ε→0

(
Di,j

x,ε(f ◦ x)) (tε, τ ε) = lim
ε→0

(
f(xi(tε)) − f(xj(τ ε))

)
=

f(xi(t)) − f(xj(τ )) = 0.

(5) ‖Dx,ε(f ◦ x)‖ = sup
i,j

sup
Ωi,j

x,ε

∥∥f(xi(t)) − f(xj(τ ))
∥∥

� sup
i,j

sup
Ωi,j

x,ε

k
∥∥xi(t) − xj(τ )

∥∥ � kε.

Remark 1. The estimate (5) is uniform, while (4) relates to
the weaker topology of simple convergence. For this reason,
it can be expected that when f is not Lipschitz-continuous
on X0, numerical treatments can be somewhat more
delicate. However, in many concrete situations, function
f is Lipschitz-continuous on subsets Xη ⊂ X0, in such a
way that the property ||Dx,ε(f̃η ◦ x)|| � kηε holds for any
kη-Lipschitz-continuous function f̃η (defined on X0) such
that f̃η|Xη = f |Xη . We will see on a concrete example
(with X = Y = R, X0 = R+∗, f = ln, Xη = [η,+∞[)
that such a property (in addition to (4)) can be sufficient
to get good identification results.

For convenience, we will denote in the sequel:

Ωx,ε :=
⋃

i,j

({(i, j)} × Ωi,j
x,ε

)
; (17)

this set will be called the ε-kernel of Dx. Roughly speak-
ing, it can be viewed as the set of all the (i, j, t, τ) such
that

∥∥xi(t) − xj(τ )
∥∥ � ε. So, for any y ∈ ∏n

i=1 C
0(Ωi;Y),

the function Dx,ε y is simply defined by:
Dx,ε y : Ωx,ε → Y

(i, j, t, τ) �→ yi(t) − yj(τ ). (18)

Note that for numerical purposes, we will mainly have to
consider discrete subsets of Ωx,ε, with elements (i, j, tk, τ l) ∼
(i, j, k, l) ∈ N4. Numerical questions (in particular the
choice of ε and the construction of a discrete set Ωx,ε from
a discrete-time trajectory x) will be studied in a further
publication.

3.3 The Dx,ε-transformed identification problem

Let us consider the model (10): f ◦ x + Ay + z = 0, now
with (x, y, z) a possibly vector trajectory with values in
En × Fn ×Gn, with xi, yi, zi defined on Ωi = [ti0, t

i
f ]. By

applying operator Dx,0 to both members of this equation,
we get Dx,0(f ◦ x) + ADx,0 y + Dx,0 z = 0 and, thanks
to property (2) of proposition 1, ADx,0 y + Dx,0 z = 0;
note that this last equation is linear with respect to the
(unknown) operator A. However, due to the fact that



Fig. 1. Examples of (t, τ ) in Ωi,i
x,ε (top) and in Ωi,j

x,ε

(bottom)

operator Dx,0 is based on differences, equivalence is lost.
To restore equivalence, it is necessary 7 to consider an
”initial” condition (at least one!) on (10): f(xi(ti∗)) +
Ayi(ti∗) + zi(ti∗) = 0 for some ti∗ ∈ [ti0, tif ]; so, with n∗ � n

and by denoting f0 :=
(
f(xi(ti∗))

) ∈ Gn∗
, y0 := (yi(ti∗)) ∈

Fn∗
, z0 := (zi(ti∗)) ∈ Gn∗

, the model:{
ADx,0 y = −Dx,0 z
f0 +Ay0 = −z0 (19)

can be equivalent to (10) (that is (x, y, z) is solution of (10)
iff it is solution of (19)) if the set Ωx,0 is large enough 8 .
The interest of this new formulation is that both the
unknowns A and f0 are linearly involved; formally, these
unknowns can then be determined by means of the pseudo-
inverse of operator Y0 : (A, f0) �→ (ADx,0 y, f0 +Ay0).

In general however, on the one hand the set Ωx,0 may be
too poor to get the strict equivalence of (19) and (10) and,
on the other hand, the available data x̃, ỹ, z̃ are noised. But
in fact, it is only expected that some ”good” identification
of (A, f0) can be computed from the available data; so,
thanks to properties (4), (5) of proposition 1 which allow
to neglect (in some sense) the term Dx,ε(f ◦ x), problem
(19) is replaced by the weakened one, based on operator
Yε : (A, f0) �→ (ADx̃,ε ỹ, f0 +A ỹ0):

min
(A,f0)

‖Yε · (A, f0) + (Dx̃,ε z̃, z̃0)‖2
, (20)

with formal solution (A∗, f∗
0 ) = −Y†

ε · (Dx̃,ε z̃, z̃0). If data
x̃, ỹ, z̃ allow to get (A∗, f∗

0 ) � (A, f0) 9 , then we can expect
from continuity properties:
A∗ (ỹi(t) − ỹj(τ )) + z̃i(t) − z̃j(τ ) � 0, ∀(i, j, t, τ) ∈ Ωx,ε,

and so, although f is yet entirely unknown 10 at this stage:
f(x̃i) + A∗ỹi + z̃i � 0 in the sense f(x̃i(t)) + A∗ỹi(t) +
z̃i(t) � 0, ∀t ∈ [ti0, t

i
f ]. Now, thanks to the property

7 But maybe not sufficient if data are not rich enough.
8 This should be clarified in a further work.
9 In particular if n is sufficiently big and noises εi are small enough.
This will be studied in a further work.
10Except its value at point x0 = (xi(ti∗)) ∈ En∗

.

f(x̃i(t)) � −Aỹi(t) − z̃i(t), identification of the nonlinear
function f can be achieved by means of classical regression
methods implemented on the following ”pseudo graph” of
f deduced from the available data:
Gf =

⋃
i={1:n},t∈[ti

0,ti
f
]

{(x̃i(t),−A∗ỹi(t) − z̃i(t)
)} ⊂ E ×G.

(21)

3.4 Application to Volterra models under diffusive formulation

We start from the diffusive formulation of model (1). Given
the following diffusive realization of operator H(∂t):

H(∂t)X = 〈μ, γ ψX +X〉 ,
with ψX the diffusive representation of X , and μ the γ-
symbol associated with operator H(∂t) ◦ ∂−1

t , the model
(1) is equivalently rewritten:

〈μ, γ ψX +X〉 − F ◦ (u,X) − v = 0. (22)
Thanks to the static nature of the linear operator ϕ �→
〈μ, ϕ〉, that is ∀t, (〈μ, ϕ〉)(t) = 〈μ, ϕ(t)〉, (22) can be
rewritten (in opposite to (1) which is a t-nonlocal model):
∀i, t, 〈

μ, γ ψXi(t) +X i(t)
〉 − F (ui(t), X i(t)) − vi(t) = 0.

(23)

Then, to apply the identification method presented above
to model (22), we must take: Ωi := [0, tif ], x := (u,X),
y := γ ψX +X , z := −v, f := −F , A : y �→ 〈μ, y〉. Indeed,
it can be verified that model (22) is then written under the
form (10). In particular, the unknowns to be identified are
(μ, f0) and the operator Yε defined in the previous section
is expressed by Yε : (μ, f0) �→ (〈μ,Dx̃,ε ỹ〉 , f0 + 〈μ, ỹ0〉).
Remark 2. Thanks to proposition 1, some prefiltering
Q(∂t) can be envisaged on the data 11 X and v. Indeed,
by applying operator Q(∂t) to (1), we get the equiva-
lent model H(∂t) ◦ Q(∂t)X = Q(∂t)F (u,X) + Q(∂t)v;
if, in a suitable sense, Q(∂t)F (u,X) � F (u,X), then
Dx,0Q(∂t)F (u,X) � Dx,0F (u,X) = 0.

4. A CONCRETE EXAMPLE

In this section, we illustrate the identification method
introduced above by implementing it on data elaborated
from numerical simulations of a complex dynamic phe-
nomenon studied in Joulin (1985), Audounet (1998).

4.1 The model under consideration

In Joulin (1985), Joulin elaborated a Volterra model
to describe, in suitable thermodynamic conditions, the
evolution of a spherical flame initiated by a source at
point 0 in a mixture of reactive species. Under some
reasonable physical hypothesis, such a phenomenon can be
described by a system of two partial differential equations
relating to the temperature and the mass density of the
mixture. By considering the reactive zone as a thin sheet
located on a sphere with radius x(t), Joulin has established
that when the flame is developing in free space, x is
solution of the following nonlinear singular Abel-Volterra
equation 12 (u(t) designates the source strength at time t):

x(t)
∫ t

0

ẋ(s) ds√
π(t− s)

= x(t) ln x(t) + u(t) ∀t > 0, (24)

11The new prefiltered data are v′ := Q(∂t)v, X′ = Q(∂t)X.
12Here adimensional for simplicity.



with the additional conditions: x(0+) = 0, u � 0, x � 0
(whose physical interpretation is obvious). By denoting
H(∂t) the convolution operator 13 x �→ ∫ t

0
ẋ(s) ds√
π(t−s)

and

F (u, x) + v := lnx + u
x , (24) can be formally rewritten

under the form (1).

It has been shown in Audounet (1998) that the evolu-
tion problem (24) is well-posed, that is the solution x
exists, is unique and depends continuously on u. In real
conditions however, various perturbations are involved in
the evolution of x (due for example to the loss of spatial
symmetries), and both the convolution operatorH(∂t) and
the function F will be more or less far from the ideal ones.
So, an identification process can be justified if accuracy of
the model is required.

We consider the problem of identification of (10) from
(noised) data (u, x) obtained from highly accurate numer-
ical simulations of (24) (not described here, see Casenave
(2008-1) for numerical method for such simulations).

4.2 On the dynamic behavior of the flame radius

It has been shown in Audounet (1998) that there exists
a threshold relating to the power of the source u, beyond
which the flame is developing whereas a quenching occurs
below. In that sense, this evolution phenomenon is essen-
tially unstable with two qualitatively different behaviors.
Because of the hereditary nature of the problem, it is
difficult to know the value of this threshold which must
be evaluated on the basis of numerical simulations. In
Casenave (2008-2), examples are given of flame either
quenching or developing, when the source function is de-
fined, as in Audounet (1998), by:

u(t) = E t0.3(1 − t)1[0,1](t). (25)

The shortcomings of such sensitive dynamic behaviors are
reinforced by the fact that the input u is dynamically
poor and f is singular, which generates ill-conditioned
identification problems. As a consequence, this model
can be viewed as a significant test for the proposed
identification method.

4.3 Formulation of the identification problem

For identification purposes, the flame model under consid-
eration can be written under the form (1); by denoting:

f(x) : = F (u, x), z :=
u

x
, y := γ ψx + x,

Ay = 〈μ, y〉 , X = Y = R, X0 = R
+∗,

we can then apply the method described in section 3. A
detailed description of the practical implementation of this
method will be given in a future paper.

4.4 Numerical results and comments

Recall that the problem mainly consists in identify-
ing the diffusive symbol μ of operator H(∂t) ◦ ∂−1

t

13Note that in this ideal case, H(∂t) = ∂
1
2
t . Under weak hypothesis

on γ, this operator admits a γ-symbol μ (see (Casenave (2008-2))).

from numerical experimental data. These data are com-
posed of 9 trajectories (ui, x̃i)i=1:9 (see figure 2) asso-
ciated with 9 sources ui of the form (25) with E =
1.5, 1.6, 1.7, 1.73, 1.74, 1.75, 2.0, 3.0 and 5.0. The time
step Δt has been taken equal to 10−5 and the maxi-
mal final time is tf = 6. The measured trajectories are
x̃i = xi +η vi where vi is a unity gaussian white noise and
η = 10−2.

The function γ has been chosen as γ(ξ) = |ξ| eiα sign(ξ)

with α = 160
180π. The ξ-discretization has been defined from

130 values ξl geometrically spaced to cover 5 frequency
decades from 10−2 to 105 (see Casenave (2008-2)).

In figure 3, we can see the so-identified diffusive symbol μ∗
associated with H∗(∂t)◦∂−1

t . The associated frequency re-
sponseH∗(iω) is given in figure 4. In the covered frequency
band, this frequency response is correctly identified. The
results are close to the ones obtained in Casenave (2008-2)
in the case where function f was known.

As an example, two of the resulting pseudo graphs of f ,
namely (see section 3.3):

Gi
f =

⋃
tk
{(x̃i(tk),−A∗ỹi(tk) − z̃i(tk)

)}
are visible in figure 5. The function f = ln is correctly
reconstructed. Note that although the function f is not
Lipschitz-continuous around x = 0, property (5) of propo-
sition 1 remains satisfied around this point.

Finally, identification of function f has been achieved by
means of a standard least-square method implemented on
the whole available pseudo graph, given by (21); the result
is shown in figure 6. In spite of the poverty of the data, in
particular at high frequencies, the identification remains
good.
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Fig. 2. The trajectories x used for identification.
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