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Abstract. In this paper, we present an investigation into the performance of con-
formal predictors for discriminating the aroma of different types of tea using an
electronic nose system based on gas sensors. We propose a newnon-conformity
measure for the implementation of conformal predictors based on Support Vector
Machine for multi-class classification problems. The experimental results have
shown the good performance of the implemented conformal predictors.
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1 Introduction

Tea is by far the most popular drink consumed in Britain today, with over 165,000,000
cups being drunk in the UK every single day of the year [1]. Themajor quality attributes
of tea are flavour, aroma, colour and strength. Aroma means smell of the tea and is con-
sidered as the most important of the attributes. However, characterisation of aroma of
tea has been a challenge for tea scientists for long. Tea flavour is traditionally measured
through the use of a combination of conventional analyticalinstrumentation and human
or ganoleptic profiling panels. These methods are expensivein terms of time and labour
and also inaccurate because of a lack of either sensitivity or quantitative information [5].

Electronic nose has been successfully used for tea classification and grading [2, 5,
6, 12]. In general, an electronic nose is a smart instrument that is designed to detect and
discriminate among complex odours using an array of sensors. The array of sensors is
exposed to volatile odour vapour through suitable odour handling and delivery system
that ensures constant exposure rate to each of the sensors. The response signals of these
sensors are recorded and processed for analysis and classification. For tea classification,
we want to discriminate the aroma of different types of tea.

Different data analysis and machine learning methods have been tried to analyse
and classify the signals from the sensor array of the electronic nose system. For exam-
ple, these signals were processed using Principal Components Analysis (PCA), Fuzzy C
Means algorithm (FCM), Self-Organizing Map (SOM) method along with a Radial Ba-
sis Function network (RBF), Probabilistic Neural Network classifier, Back-Propagation
network and Olfactory model [3, 5, 6, 8, 11, 12]. Good performance has been reported
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in the literature. However, the learning techniques used can only provide bare predic-
tions, i.e. algorithms predicting labels for new examples without saying how reliable
these predictions are. The reliability of a method is often given by measuring general
accuracy across an independent test set. Confidence estimation is a well-studied area of
both parametric and non-parametric statistics; however, usually only low-dimensional
problems are considered.

This paper describes an investigation into the performanceof conformal predictors
for discriminating the aroma of different types of tea usingan electronic nose system.
In particular, we study a recently developed theory of algorithmic learning, namely con-
formal predictors described in [10]. One of the major advantages of these algorithms
is that they can be used for solving high-dimensional problems without requiring any
parametric statistical assumptions about the source of data (unlike traditional statistical
techniques). The only assumption made is the i.i.d. assumption (the examples are gen-
erated from the same probability distribution independently of each other). Another
advantage of the method is that it also allows to make estimation of confidence in
the classification of individual examples. The remainder ofthis paper is arranged as
follows. We briefly describe conformal predictors and present a new non-conformity
measure for the implementation of conformal predictors based on Support Vector Ma-
chine for multi-class classification problems in the next section. Section 3 discusses
the experiments and results of applying the implemented conformal predictors to tea
classification. Finally, Section 4 concludes the paper.

2 Conformal Prediction

In machine learning problems, we usually work with exampleswhich are pairszi =
(xi, yi). xi ∈ X is an object, normally represented as a vector and its components (di-
mensions) are called attributes.yi ∈ Y is its label, which may be real-valued, or taking
one of several possible values [4]. For the tea classification problem using electronic
nose system,xi is a vector of response signals from the sensor array andyi is the finite
types of tea.

Let us assume that we are given a training set ofl examples{(x1, y1), . . . , (xl, yl)}.
Our goal is to predict the classifications for testing examples. We make only one as-
sumption (i.i.d.) about the examples: all the examples havebeen generated indepen-
dently by some fixed but unknown stochastic mechanism. Suppose that for a new ex-
amplexl+1 and its corresponding real labelyl+1 is unknown, we are interesting in
predicting its label. The basic idea behind conformal predictors is to try every possible
labely ∈ Y as candidate for the new example and see how well the resulting sequence
{(x1, y1), . . . , (xl, yl), (xl+1, y)} conforms the i.i.d. assumption. If it does, we will say
it is “random”. The ideal case is where ally ∈ Y but one lead to sequences that are not
random andy can be considered as the prediction forxl+1. The general description of
the conformal predictors is given in Algorithm 1 [10].

In conformal predictors, checking whether a possible new label violates i.i.d. as-
sumption is done by a test for randomness based on anon-conformity (or strangeness)
measureα = A(zl+1, {z1, . . . , zl+1}). This is a measure of disagreement or non-
conformity between a finite set (subset ofX × Y) and its element. Specific form of
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this function depends on a particular machine learning algorithm to be used and can be
determined for many well-known machine learning algorithm. In this paper, we inves-
tigate and propose a non-conformity function for multi-class Support Vector Machine.

Algorithm 1 Conformal Predictor
Input: example sequence{(x1, y1), (x2, y2), . . . , (xl, yl)}
Input: new examplexl+1

Input(optional): confidence levelγ
Input: non-conformity measureA
for y ∈ Y do

zl+1 = (xl+1, y)
for j in 1, 2, . . . , l + 1 do

αj = A(zj , {z1, . . . , zl, zl+1})
end for
p(y) =

#{j=1,...,l+1:αj≥αl+1}

l+1

end for
Output(optional): predictive setRγ

l+1 = {y : p(y) ≥ 1− γ}
Output: forced prediction̂yl+1 = argmaxy{p(y)}
Output: confidenceconf(ŷl+1) = 1−maxy 6=ŷl+1

{p(y)}
Output: credibility cred(ŷl+1 = argmaxy{p(y)}

The conformal predictor calculatesp(y) which is ap-valueassociated with a hy-
pothetical completionyl+1 = y for the test example. Using thesep-values, predictions
made by conformal predictors can be presented in following two ways:

– Either the user inputs a required degree (level) of certainty and the algorithm out-
puts a predictive set: a list of classifications that meet this confidence requirement.

– Or the algorithm outputs so calledforced prediction: an individual predictions to-
gether with its confidence, which is the minimal level of certainty at which the
output is certain (predictive set consists of only one label) and credibility, which
indicates whether the test object is representative of the training set, in order to
compare with the other conventional learning methods.

The common way of presenting the prediction results is to choose a significance
level (“degree of certainty”)γ < 1 and output the(γ)-predictive set (region)containing
all labels withp-value equal or greater than1− γ:

R
γ
l+1

= {y : p(y) ≥ 1− γ} (1)

Prediction errors can occur when the prediction set fails tocontain the true label. If
the size of the predictive setRγ

l+1
is 1 or 0, then this prediction iscertain, otherwise

it is uncertain and we have multiple predictions. In the context of conformal predic-
tors, uncertain predictions are not errors, but these are indications that the amount of
information is not sufficient to make a certain decision at the selected level. Naturally,
the higher the confidence level is, the more multiple predictions will appear. If non-
conformity measure is specified adequately for the problem at hand, the percentage of
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uncertain predictions should not be too high. It has been proved that the conformal pre-
dictors have validity property [10, 7] in online mode where the examples are presented
one by one. Each time, the predictors take an object to predict its label and then receive
feedback of the true label. The validity property implies that the successive predictions
will be right 1- ǫ of the time for a given error probabilityǫ, even though they are based
on an accumulating dataset rather than on independent dataset.

It is important to note that the prediction region of a conformal predictor in online
mode is valid for any used non-conformity measure [10]. However, the quality of pre-
diction depends on the choice of this measure. If it is inappropriate, the confidence in a
prediction will be still valid but never high. Thus a non-conformity measure for confor-
mal predictor is usually based on an underlying method of prediction (such as nearest
neighbours and Support Vector Machine) which is appropriate enough for the data set.

In the case of finite label space, there is an alternative way to represent the output:
single (“forced”) prediction and some measure ofconfidencein this prediction. It does
not require the confidence levelγ as input. The single prediction is selected by largest
p-value. The maximal confidence level (degree of certainty) at which the prediction
is certain, is called “confidence”. It can be calculated as 1 minus the second largest
p-value.

2.1 Support Vector Machine

Conformal predictors are a generic framework for making prediction and virtually
any classification or regression algorithm can be transformed into a conformal predic-
tor [10]. In this section, we consider the implementation ofconformal predictors on the
top of Support Vector Machine. Support Vector Machines (SVM) are effective learning
systems based on statistical learning theory and have been applied successfully to many
real problems [9]. For pattern recognition, SVM finds the hyperplane that separates the
data set(x1, y1), ..., (xl, yl), xi ∈ R

d, yi ∈ {−1,+1} with maximal margin. If the data
are not linearly separable one can introduce slack variables (ζi) in the optimisation,

min
1

2
‖ w ‖ +C

l∑

i=1

ζi (2)

under the constraintsyi[(w · xi) + b] ≥ 1− ζi andζi ≥ 0, wherew is a normal vector
that is perpendicular to the hyperplane,‖w‖

b
determines the offset of the hyperplane

from the origin along the normal vectorw andC is a constant chosen a priori. This
optimisation problem can then be translated into its corresponding dual problem [9]

max

l∑

i=1

αi −
1

2

n∑

i,j=1

αiαjyiyjK(xi,xj), (3)

under the constraints,0 ≤ αi ≤ C,
∑l

i=1
αiyi = 0, whereK is a kernel function

defined byK(xi,xj) = xi · xj . The Lagrangianαi is assigned to each example in the
dual setting of SVM and it is independent on their order. It ispositive if the example is
a Support Vector (SV), and 0 if it is non-SV. Therefore, theseLagrangian values can be
used as non-conformity measure for SVM.
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SVMs are inherently two-class classifiers. The common approach to dealing with
multi-class SVM is to reduce the multi-class problem into multiple binary classification
problems. Then each of the problems can be solved by a binary classifier. In this paper,
we propose and use the following non-conformity measure as atool to link two-class
problems together for multi-class classification problems, see Algorithm 2. For exam-
ple, if we have 4 classes: A, B, C and D, then a binary class non-conformitymeasure can
be applied to each of possible class pairs: A-B, A-C, A-D, B-C, B-D and C-D. When the
class pair A-B is considered, non-conformity values are only assigned to those exam-
ples from the class A and class B and the examples from other classes are ignored. The
same procedure is applied to the other class pairs. Having considered all the possible
class pairs, each example now has 3 different non-conformity values. The maximal of
them is considered as the final non-conformity measure of this example.

Algorithm 2 Non-conformity measure for multi-class SVM (forq > 2 classes)
Input: Data set{z1 = (x1, y1), . . . , zl+1 = (xl+1, yl+1)}, whereyi ∈ Y = {1, 2, . . . , q}
Input: zj (one of examples above)
for r = 1, . . . , q − 1 do

for s = r + 1, . . . , q do
Apply dual form SVM for examples from classesr ands only
Extract Lagrange multipliersαSVM(r:s)

j for j such thatyj ∈ {r, s}

α
SV M(r:s)
j = 0 for j such thatyj /∈ {r, s}

end for
end for
αj := maxr,s α

SV M(r:s)
j

3 Experiments and Results

Metal Oxide Semiconductor (MOS) sensors are commonly used in electronic nose ap-
plications for their convenience in operating and steadiness in features. The MOS gas
sensors obtained from Figaro Engineering Inc., Japan (http://www.figaro.co.jp) were
used in the experiments. In particular, an array of seven gassensors: TGS2610, TGS2611,
TGS800, TGS813, TGS822, TGS826 and TGS880 were chosen for the tea classifica-
tion experiments. For illustration purposes, four types oftea which are ready available
from the market: Japanese Green Tea (JG), Chinese Green Tea (CG), Indian Black Tea
(IB) and Chinese Black Tea (CB) were used and we label them as class 1 to 4, respec-
tively.

Each tea sample is heated before data acquirement. There are68 data samples in
total obtained in the experiments (15 for Indian Black Tea, 19 for Chinese Black Tea,
17 for Chinese Green Tea and 17 for Japanese Green Tea). Each data sample is de-
scribed by 7 features obtained from those 7 gas sensors of theelectronic nose system.
A typical sensor response is shown in Figure 1. Originally each of these 7 features
was represented as time series and we simply take its maximumvalue in time for the
classification problem.



6 Ilia Nouretdinov, Guang Li, Alexander Gammerman, and Zhiyuan Luo

0 50 100 150 200 250
0

200

400

600

800

1000

1200

1400

1600

1800

time

se
ns

or
 r

es
po

ns
e 

(m
ill

iv
ol

ts
)

 

 
TGS2610
TGS2611
TGS800
TGS813
TGS822
TGS826
TGS880

Fig. 1. An example of recorded sensor response

A 4-class SVM conformal predictor as described above (see Algorithm 2) has been
implemented and applied to the tea classification dataset inleave-one-out mode. Table
1 shows example individual predictions with sample data presented in random order,
where “T” is the true label, p(1) ... p(4) are calculatedp-valuesfor different labels, “P”
is the forced prediction, “Conf” and “Cred” are the confidence and credibility associated
with the forced prediction, respectively. For example, thetrue label is 4 and the forced
prediction is 1 for the 7th sample data. The calculated confidence for the prediction is
0.937 and credibility is 0.222. High (i.e. close to 100%) confidence means that all labels
except the predicted one are unlikely. Low credibility means that the whole situation is
suspect; perhaps the test example is very different from allexamples in the training set.
The overall accuracy of forced prediction is89.7%, as 61 of 68 predictions are correct
according to the confusion matrix shown in Table 2.

Table 1.Examples of individual predictions for leave-one-out cross validation

No. T p(1) p(2) p(3) p(4) P Conf Cred No. T p(1) p(2) p(3) p(4)P Conf Cred

.. .. ... ... ... ... .. ... ... .. .. ... ... ... ... .. ... ...
6 2 0.056 0.118 0.063 0.052 0.9370.118 40 1 1 0.056 0.063 0.051 0.937 1
7 4 0.222 0.056 0.063 0.0531 0.9370.222 41 4 0.056 0.056 0.063 1 4 0.937 1
8 1 1 0.056 0.063 0.051 0.937 1 42 4 0.056 0.056 0.063 1 4 0.937 1
9 4 0.167 0.111 0.188 0.3164 0.8120.316 43 3 0.056 0.056 1 0.053 0.944 1
.. .. ... ... ... ... .. ... ... .. .. ... ... ... ... .. ... ...

The performance of forced prediction of the conformal predictor is compared with
KIII model (a novel bionic neural network), a conventional artificial neural network
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Table 2.Confusion matrix for forced prediction

True Label\Forced PredictionJG Tea (1)CG Tea (2)IB Tea (3)CB Tea (4)

JG Tea (1) 14 1 1 1
CG Tea (2) 1 16 0 0
IB Tea (3) 1 0 14 0
CB Tea (4) 2 0 0 17

(back-propagation network) and volunteers [11]. 30 volunteers were invited to try tea
classification. All the volunteers were trained to rememberthe odour of each kind of tea.
Then they made tea classification by smelling without seeing. Table 3 shows the com-
parison of forced prediction of conformal predictors with other methods on the same
data set. Forced predictions made by conformal predictors have similar performance as
those of the KIII model and BP networks. The volunteers performed not so well as the
electronic nose, because of some physiological and psychological factors [5].

Table 3.Performance comparison (accuracy %)

Method JG Tea (1)CG Tea (2)IB Tea (3)CB Tea (4) Average

KIII 93.3% 86.7% 93.3% 80% 88.3%
Back-Propagation 80% 100% 66.7% 93.3% 85%

Volunteers 80% 46.7% 83.3% 50% 65%
Conformal Predictor 82.4% 94.1% 93.3% 89.5% 89.7%

The predictive sets for a specific confidence levelγ can be derived from the list of
p-values by Equation (1). For the confidence level of 80%, 85%,90% and 95%, the
performance (in terms of error rate and multiple predictionrate) of the implemented
conformal predictor is shown in Table 4. It is clear that the predictions made by the
conformal predictor are valid and uncertainty rate becomeslarger as the confidence
level grows. Validity is true in the sense that error rate is smaller than 1 minus confi-
dence level. The property of validity means that the conformal predictors never overrate
the accuracy and reliability of their predictions. From thepractical point of view, they
allow us to control the error rate by selecting a suitable confidence level. For example,
at 80% confidence level, the error rate is just over 16% and less 6% of predictions are
uncertain. At 90% confidence level, over 23% of predictions become uncertain.

Table 4.Performance of conformal predictor at different confidencelevel

Confidence LevelError RateMultiple Prediction Rate

80% 16.2% 5.9%
85% 11.8% 13.2%
90% 5.8% 23.5%
95% 0 100%



8 Ilia Nouretdinov, Guang Li, Alexander Gammerman, and Zhiyuan Luo

4 Conclusion

An investigation into application of conformal predictorsto tea classification based on
an array of gas sensors has been described. A new non-conformity measure for multi-
class tea classification problem using SVM has been discussed. Experiments have been
carried out to evaluate the performance of the conformal predictors. Empirical results
have showed the good performance of the implemented conformal predictor.
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