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Abstract

Boolean networks provide a simple yet powerful qualitative modeling approach in systems biology. However, manual identification of logic rules underlying the system being studied is in most cases out of reach. Therefore, automated inference of Boolean logical networks from experimental data is a fundamental question in this field. This paper addresses the problem consisting of learning from a prior knowledge network describing causal interactions and phosphorylation activities at a pseudo-steady state, Boolean logic models of immediate-early response in signaling transduction networks. The underlying optimization problem has been so far addressed through mathematical programming approaches and the use of dedicated genetic algorithms. In a recent work we have shown severe limitations of stochastic approaches in this domain and proposed to use Answer Set Programming (ASP), considering a simpler problem setting. Herein, we extend our previous work in order to consider more realistic biological conditions including numerical datasets, the presence of feedback-loops \textit{in the prior knowledge network} and the necessity of multi-objective optimization. In order to cope with such extensions, we propose several discretization schemes and elaborate upon our previous ASP encoding. Towards real-world biological data, we evaluate the performance of our approach \textit{in silico} numerical datasets based on a real and large-scale prior knowledge network. The correctness of our encoding and discretization schemes are dealt with in a separate appendix.
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1. Introduction

Systems biology is an emerging field aiming at the investigation and understanding of biology at a system and multi-scale level. After biological entities have been identified in a specific environment, it remains to elucidate how they interact with each other in order to carry out a particular biological function. Therefore the construction of mathematical and predictive models is a fundamental goal of this field.

Cells respond to their environment by activating signaling networks that trigger processes such as growth, survival, apoptosis (cell death), and migration. Post-translational modifications, notably protein phosphorylation, play a key role in signaling. Nowadays, there exist public repositories such as Pathways Commons [10], Pathways Interaction Database [53] and KEGG [35] that contain curated knowledge about intracellular causal molecular interactions, from which canonical cell signaling networks can be retrieved [29]. Such
biological networks are derived from vast generic knowledge compiled from different cell types. Nevertheless, little is known about the exact chaining and composition of signaling events within these networks in specific cells and specific conditions. For example, in cancer cells, signaling networks frequently become compromised, leading to abnormal behaviors and responses to external stimuli. Many current and emerging cancer treatments are designed to block nodes in signaling networks, thereby altering signaling cascades. Thus, advancing our understanding of how these networks are deregulated across specific environments will ultimately lead to more effective treatment strategies for patients. In this context, phosphorylation assays are a recent form of high-throughput data providing information about protein-activity modifications in a specific cell type upon various perturbations. Towards the construction of predictive models, one can convert the generic prior knowledge (canonical cell signaling networks) into a mathematical model (e.g. a set of differential equations or a set of logic rules) that can be simulated. Next, if enough experimental data is available, the model can be fitted to the data (for example, by determining kinetic constants in a biochemical model) to obtain the most plausible model for a specific cell type. This is normally achieved by defining an objective fitness function to be optimized [4].

Boolean logical networks [36, 61] provide a simple yet powerful qualitative modeling approach which has become very popular during the last decade [51, 43, 63]. In contrast to quantitative methods (which permit fine-grained (kinetic) analysis), qualitative approaches allow for addressing large-scale biological networks. In this context, the manual identification of logic rules underlying the system being studied is often hard, error-prone and time consuming. Further, it has been shown that, if the inherent experimental noise is considered, many different logical networks can be compatible with a set of experimental observations [52]. Thus, automated inference of Boolean logical networks from experimental data would allow for identifying admissible large-scale logic models saving a lot of efforts and without any a priori bias.

Notably, the inference of Boolean networks have been addressed by several authors under different hypotheses and methods as we show in Section 6. Specifically, in this paper we focus on the problem initially described in [52]. Therein, a genetic algorithm implementation was proposed to solve the underlying combinatorial multi-objective optimization problem, and a software was provided, CellNOpt [59]. Nonetheless, stochastic search methods cannot characterize the models precisely: they are intrinsically unable not just to provide a complete set of solutions, but also to guarantee that an optimal solution is found. To overcome this limitation, approaches based on Integer Linear Programming (ILP) [42, 55] and Answer Set Programming (ASP) [62] have been applied, providing a proof of concept that a global optimum can be identified. ASP [5, 21] is a declarative problem solving paradigm, in which a problem is encoded as a logic program such that its answer sets (i.e. stable models) represent solutions to the problem. Moreover, modern ASP tools allow handling complex preferences and multi-objective optimization, guaranteeing the global optimum by reasoning over the complete solution space. In fact, combinatorial optimization in computational biology has been reviewed in [28] from the perspective of mathematical programming pointing out the importance of exact methods in this subject. Further, multi-objective optimization in the context of bioinformatics and computational biology has been recently reviewed in [31] showing its increasing relevance in this field. In this context, ASP offers a unique pairing of declarativeness and performance to address combinatorial multi-objective optimization problems.

Herein we extend our work in [62] as follows. First, we consider numerical datasets instead of only binary. Essentially, this allows us to simulate realistic experimental datasets and test our approach towards real-world data. Also, in order to cope with such numerical datasets, we introduce and compare several discretization schemes. Next, in contrast to [52] and our previous work in [62], we formalize the learning problem as a lexicographic multi-objective optimization. In fact, this is similar to ILP approaches [42, 55]. By doing this, we avoid the usage of additional artifacts in order to transform the problem into a single-objective optimization. Finally, as detailed in the next section, we aim at learning Boolean logic models without feedback-loops. Nevertheless, in this work we allow for prior knowledge networks with feedback-loops, which are often present. Thus, previous methods (including ours) which consider acyclic prior knowledge networks as an input, would require an expert in order to decide where to “cut” the loops in advance. In fact, this is easily integrated as a constraint in ASP reducing manual pre-processing and the risk of missing admissible models. Clearly, we have elaborated upon our previous ASP encoding in order to cope with the mentioned extensions. That is, (1) numerical datasets, (2) lexicographic multi-objective optimization
and (3) feedback-loops in the prior knowledge. We have validated our approach using a real-world prior knowledge network related to signaling events upon stimulation of cellular receptors in hepatocytes and in silico generated datasets.

The paper is structured as follows: Section 2 recalls main biological hypotheses underlying the learning of Boolean logic models; Section 3 provides a formal characterization of our problem; Section 4 introduces ASP and shows how to learn Boolean logic models using it; Section 5 presents benchmarks evaluating the performance of our approach; Section 6 reviews related work; and Section 7 concludes.

2. Background

2.1. Logical preliminaries

Given a finite set \( V \) of propositional variables, we form propositional formulas from \( V \) with the connectives \( \bot, \top, \neg, \lor, \land \) in the standard way. Further, we consider truth assignments mapping formulas to truth values \( \{0, 1\} \) according to classical logic semantics and interpret, 0 as false and 1 as true.

2.2. Boolean logic models of immediate-early response

In what follows we briefly summarize the main biological hypotheses in [52] providing the foundation for the concept of Boolean logic models of immediate-early response. Generally speaking, a Boolean logic model \((V, \phi)\) can be seen as a Boolean network [36, 61]. That is, it consists of a finite set \( V \) of propositional variables describing biological species or compounds and a function \( \phi \) mapping variables \( v \in V \) to a propositional formula \( \phi(v) \) over \( V \). We say that \( \phi \) is complete if and only if \( v \in \text{dom}(\phi) \) for every \( v \in V \). Furthermore, we say that \( \phi \) is acyclic if and only if there are no feedback-loops in the Boolean logic model \((V, \phi)\). Importantly, Boolean logic models of immediate-early response are simpler than other more elaborate settings in Boolean networks, for instance, asynchronous (multivalued) [60] or probabilistic [56]. Such approaches are often used to describe and study complex dynamical properties which is not the goal of our work.

2.2.1. Biological hypotheses

The main assumption under Boolean logic models as treated in [52] is the following. The response of a biological system to external perturbations occurs at several time scales. Thus, one can discriminate between fast and slow events. Under this assumption, at a given time after perturbation, the system reaches a state on which fast events are relevant, but slow events (such as protein degradation) have a relatively insignificant effect. In this context, we say that the system has reached a pseudo-steady state describing the early events or immediate-early response. Qualitatively, these states can be computed as logical steady states in the Boolean network \((V, \phi)\) [38]. That is, truth assignments over \( V \) yielding identical values for \( v \) and \( \phi(v) \) for all \( v \in \text{dom}(\phi) \). Let us illustrate this with our toy example shown in Fig. 1(b). In this case, the Boolean logic model \((V, \phi)\) is defined over variables \( V = \{a, \ldots, g\} \) and the mapping \( \phi \) defined as:

\[
\begin{align*}
&d \mapsto a; e \mapsto b \lor c; f \mapsto d \land c; g \mapsto e \land \neg c.
\end{align*}
\]

Furthermore, let \( A \) be the following truth assignment over \( V \)

\[
\{a \mapsto 1, b \mapsto 0, c \mapsto 1, d \mapsto 1, e \mapsto 1, f \mapsto 1, g \mapsto 0\}.
\]

One can verify that \( A(v) = A(\phi(v)) \) for all \( v \in \text{dom}(\phi) \) where \( A \) is extended to formulas in the standard way. Hence, the truth assignment \( A \) describes a logical steady state in the Boolean logic model \((V, \phi)\).

In fact, the discrimination between fast and slow events has an important consequence. Since we focus on fast or early events, it is assumed that oscillation or multi-stability caused by feedback-loops [49, 45] cannot happen until the second phase of signal propagation occurring at a slower time scale. Therefore, feedback-loops are not included in Boolean logic models of immediate-early response assuming that they will become active in a late phase [39]. Notably, it follows that starting from any initial state, a Boolean logic model of immediate-early response reaches a unique steady state in polynomial time [45]. Thus, such modeling approach, although not capable of capturing dynamical properties, provides a relatively simple framework for input-output predictive models.
2.2.2. Boolean logic models as directed hypergraphs

Graph theory is a standard tool used to model biological networks. Nodes in the graph typically describe biological species (genes, proteins, or metabolites) whereas the edges represent causal relations among them. However, functional relationships in biological networks cannot be captured using only graph theory [37]. If two proteins modeled by nodes $a$ and $b$ have a positive effect on a third one $d$, this would be described in a graph by edges $a \rightarrow d$, $b \rightarrow d$ like in Fig. 1(a). Nevertheless, it is unclear whether $a$ or $b$ can independently activate $d$, or if both are required. In order to describe such logical functional relations between species, and to offer a formal representation of cellular networks, directed hypergraphs like the one in Fig. 1(b) can be used.\footnote{Directed hypergraphs are sometimes referred to as “AND/OR graphs” or “labelled graphs” [19].} A directed hypergraph $H = (V, E)$ is a generalization of a directed graph $G = (V, A)$, where $V$ is the set of nodes and $E$ the set of directed hyperedges. While edges in $G$ connect pairs of nodes $a, b \in V$, \textit{directed hyperedges} in $H$ connect pairs of \textit{sets of nodes} $S, T \subseteq V$. Without loss of generality, assuming only formulas in disjunctive normal form provides a straightforward link between Boolean logic models and directed hypergraphs. Since hypergraphs were already described and used to represent Boolean logic models in [38, 52], we adopt the same formalism and we simply give the example in Fig. 1 to introduce this representation. For more details, we refer the reader to the aforecited literature.

2.2.3. Learning Boolean logic models

Based on the assumptions and concepts described above, authors in [52] have proposed a method to learn from a prior knowledge network describing causal interactions (Fig. 1(a)) and phosphorylation activities at a pseudo-steady state, Boolean logic models (Fig. 1(b)) fitting experimental data. In particular, given a network encoding our knowledge of signal transduction and a dataset measuring the activation of proteins (outputs) in this network upon various perturbations (inputs), one can derive from the network Boolean logic models fitting the data. By default, it is assumed a “resting” network (no stimuli present). Then, the value of a variable that has no mapping in $\phi$ is given by its default truth value, i.e. 0. On the other hand, the value of all other variables is overwritten by signals propagated from the inputs (stimuli and knock-outs) according to their mappings in $\phi$. Finally, the identification of the Boolean logic models whose input-output predictions best fit the data is posed as an optimization problem.

3. Learning Boolean logic models

3.1. Problem inputs

Boolean logic models must be learned from three inputs: a prior knowledge network (PKN), a set of experimental conditions, and for each of them, the corresponding experimental observation. A PKN
is a signed and directed graph \((V,E,\sigma)\) with nodes \(V\), directed edges \(E \subseteq V \times V\) and signature \(\sigma \subseteq E \times \{1,-1\}\). Nodes in \(V\) describe biological species whereas the signed and directed edges in \(E\) represent causal relationships among them, i.e., activatory or inhibitory effects. Further, we distinguish three special subsets in \(V\) namely, the *stimuli* \((V_S)\), the *knock-outs* \((V_K)\) and the *readouts* \((V_R)\). Nodes in \(V_S\) denote extracellular signals and thus, we assume they have indegree equal to zero. Nodes in \(V_K\) denote species that can be inhibited by various experimental tools such as small-molecule drugs, antibodies, or RNAi. Finally, nodes in \(V_R\) denote species that can be measured by using an antibody. Notably, species in none of these sets, are neither measured, nor manipulated for the given experimental settings. Let us denote with \(V_U\) the set of such nodes. Then, except for \(V_R\) and \(V_K\) that may intersect, the sets \(V_S, V_K, V_R\) and \(V_U\) are pairwise mutually disjoint. Note that the signature \(\sigma\) is defined as a relation and not as a function since it could be the case that both signs are present. This is more likely to happen when the PKN is compressed as described in [52] in order to remove most of the nodes in \(V_U\).

Given a PKN \((V,E,\sigma)\), the concept of an *experimental condition* over \((V,E,\sigma)\) is captured by a truth assignment over variables \(V_S \cup V_K\). If \(\varepsilon\) is an experimental condition and \(v \in V_S\), then \(\varepsilon(v) = 0\) (resp. 1) indicates that the stimulus \(v\) is absent (resp. present), while if \(v \in V_K\), then \(\varepsilon(v) = 0\) (resp. 1) indicates that the species \(v\) is inhibited (resp. not inhibited). Furthermore, the concept of an *experimental observation* under \(\varepsilon\) is captured by a partial mapping \(\omega : V_R \mapsto [0,1]\). That is, \(\text{dom}(\omega) \subseteq V_R\) denotes the set of observed readouts under the experimental condition \(\varepsilon\). If \(v \in \text{dom}(\omega)\), then \(\omega(v)\) represents the phosphorylation activity of the readout \(v\) under \(\varepsilon\). Since phosphorylation assays represents an average across a population of cells, the phosphorylation activity for each readout is usually normalized to [0,1]. Finally, an *experimental dataset* \(\xi\) is a finite set of pairs \((\varepsilon_i, \omega_i)\) with each \(\omega_i\) defined under \(\varepsilon_i\). Further, we denote with \(N_\xi\) the size of \(\xi\) given by the number of observed readouts across all experiments, i.e., \(N_\xi = \sum_{i=1}^{|\text{dom}(\omega_i)|}\).

Let us illustrate the problem inputs with our toy example. Consider the PKN \((V,E,\sigma)\) defined in Fig. 1(a). From the graph coloring, we have \(V_S = \{a,b,c\}\), \(V_K = \{d\}\) and \(V_R = \{f,g\}\). Finally, let \(\xi = ((\varepsilon_1, \omega_1),\ldots,(\varepsilon_4, \omega_4))\) be an example experimental dataset over \((V,E,\sigma)\) defined by

\[
\varepsilon_1 = \{a \mapsto 1, b \mapsto 0, c \mapsto 1, d \mapsto 1\} \quad \omega_1 = \{f \mapsto 0.9, g \mapsto 0.0\}
\]
\[
\varepsilon_2 = \{a \mapsto 1, b \mapsto 0, c \mapsto 1, d \mapsto 0\} \quad \omega_2 = \{f \mapsto 0.1, g \mapsto 0.9\}
\]
\[
\varepsilon_3 = \{a \mapsto 1, b \mapsto 0, c \mapsto 0, d \mapsto 1\} \quad \omega_3 = \{f \mapsto 0.0, g \mapsto 0.1\}
\]
\[
\varepsilon_4 = \{a \mapsto 1, b \mapsto 1, c \mapsto 0, d \mapsto 1\} \quad \omega_4 = \{f \mapsto 1.0, g \mapsto 0.8\}.
\]

### 3.2. Predictive Boolean logic models

We aim at learning Boolean logic models from a PKN and an experimental dataset. In fact, any learned model has to be supported by some *evidence* in the prior knowledge. For example, looking at Fig. 1, it is clear that the logic model in (b) is not just some arbitrary model, but it is strongly related to the PKN in (a). To be more precise, given a PKN \((V,E,\sigma)\) we consider only Boolean logic models \((V,\phi)\) without feedback-loops and such that, for each variable \(v \in V\), if \(v\) occurs positively (resp. negatively) in \(\phi(v)\) then, there exists an edge \((w,v) \in E\) and \(((w,v),1) \in \sigma\) (resp. \(((w,v),-1) \in \sigma\)). Notice that feedback-loops may occur in the PKN, i.e. a cycle in the graph \((V,E,\sigma)\), but not in the Boolean logic models.

In order to characterize the trajectories and steady states of Boolean logic models, we follow the investigations of [33] and reformulate the *immediate consequence operator* \(T_P\) introduced in [3] for a logic program \(P\). Let \((V,\phi)\) be a Boolean logic model with a complete mapping \(\phi\) over \(V\). Furthermore, let \(A\) be a truth assignment over \(V\). First we define \(T_{(V,\phi)}(A)\) as

\[
T_{(V,\phi)}(A) = \{v \mapsto A(\phi(v)) \mid v \in V\}.
\]

where \(A\) is extended to formulas in the standard way. Thus, \(T_{(V,\phi)}(A)\) is a mapping from variables in \(V\) to truth values \(\{0,1\}\), i.e., a truth assignment over \(V\). Next, we define the iterative variant of \(T_{(V,\phi)}\) as

\[
T_{(V,\phi)}^0(A) = A \quad \text{and} \quad \ T_{(V,\phi)}^{j+1}(A) = T_{(V,\phi)}(T_{(V,\phi)}^j(A)).
\]

In biological terms, a sequence \((T_{(V,\phi)}^j(A))_{j \geq 0}\) represents the signal propagation starting in state \(A\).
Let \((V, E, \sigma)\) be a PKN and let \(\varepsilon\) be an experimental condition over \((V, E, \sigma)\). In order to capture the perturbations generated by \(\varepsilon\), to the resting system described by a Boolean logic model \((V, \phi)\), we define \(\phi|_{\varepsilon}\) for each \(v \in V\) as

\[
\phi|_{\varepsilon}(v) = \begin{cases} 
\top & \text{if } v \in V_S \text{ and } \varepsilon(v) = 1 \\
\bot & \text{if } (v \in V_S \cup V_K \text{ and } \varepsilon(v) = 0) \text{ or } v \notin \text{dom}(\phi) \cup V_S \\
\phi(v) & \text{otherwise}
\end{cases}
\]

yielding the modified Boolean logic model \((V, \phi|_{\varepsilon})\). Importantly, \(\phi|_{\varepsilon}\) is a complete and acyclic mapping over \(V\). Thus, \(T^i_{(V, \phi|_{\varepsilon})}(A_0)\) has a unique fixpoint which can be computed in polynomial time [45] via iterated applications of \(T^i_{(V, \phi|_{\varepsilon})}\) starting at any state. Essentially, by propagating the constant truth values for \(\top\) and \(\bot\).

Finally, given a Boolean logic model \((V, \phi)\), the concept of model prediction \(\rho\) under an experimental condition \(\varepsilon\) is captured by the truth assignment \(T^i_{(V, \phi|_{\varepsilon})}(A_0)\) such that, \(A_0\) is any truth assignment over \(V\) and for some \(j \geq 0\), we have that \(T^j_{(V, \phi|_{\varepsilon})}(A_0) = T^j+1_{(V, \phi|_{\varepsilon})}(A_0)\). That is, \(\rho\) is the unique fixpoint of \(T_{(V, \phi|_{\varepsilon})}\).

As an example, in the experimental condition \(\varepsilon_2\) from (1) we have:

\[
\{ a \mapsto 1, b \mapsto 0, c \mapsto 1, d \mapsto 0 \}.
\]

That is, \(a\) and \(c\) are stimulated while \(b\) and \(d\) are inhibited. Next, given the Boolean logic model \((V, \phi)\) in Fig. 1(b), \((V, \phi|_{\varepsilon_2})\) is defined by the mapping

\[
\{ a \mapsto \top; b \mapsto \bot; c \mapsto \top; d \mapsto \bot; e \mapsto b \lor c; f \mapsto d \land e; g \mapsto e \land \neg c \}.
\]

Furthermore, let \(A_0 = \{ v \mapsto 0 \mid v \in V \}\) be a truth assignment over \(V\). Then, the prediction \(\rho_2\) for \((V, \phi)\) under \(\varepsilon_2\) can be computed via iterated applications of \(T^i_{(V, \phi|_{\varepsilon_2})}\) until reaching a fixpoint:

\[
T^0_{(V, \phi|_{\varepsilon_2})}(A_0) = A_0 \\
T^1_{(V, \phi|_{\varepsilon_2})}(A_0) = T^1_{(V, \phi|_{\varepsilon_2})}(A_1) = \{ a \mapsto 1, b \mapsto 0, c \mapsto 1, d \mapsto 0, e \mapsto 0, f \mapsto 0, g \mapsto 0 \} = A_1 \\
T^2_{(V, \phi|_{\varepsilon_2})}(A_0) = T^2_{(V, \phi|_{\varepsilon_2})}(A_2) = \{ a \mapsto 1, b \mapsto 0, c \mapsto 1, d \mapsto 0, e \mapsto 1, f \mapsto 0, g \mapsto 0 \} = A_2 \\
T^3_{(V, \phi|_{\varepsilon_2})}(A_0) = T^3_{(V, \phi|_{\varepsilon_2})}(A_2) = \{ a \mapsto 1, b \mapsto 0, c \mapsto 1, d \mapsto 0, e \mapsto 1, f \mapsto 0, g \mapsto 0 \} = A_2.
\]

When \(T^i_{(V, \phi|_{\varepsilon_2})}(A_0)\) is computed giving the truth assignment \(A_1\), variables \(a, c\) and \(b, d\) are assigned to the constant truth values for \(\top\) and \(\bot\) respectively, whereas variables \(e, f\) and \(g\) remain assigned to 0. Next, when \(T^{i+1}_{(V, \phi|_{\varepsilon_2})}(A_0)\) is computed resulting in \(A_2\), the variable \(e\) is assigned to 1 since \(A_1(\phi|_{\varepsilon_2}(e)) = A_1(b \lor c) = 1\).

To conclude, \(T^3_{(V, \phi|_{\varepsilon_2})}(A_0)\) is computed showing that a fixpoint, namely \(A_2\), has been reached. Hence, such a fixpoint defines the prediction \(\rho_2\) for \((V, \phi)\) under \(\varepsilon_2\).

### 3.3. Learning as optimization

For a given PKN \((V, E, \sigma)\), there are exponentially many candidate Boolean logic models \((V, \phi)\) having an evidence on it. Therefore, authors in [52] put forward the idea of training Boolean logic models by comparing their corresponding predictions to experimental observations at a pseudo-steady state. In this context, two natural optimization criteria arise in order to conduct the learning: (1) model accuracy (biologically meaningful), and (2) model complexity (Occam’s razor principle). In fact, this is a typical scenario on automatized learning of predictive models [18].

We now provide the precise formulation for each optimization criteria as defined in [52]. Let \((V, E, \sigma)\) be a PKN. Let \(\xi = (\varepsilon_1, \omega_1), \ldots, (\varepsilon_n, \omega_n)\) be an experimental dataset over \((V, E, \sigma)\). Let \((V, \phi)\) be a Boolean logic model having evidence in \((V, E, \sigma)\) and let \(\rho_1, \ldots, \rho_n\) be its Boolean predictions with each \(\rho_i\) defined under \(\varepsilon_i\). Firstly, based on the residual sum of squares (RSS) we define the fitness \((\Theta_f)\) of \((V, \phi)\) with respect to \(\xi\) as

\[
\Theta_f((V, \phi), \xi) = \sum_{i=1}^{n} \sum_{v \in \text{dom}(\omega_i)} (\omega_i(v) - \rho_i(v))^2.
\]
Secondly, for a given logical formula $\phi(v)$, let us denote its length by $|\phi(v)|$. Then, we define the size ($\Theta_s$) of $(V, \phi)$ as

$$
\Theta_s((V, \phi)) = \sum_{v \in \text{dom}(\phi)} |\phi(v)|.
$$

A popular and relatively simple approach to cope with multi-objective optimization is to transform it into a single-objective optimization. Towards this end, one usually combines all criteria by defining a function using free parameters in order to assign different weights to each criteria. In fact, this is exactly the approach adopted in [52]. Therein, a single-objective function is defined that balances fitness and size using a parameter $\alpha$ chosen to maximize the predictive power of the model. Moreover, it has been shown that “predictive power” is best for $\alpha < 0.1$. However, such approach suffers from known drawbacks. First, it depends on “magic values” for each weight often based on intuition or empirically determined. Second, it combines different scales of measurements that need to be normalized. Third, it combines non-commensurable criteria producing meaningless quantities [18]. On the other hand, the lexicographic approach allows us to assign different priorities to different objectives in a qualitative fashion. Notably, in our context logic models providing high predictive power are significantly more relevant than the sizes of such models. Thus, the lexicographic approach is very convenient to cope with the multi-objective nature of our optimization problem. Yet another popular approach is to look for Pareto optimal models. However, this method will lead to a large number of models providing either none or very low predictive power. For example, consider the Boolean logic model $(V, \phi)$ with $\phi = \emptyset$, i.e. the empty model. Such a model is trivially consistent with any input PKN $(V, E, \sigma)$ while it minimizes the objective function size, i.e. $\Theta_s((V, \phi)) = 0$. Therefore, $(V, \phi)$ is Pareto optimal although it does not provide any valuable information. Similarly, one can show that many other (non-empty) models will be Pareto optimal as well although they provide very low predictive power. Hence, Pareto optimality is not well suited for our problem. Notwithstanding, other multi-objective optimization methods (cf. [40]) could be investigated in the future.

Finally, let $\mathcal{M}_{(V,E,\sigma)}$ be the space of Boolean logic models without feedback-loops having evidence in $(V, E, \sigma)$. Then, our lexicographic multi-objective optimization consists of minimizing first $\Theta_f$, and then with lower priority $\Theta_s$:

$$
(V, \phi_{\text{opt}}) = \arg\min_{(V, \phi) \in \mathcal{M}_{(V,E,\sigma)}} \left( \Theta_f((V, \phi), \xi), \Theta_s((V, \phi)) \right).
$$

4. Learning Boolean logic models with Answer Set Programming

4.1. Introduction to Answer Set Programming

Answer Set Programming (ASP; [5, 21]) provides a declarative framework for modeling various Knowledge Representation and Reasoning problems. The unique pairing of declarativeness and performance in state-of-the-art ASP solvers allows for concentrating on an actual problem, rather than a smart way of implementing it. The basic idea of ASP is to express a problem in a logical format so that the models of its representation provide the solutions to the original problem. Problems are expressed as logic programs and the resulting models are referred to as answer sets. Although determining whether a program has a answer set is the fundamental decision problem in ASP, more reasoning modes are needed for covering the variety of reasoning problems encountered in applications. Hence, a modern ASP solver, like clasp [25] supports several reasoning modes for assessing the multitude of answer sets, among them, regular and projective enumeration, intersection and union, and multi-criteria optimization. As well, these reasoning modes can be combined, for instance, for computing the intersection of all optimal models. This is accomplished in several steps. At first, a logic program with first-order variables is turned by efficient database techniques into a propositional logic program. This is in turn passed to a solver computing the answer sets of the resulting program by using advanced Boolean constraint technology. For optimization, a solver like clasp uses usually branch-and-bound algorithms (other choices, like computing unsatisfiable cores, exist). The enumeration of all optimal models, as in our paper, is done in two steps. At first an optimal model is determined along with its optimum value. This computation has itself two distinct phases. First, an optimal model candidate must be found and second, it must be shown that there is no better candidate; the latter amounts to a proof
of unsatisfiability and is often complex. Then, all models possessing the same value are enumerated in a second step.

Our encodings are written in the input language of gringo 3 [22, 25]. In what follows we introduce its basic syntax and refer the reader to the aforecited literature for more details. An atom is a predicate symbol followed by a sequence of terms (e.g. \( p(a, b) \), \( q(X, f(a, b)) \)). A term is a constant (e.g. \( c \), \( 42 \)) or a function symbol followed by a sequence of terms (e.g. \( f(a, b) \), \( g(X, 10) \)) where uppercase letters denote first-order variables. Then, a rule is of the form

\[ H : - B_1, \ldots, B_n. \]

where \( H \) (head) is an atom and any \( B_j \) (body) is a literal of the form \( A \) or \( \text{not} \ A \) for an atom \( A \) where the connective \( \text{not} \) corresponds to default negation. Further, a rule without body is a fact, whereas a rule without head is an integrity constraint. A logic program consists of a set of rules, each of which is terminated by a period. The connectives \( : - \) and \( , \) can be read as if and and, respectively. A statement starting with \( \text{not} \) is satisfied unless its enclosed proposition is found to be true. The semantics of a logic program is given by the stable models semantics [27]. Intuitively, the head of a rule has to be true whenever all its body literals are true. In ASP every atom needs some derivation, i.e., an atom cannot be true if there is no rule deriving it. This implies that only atoms appearing in some head can appear in answer sets, i.e. stable models.

We end this quick introduction by three language constructs particularly interesting for our encoding. First, the so called choice rule of the form,

\[ \{H_1, \ldots, H_m\} : - B_1, \ldots, B_n. \]

allows us to express choices over subsets of atoms. Any subset of its head atoms can be included in a stable model, provided the body literals are satisfied. Note that using a choice rule one can easily generate an exponential search space of candidate solutions. Second, a conditional literal is of the form

\[ L : L_1 : \cdots : L_n \]

The purpose of this language construct is to govern the instantiation of the literal \( L \) through the literals \( L_1, \ldots, L_n \). In this respect, the conditional literal above can be regarded as the list of elements in the set \( \{ L \mid L_1, \ldots, L_n \} \). Finally, for solving (multi-criteria) optimization problems, ASP allows for expressing cost functions in terms of a weighted sum of elements subject to minimization and/or maximization. Such objective functions are expressed in ASP in terms of optimization statements of the form

\[ \#\text{minimize}\{L_1 = W_1 @ P_1, \ldots, L_N = W_N @ P_N\}. \]

where every \( L_j \) is a literal and every \( W_j \) an integer weight. Further, \( P_i \) provides an integer priority level. Priorities allow for representing lexicographically ordered minimization objectives, greater levels being more significant than smaller ones. More complex preferences, for instance, inclusion-based minimization or Pareto efficiency, can be addressed by means of meta-programming as described in [23].

### 4.2. Data discretization schemes

In order to express and solve the multi-objective optimization described in (4) by using ASP, one needs to discretize the function defined in (2). A very simple approach converts numerical data into binary data according to a threshold. Further, we propose a finer multi-valued discretization scheme. In fact, the only non-integer variables in (2) are the experimental observations \( \omega_i(v) \). Then, we introduce a first parametrized discretization scheme of these variables as follows. Such scheme corresponds to the simplest method which converts real numbers into Boolean values, where \( \lfloor x \rfloor \) stands for the integer part of a real number \( x \).

\[
\forall x \in [0, 1], \delta_0(x) = \begin{cases} 
\lfloor 2x \rfloor & 0 \leq x < 1 \\
1 & x = 1 
\end{cases}
\]
Alternatively, one may require to have better approximations (up to \( \frac{1}{10}, \frac{1}{100}, \ldots, \frac{1}{10^k} \)) by using truncations:
\[
\delta_1(x) = \frac{|10x|}{10}, \quad \delta_2(x) = \frac{|100x|}{100}, \quad \ldots \quad \delta_k(x) = \frac{|10^k x|}{10^k}.
\]

We note that these finer approximations are not direct extensions of the binary approximation \( \delta_0 \) since they are not continuous for \( x = 1 \). Although they are not exactly similar, they appear to be the most commonly used in practice. Hence, we choose to study all of them in a common framework. Next, we define the discretized fitness \( \Theta_{f_k} \) as
\[
\Theta_{f_k}((V, \phi), \xi) = \sum_{i=1}^{n} \sum_{v \in \text{dom}(\omega_i)} \left[10^k \delta_k(\omega_i(v)) - 10^k \rho_i(v)\right]^2.
\]
Since \( 10^k \delta_k(\omega_i(v)) \) are all integer values, we have that \( \Theta_{f_k}((V, \phi), \xi) \) contains only integer variables.

The minimizations of \( \Theta_f \) and \( \Theta_{f_k} \) may yield different Boolean logic models. Nonetheless, the following proposition guarantees that finding all models minimizing \( \Theta_{f_k} \) within a certain tolerance allows us to find all models minimizing \( \Theta_f \). We refer the reader to the appendix for a detailed proof.

**Proposition 4.1.** Let \((V, E, \sigma)\) be a PKN. Let \( \xi \) be an experimental dataset over \((V, E, \sigma)\) with size \( N_\xi \). Let \( k \in \mathbb{N} \) define the discretization scheme. Let us denote with \( \mu \) and \( \mu_k \), the corresponding minima for \( \Theta_f \) and \( \Theta_{f_k} \) over the space of models \( M_{(V, E, \sigma)} \) and with respect to \( \xi \):
\[
\mu = \min_{(V, \phi) \in M_{(V, E, \sigma)}} \Theta_f((V, \phi), \xi) \quad \mu_k = \min_{(V, \phi) \in M_{(V, E, \sigma)}} \Theta_{f_k}((V, \phi), \xi).
\]
Then \( 10^{-2k} \mu_k \) converges to \( \mu \) when \( k \) increases, with an exponential speed:
\[
\mu_k = 10^{2k} \mu + O(10^k).
\]
Moreover, any Boolean logic model minimizing \( \Theta_f \), also minimizes \( \Theta_{f_k} \) within the following tolerance \( t_k \):
\[
t_k = 2 \sqrt{\frac{N_\xi}{\mu_k} + \frac{N_\xi}{\mu_k}}.
\]

Notice that \( \mu_k \) increases exponentially with \( k \). Furthermore, as we shall see it in Section 5, in practice, \( \mu_k \) is significantly greater than \( N_\xi \) provided that \( k \geq 1 \). Hence, in practice, the tolerance \( t_k \) is relatively small. Importantly, this justifies that the minimization of \( \Theta_f \) can be successfully addressed by enumerating suboptimal models of \( \Theta_{f_k} \) using a multi-valued discretization scheme together with the tolerance \( t_k \). We illustrate this with our experiments and we refer the reader to Section 7 for further discussion.

### 4.3. Input instance

Let \((V, E, \sigma)\) be a PKN. We represent the nodes in \( V \) as facts over the predicate \texttt{vertex}/1, namely \texttt{vertex}(v) for all \( v \in V \).\footnote{We use \texttt{p}/n to indicate that predicate \texttt{p} has arity \( n \).} Further, facts over the predicate \texttt{edge}/3 represent edges in \( E \) with their signature, that is, \texttt{edge}(v, w, s) for all \((v, w) \in E \) and \((v, w, s) \in \sigma \). Facts over predicates \texttt{stimulus}/1, \texttt{inhibitor}/1, and \texttt{readout}/1 denote nodes in \( V_S, V_K \), and \( V_R \) respectively. Let \( \xi = (\varepsilon_1, \omega_1), \ldots, (\varepsilon_n, \omega_n) \) be an experimental dataset over \((V, E, \sigma)\). Recall that each \( \varepsilon_i \) is a truth assignment over variables in \( V_S \cup V_K \). Then, we represent experimental conditions as facts over the predicate \texttt{exp}/3, namely \texttt{exp}(i, v, \varepsilon_i(v)) for all \( v \in V_S \cup V_K \) and \( 1 \leq i \leq n \). Finally, let \( k \) define the discretization scheme as in Section 4.2. We represent discretized experimental observations as facts over the predicate \texttt{obs}/3, namely, \texttt{obs}(i, v, 10^k \delta_k(\omega_i(v))) for all \( v \in \text{dom}(\omega_i) \) and \( 1 \leq i \leq n \). We use the predicate \texttt{dfactor}/1 to denote the discretization factor \( 10^k \).

Using the discretization scheme provided by \( k = 1 \), Listing 1 shows the instance representation for our toy example. That is, the PKN in Fig. 1(a) and the dataset given in (1).
Listing 1: Toy example input instance

```
edge(a,d,1). edge(b,d,1). edge(b,e,1). edge(c,d,-1). edge(c,e,1).
edge(d,f,1). edge(e,f,1). edge(e,g,1). edge(g,e,-1). edge(c,g,-1).
exp(1,a,1). exp(1,b,0). exp(1,c,1). exp(1,d,1).
exp(2,a,1). exp(2,b,0). exp(2,c,1). exp(2,d,0).
exp(3,a,1). exp(3,b,0). exp(3,c,0). exp(3,d,1).
exp(4,a,1). exp(4,b,1). exp(4,c,0). exp(4,d,1).
obs(1,f,9). obs(2,f,1). obs(3,f,0). obs(4,f,10).
obs(1,g,0). obs(2,g,9). obs(3,g,1). obs(4,g,8).
dfactor(10).
```

4.4. Logic program

We now describe our encoding for learning Boolean logic models as described in Section 3. Our ASP encoding is shown in Listing 2.

Listing 2: Logic program

```
sub(set(U,S,nil),1,V) :- edge(U,V,S).
sub(set(U,SU,set(W,SW,T)),N+1,V) :- edge(U,V,SU), sub(set(W,SW,T),N,V), U<W.
in(U,S, set(U,S,T)) :- sub(set(U,S,T),N,V).
in(W,SW, set(U,SU,T)) :- in(W,SW,T), sub(set(U,SU,T),N,V).
{conjunction(C,N,V)} :- sub(C,N,V).
path(U,V) :- conjunction(C,_,V), in(U,_,C).
path(U,V) :- conjunction(C,_,V), in(W,_,C), path(U,W).
:= path(V,V).
:= conjunction(C1,N,V), conjunction(C2,N,V), N<M, in(U,S,C2) : in(U,S,C1).
exp(E) :- exp(E,_,_).
mapped(V) :- conjunction(_,_,V).
fixed(E,V) :- exp(E,V,0).
fixed(E,V) :- exp(E), vertex(V), not mapped(V).
active(E,V) :- exp(E,V,1), stimulus(V).
active(E,V) :- exp(E), conjunction(S,M,V), not fixed(E,V),
active(E,U) : in(U,1,S), not active(E,U) : in(U,-1,S).
residual(D,V,1,#pow(F-D,2)) :- obs(E,V,D), dfactor(F), D<F.
residual(D,V,0,#pow(D,2)) :- obs(E,V,D), D>0.
#minimize[ conjunction(_,_,_)=N@1].
#minimize[active(E,V) : obs(E,V,D) : residual(D,V,1,W)=W@2, not active(E,V) : obs(E,V,D) : residual(D,V,0,W)=W@2].
#hide.
#show conjunction/3.
```

Since we are only interested in logical formulas having an evidence in \((V,E,\sigma)\), we construct all possible conjunctions having such evidence by computing for each \(v \in V\) all possible subsets of predecessors of \(v\). We denote such subsets over the predicate sub/3 and the function set/3. The idea is to start with singleton subsets containing only one predecessor, and to create larger sets by recursively extending singletons until all non-empty subsets are constructed. This is done in lines 1 and 2. We exploit the order between the
vertices $U$ and $W$ to avoid different permutations of the same subsets. Then, we define the membership relation between vertices and subsets in lines 4 and 5.

In line 7 we use a choice rule to consider each subset as either present or absent. Since each subset describes a conjunction of literals, we generate over predicate conjunction/3, all possible logical formulas in disjunctive normal form. That is, we represent a Boolean logic model $(V, \phi)$ as a set of facts over the predicate conjunction/3, namely conjunction$(C, n, v)$ for each conjunction in $\phi(v)$ with length $n$ and such that, $C$ is a term of the form set/3 describing the set of literals in the conjunction. Lines 9-12 eliminate candidate answer sets describing logic models with feedback-loops. Paths from $U$ to $V$ are represented over the predicate path/2 and derived recursively. Thus, the integrity constraint in line 11 avoids self-reachability in the Boolean logic models. Next, in line 13 we use an integrity constraint to avoid redundant models by checking inclusion between conjunctions. For example, for two literals $a$ and $b$, we say that $a \lor (a \land b)$ is redundant since it is logically equivalent to $a$. This concept was previously introduced in [52] as a way to reduce the search space during learning inspired on Sperner systems [8]. Notably, other logical redundancies could be considered as well. However, a complete treatment of redundancies would lead to the NP-complete problem known as minimization of Boolean functions [41].

Lines 15-18 define auxiliary domain predicates describing fixed nodes in each experimental condition, i.e., stimuli, knock-outs, and unmapped nodes. Then, for each experimental condition, we represent truth assignments over nodes in $V$ by the presence or absence of the predicate active/2. Further, we exploit the default negation in order to use false as the default truth value. Then, lines 20-22 allows us to compute under each experimental condition $\varepsilon_i$ the fixpoint of $T_{(V,\phi,\varepsilon_i)}$ by the inductive propagation of the truth values for the fixed nodes.

Finally, in lines 24 and 25 we compute the possible differences (square of residuals) between Boolean predictions and the corresponding experimental observations. We denote such differences over the predicate residual/4. Next, we describe our lexicographic multi-objective optimization. In line 27 we declare with lower priority (Φ1) the minimization over the size of logic models (Eq. (3)). Meanwhile, in lines 28 and 29 we declare, with higher priority (Φ2), the minimization of the residual sum of squares between the Boolean predictions and experimental observations (Eq. (5)).

The next result shows that our ASP encoding is sound and complete with respect to the multi-objective optimization problem described in Section 3 and according to some $k$ defining the discretization scheme. We refer the reader to the appendix for a detailed proof.

**Proposition 4.2.** Let $(V, E, \sigma)$ be a PKN and let $\xi$ be an experimental dataset over it. Let $k$ define the discretization scheme. Let $L$ be the logic program given in Listing 2 and let $\tau((V, E, \sigma), \xi, k)$ be the instance encoding as described above (e.g. Listing 1). Then, $X$ is an answer set of $L \cup \tau((V, E, \sigma), \xi, k)$ iff $X$ describes a Boolean logic model $(V, \phi_{opt})$ such that,

$$
(V, \phi_{opt}) = \arg\min_{(V,\phi)\in M(V, E, \sigma)} (\Theta_{f_1}((V, \phi), \xi), \Theta_{s}((V, \phi)))
$$

minimizing first $\Theta_{f_1}$, and then with lower priority $\Theta_{s}$.

4.5. Solving

We use the ASP solver clasp [24] which implements advanced Boolean constraint technology together with branch-and-bound algorithms for dealing with multi-objective optimization. In Listing 3 we show the optimal answer set found for the toy instance described in Listing 1.\footnote{Using the option --quiet=1 only the last (optimum) answer set is printed.} In this case, the optimum answer set is the tenth answer set inspected by the solver (answer: 10). Such answer set describes the Boolean logic model given in Fig. 1(b). Further, the values for the optimization criteria are given ordered by their priorities (optimization: 88 7). That is, 88 for the discretized residual sum of squares (Eq. (5)), and 7 for the model size (Eq. (3)). Next, one could run the solver with option --opt-all=88,7 in order to enumerate all optimal answer sets.
5. Benchmarks

5.1. Benchmark generation

In order to study the performance of our ASP-based approach over realistic biological data, we generated in silico numerical datasets based on a real and large-scale prior knowledge network (PKN). We use a generic PKN related to signaling events upon stimulation of cellular receptors in hepatocytes. After compressing the network as described in [52], the corresponding graph has 30 nodes and 56 edges. Meanwhile, there are 180 possible hyperedges and thus, $2^{180}$ hypergraphs describing Boolean logic models can be derived from this PKN.

The method used to generate our benchmarks is illustrated in Fig. 2. We start deriving a (random) Boolean logic model $(V, \phi_{\text{gold}})$ from the PKN. Then, using this model as our gold standard, a Boolean dataset $\xi_0$ is generated by computing the model predictions (outputs) for several experimental conditions (inputs). Then, several numerical datasets $\xi_i$, i.e. values in $[0, 1]$, are generated by adding a Gaussian noise with zero mean and standard deviation from 0.1 to 0.6. This way, we generated several numerical datasets based on the predictions made by $(V, \phi_{\text{gold}})$. Finally, experiments were run considering each in silico numerical dataset together with the PKN, and using either binary, or multi-valued discretization.

5.2. Experiments

Overall performance. We show the overall performance of the experiments run in Table 1. Datasets $\xi_0$ to $\xi_3$ lead to the same optimal fitness to data ($\Theta_f N_{t_{\text{opt}}}$), optimal model size ($\Theta_s$) and number of optimal models ($\#_{\text{opt}}$), using similar CPU times. However, for datasets $\xi_4$ to $\xi_6$, CPU times grow clearly faster when using binary discretization than multi-valued. Moreover, learning on datasets $\xi_4$ and $\xi_5$ leads to more fitted Boolean logic models when using multi-valued discretization. Therefore, we conclude that multi-valued discretization provides a better overall performance than binary discretization for both, finding an optimal model and enumerating all of them.

Completeness. Interestingly, for dataset $\xi_6$ despite of the difference in CPU times, the fitness to data ($\Theta_f N_{t_{\text{opt}}}$) and model size ($\Theta_s$) are the same regardless of the discretization scheme. Nonetheless, using binary discretization we found 4 optimal models whereas only 2 of them are found using multi-valued discretization. This opens the way to two discussions. First, we observe that some optimal solutions are lost between the binary and the multi-valued discretization. This issue is related to the fact that we defined the multi-valued discretization scheme in terms of the floor function. Hence, while in the binary scheme

---

$\$ gringo encoding.lp toy.lp | clasp --quiet=1
clasp version 2.1.3
Reading from stdin
Solving...
Answer: 10
conjunction (set(a, 1, nil), 1, d)
conjunction (set(b, 1, nil), 1, e)
conjunction (set(c, 1, nil), 1, e)
conjunction (set(c, -1, set(e, 1, nil)), 2, g)
conjunction (set(d, 1, set(e, 1, nil)), 2, f)
Optimization: 88 7
OPTIMUM FOUND

Models : 1
Enumerated: 10
Optimum : yes
Optimization: 88 7
Time : 0.001 s (Solving: 0.00 s 1st Model: 0.00 s Unsat: 0.00 s)
CPU Time : 0.000 s

---

$4$Experiments were performed on a MacBook Pro, Intel Core i7, 2.7 GHz and 4 GB of RAM using the ASP grounder $gringo$ 3.0.3 and ASP solver $clasp$ 2.1.3
Figure 2: Generation of in silico numerical datasets: First, a Boolean logic model \((V, \phi_{\text{gold}})\) is derived from the prior knowledge network (PKN). Then, using this model, a Boolean dataset \(\xi_0\) is generated by computing the outputs (Boolean predictions) for several combinations of inputs. Next, several numerical datasets \(\xi_i\), i.e. values in \([0,1]\), are generated by adding a Gaussian noise with zero mean and standard deviation from 0.1 to 0.6. Values at both sides of the threshold (i.e. 0.5) are equally discretized to either 0 or 1, in the multi-valued scheme lower values are preferred and may result in a change of the set of optimal models. This shows that the discretization scheme has a strong impact over the solutions of the optimization problem. Second, this example confirms that the discretized optimization problem and the real one may not have the same set of solutions. Thus, in order to overcome this issue, we rely on our theoretical result in Proposition 4.1. Therein, we prove that the minimization of \(\Theta_f\) can be successfully addressed by enumerating suboptimal models of \(\Theta_{f_k}\). Towards this end, we allow the enumeration of suboptimal logic models by considering a tolerance over model fitness or model size. To be more precise, let \(T_f, T_s \in \mathbb{N}\) be the tolerances under consideration over model fitness and size, respectively. Then, for each \(\xi_i\) and some optimal model \((V, \phi_{\text{opt}_i})\) with respect to \(\xi_i\), we enumerate suboptimal Boolean logic models \((V, \phi)\) such that,

\[
\Theta_f((V, \phi), \xi_i) \leq \Theta_{f_k}((V, \phi_{\text{opt}_i}), \xi_i) + T_f \quad \Theta_s((V, \phi)) \leq \Theta_s((V, \phi_{\text{opt}_i})) + T_s.
\]

For example, for dataset \(\xi_6\), according to Proposition 4.1 and using \(k = 3\) (i.e. 1000-valued) one should consider up to 0.5% of tolerance over the optimum. By doing this, in a few seconds we are able to enumerate 22181 Boolean models which can be easily inspected towards the identification of the optimal ones with respect to \(\Theta_f\). This study confirmed that the 4 optimal models for binary discretization (without tolerance) are the only one minimizing \(\Theta_f\). Notably, for \(k \leq 2\), the tolerance to consider is at least 5% of the optimum. Unfortunately, over \(\xi_6\), such tolerance yields millions of suboptimal models which is useless in practice. For further discussion, we refer the reader to Section 7. In what follows we report experiments corresponding to enumerate suboptimal models according to the discretization scheme given by \(k = 2\).
Table 1: Computing all optimal Boolean logic models. Datasets ξ_{0} to ξ_{6} correspond to the in silico datasets generated as illustrated in Fig 2. For each discretization scheme we report the CPU time (seconds) to find 1 optimal model (t_{opt}), the number of optimal models (#_{opt}), the normalized optimum RSS, i.e., mean squared error, from the real (\(\Theta_{f}/N_{\xi}^{-1}\)) and discrete fitness (\(\Theta_{f}/10^{2k}N_{\xi}^{-1}\)), and the optimum size (\(\Theta_{s}\)).

<table>
<thead>
<tr>
<th>(\xi_{i})</th>
<th>Binary</th>
<th>10-valued</th>
<th>100-valued</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>t_{opt}</td>
<td>t_{all}</td>
<td>#_{opt}</td>
</tr>
<tr>
<td>0</td>
<td>0.67</td>
<td>0.08</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>0.67</td>
<td>0.07</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>0.38</td>
<td>0.14</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>1.85</td>
<td>0.29</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>32.83</td>
<td>6.0</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>256.98</td>
<td>38.64</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>179.64</td>
<td>73.07</td>
<td>4</td>
</tr>
</tbody>
</table>

Tolerance over model fitness. First, we evaluate the impact of several tolerances only over model fitness. Towards this end, we have fixed \(T_{s} = 0\) and considered tolerances \(T_{f}\) corresponding to 2%, 4%, 6% and 8% of the optimum fitness with respect to \(\xi_{3}\). For the sake of illustration, we take tolerances always relative to \(\xi_{3}\) since it provides an intermediate fitness to data. Results are shown in Fig. 3. Firstly, for datasets \(\xi_{0}\) and \(\xi_{1}\) we found the same behavior with small impact of the tolerances under consideration. Secondly, datasets \(\xi_{2}\) and \(\xi_{3}\) have shown not the same, but very similar behavior with respect to the number of models found for each tolerance. Thirdly, datasets \(\xi_{4}\) to \(\xi_{6}\) have also shown similar results for each tolerance. Notably, for datasets \(\xi_{1}, \xi_{2}\) and \(\xi_{3}\) the number of suboptimal models grows clearly slower than for datasets \(\xi_{4}, \xi_{5}\) and \(\xi_{6}\). It is worth noting that for the latter cases, even if the considered tolerance correspond to a relatively small ratio of the optimum (i.e. 1% to 4%), the number of suboptimal models reaches quantities which are useless in practice. Therefore, this promotes the use of a more refined discretization scheme for such datasets.
Figure 4: Number of Boolean logic models with respect to model size tolerances. Each bar describes, for each dataset, the number of models having optimal $\Theta_f$ and model size $\Theta_s$ lower or equal than the minimum plus $t$ with $t \in \{2, 4, 6, 8\}$. Datasets $\xi_0$, $\xi_1$, $\xi_2$ and $\xi_3$ have shown the same behavior (blue bar). For all datasets, the number of Boolean logic models grows exponentially.

Tolerance over model size. Next, we evaluate the impact of several tolerances only over model size. We have fixed $T_f = 0$ and considered tolerances $T_s = 2, 4, 6, 8$. Results are shown in Fig. 4. Datasets $\xi_0$ to $\xi_3$ have shown exactly the same behavior for each tolerance value. Further, for all datasets the number of Boolean logic models grows exponentially as we increase the tolerance over model size. Notably, minimization over model size is based on Occam’s razor principle (parsimony). Hence, there is no experimental evidence in order to select among this large number of models. On one hand, one can consider that larger logic models overfit the available dataset by introducing excessive complexity [52, 46]. On the other hand, one can argue that it is actually necessary to consider such “spurious” links in order to capture cellular robustness and complexity [58].

6. Related work

We follow the investigations of Saez-Rodriguez et al. in [52], which we first revisited in [62] and now extended herein. Some variants of our problem were addressed by Mitsos et al. in [42], and by Sharan and Karp in [55], both using Integer Linear Programming (ILP).

More generally, the inference of Boolean networks has been addressed by several authors under different hypotheses and methods. Liang et al. have used information theoretic principles of mutual information to infer Boolean networks from gene expression data [50]. Similarly, Ideker et al. have studied the problem of identifiability and experimental design under the Boolean networks framework [32]. Akutsu et al. have studied several problems consisting of completing a given Boolean network so that the input-output behavior is consistent with given examples [2]. In one of such problems, namely the Consistency Problem, they look for a Boolean network consistent with all Boolean examples. An interesting generalization is the so-called Best-Fit Extension Problem described by Shmulevich et al. [57]. Therein, Boolean networks with weighted inconsistencies are allowed and an error function is defined subject to minimization. Recently, an evaluation of some of these methods has been published in [7]. Closer to experimental design, Akutsu et al. also have studied the problem of identifying a genetic Boolean network from experimental data in regard to the number and the complexity of experiments needed [1]. Overall, our work presents some significant differences with the aforementioned literature. To start with, all of them are focused on gene regulatory networks and gene expression time-series data, whereas we work on signaling transduction networks and phosphorylation activities at a pseudo-steady state. Further, they work only with Boolean experimental observations which would correspond to adopt the binary discretization scheme in our framework. Moreover, except for the
Best-Fit Extension Problem, they look for Boolean networks fully consistent with the time-series Boolean data. Meanwhile, herein we consider an objective function which describes the goodness of the model based on the numerical data that is subsequently optimized. Finally, all these contributions focus on a “local” inference in the following sense. They aim at learning the Boolean function for each node based on (local) input-output behaviors for such node. On the other hand, we aim at a “global” learning given the prior knowledge network and (global) behaviors over the input-output layers in the network.

Our work contributes to a growing list of ASP applications in systems biology. Almost a decade ago, Baral et al. have proposed applying knowledge representation and reasoning methodologies to the problem of representing and reasoning about signaling networks [6]. More recently, several authors have addressed the question of pruning or identification of biological networks using ASP. Durziński et al. have studied the problem consisting of reconstructing all possible networks consistent with experimental time series data [14]. Gebser et al. have addressed the problem consisting of detecting inconsistencies and repairing in large biological networks [26, 20]. Fayruzov et al. have used ASP to represent the dynamics in Boolean networks and find their attractors [15, 16]. Ray et al. have integrated numerical and logical information in order to find the most likely states of a biological system under various constraints [47]. Further, Ray et al. have used an ASP system to propose revisions to metabolic networks [48]. Papatheodorou et al. have used ASP to integrate RNA expression with signaling pathway information and infer how mutations affect ageing [44]. Kaminski et al. have addressed the problem consisting of finding minimal intervention strategies in logical signaling networks [34]. Finally, Schaub and Thiele have first investigated the metabolic network expansion problem with ASP [54] and recently, their work has been extendend and applied in a real-case study by Collet et al. [11]. Altogether, this series of contributions illustrates the potential of ASP to address combinatorial and multi-objective optimization problems appearing in the field. In particular, our work emphasizes the power of ASP for performing an exhaustive enumeration of feasible solutions within certain tolerance with respect to an optimum. More broadly, among other formal approaches applied to the inference of biological models, we find related to ours, Calzone et al. using temporal logic [9], Folschette et al. relying on the process hitting framework [17], and Corblin et al. based on constraint programming [12, 13]. Moreover, some of them have also adopted ASP among their methodologies [17, 13]. Nonetheless, they are mainly focused on the characterization of dynamical properties emerging from available models for a given biological system. Hence, combining the enumeration capabilities of ASP to find feasible models with the characterization of dynamical properties common to all models, poses an interesting challenge for future work.

7. Conclusion

Boolean networks provide a simple yet powerful qualitative modeling approach in systems biology. In this context, we have formalized the problem consisting of learning from a prior knowledge network (PKN) describing causal interactions and phosphorylation activities at a pseudo-steady state, Boolean logic models of immediate-early response in signaling transduction networks. Previous work addressing this problem consists of dedicated genetic algorithms [52] and mathematical programming approaches [42, 55]. Further, in a recent work [62] we have proposed to use Answer Set Programming (ASP) considering a simpler problem setting. Nonetheless, we have shown the shortcomings of genetic algorithms: they are intrinsically unable not only to provide a complete set of solutions, but also to guarantee that an optimal solution is found. Meanwhile, modern ASP tools allow handling complex preferences and multi-objective optimization, guaranteeing the global optimum by reasoning over the complete solution space. In this context, ASP offers a unique pairing of declarativeness and performance to address combinatorial multi-objective optimization problems like the one at hand.

Herein, we have extended our previous work in order to consider: (1) numerical datasets, (2) a multi-objective optimization formulation and (3) feedback-loops in the PKN. Notably, in order to cope with such extensions, we have proposed several discretization schemes and elaborated upon our previous ASP encoding. In order to study the performance of our ASP-based approach towards real-world biological data, we have generated in silico numerical datasets based on a real and large-scale PKN. Experiments performed have shown that the discretization scheme has a stronger impact on the computation times than on the fitness
of optimal models to data. In general, multi-valued discretization has shown to be one order of magnitude faster than binary discretization. However, some optimal models may be lost due to the discretization scheme. Hence, in order to overcome this issue, we have proven that the continuous optimization can be successfully addressed by enumerating suboptimal models of the discretized optimization within a certain (small) tolerance. Further, we have shown that the number of optimal models is rather small (tens), but if one considers tolerances over fitness or size, this number can increase significantly (thousands or millions). Notably, being able to perform such exhaustive enumeration is a key feature of our approach. Nonetheless, either real or more elaborated in silico (e.g., based on ordinary differential equations) datasets would be required for a further and biologically significant analysis. Moreover, when using real-world datasets, mechanistic descriptions available in popular databases [53, 35, 10] might be used (if they exist) to validate the inferred logical interactions. Although, the method shown herein is highly dependent on the specificity of experiments and thus, a proper biological validation would imply reproducing the experiments on the same or very similar settings.

Altogether, our experiments have shown that current ASP tools are mature enough to cope with real-world problem instances. Nevertheless, given the ability to enumerate such a large number of Boolean models, the way to select among them arises in order to provide new insights to biologists. In fact, rather than select among models one can consider all of them regardless of their different topologies. That is, to take into account only their input-output behaviors. Although not shown in this work, we have found that the variability of input-output behaviors is significantly lower than models topologies. Recent advances in this direction and considering real-world experimental data, can be found in [30]. Briefly, in the aforementioned work it is shown that if the experimental error is considered, several thousands of Boolean logic models fit the available data similarly well. Nonetheless, such a large number of models can be grouped into less than a hundred input-output behaviors. Next, these behaviors have been characterized in terms of the number of Boolean logic models they gather and their fitness to data. Moreover, it was found that for 30% of the space of possible inputs, all behaviors agree on the given outputs. Hence, in practice this approach may provide a way to extract robust insights despite the high variability.

Several interesting issues could be investigated in the future. Firstly, it would be interesting to consider other discretization schemes based on the nearest integer or ceiling functions. Also, rather than truncation using discrete levels as a power of 10, one could consider discrete levels as a power of 2 or any other base. Notably, each discretization scheme may have an impact on both, performance and fitness to data. Moreover, considering real-world datasets and their inherent noise, opens very interesting questions. In particular, one could try to identify what is the most significant information in a given dataset, based on what it is actually used by each scheme and the models they recovered. Secondly, the computation of input-output behaviors can be done in a post-processing step but also could be considered as a new search problem by itself. Such a problem would consist of finding all input-output behaviors within a given tolerance over fitness or size. Clearly, without performing the exhaustive enumeration of Boolean logic models. Thirdly, questions related to experimental design under the Boolean networks framework [1, 32] can be investigated with ASP. Assuming that input-output behaviors within certain tolerance describe the data equally (or similarly) well, the model is said to be non-identifiable. Thus, one needs to perform further experiments towards lower variability. Since experiments are usually expensive and time-consuming, one would like to know which experiments are more likely to bring new insights to the optimization process. Thus, a proper experimental design enables a maximum informative analysis of the experimental data. Finally, it would be interesting to perform a detailed comparison between ASP and ILP approaches in order to elucidate their strengths and complementary features on the learning of Boolean logic models as we have described herein.
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Appendices

A. Data discretization schemes

Let \((V, E, \sigma)\) be a PKN. Let \(\xi\) be an experimental dataset over \((V, E, \sigma)\) with size \(N_\xi\). Let \(k \in \mathbb{N}\) define the discretization scheme. Let us denote with \(\mu\) and \(\mu_k\), the corresponding minima for \(\Theta_f\) and \(\Theta_{f_k}\) over the space of models \(M_{(V, E, \sigma)}\) and with respect to \(\xi\):

\[
\mu = \min_{(V, \phi) \in M_{(V, E, \sigma)}} \Theta_f((V, \phi), \xi) \quad \mu_k = \min_{(V, \phi) \in M_{(V, E, \sigma)}} \Theta_{f_k}((V, \phi), \xi).
\]

Then \(10^{-2k} \mu_k\) converges to \(\mu\) when \(k\) increases, with an exponential speed:

\[
\mu_k = 10^{2k} \mu + O(10^k).
\]

Moreover, any Boolean logic model minimizing \(\Theta_f\), also minimizes \(\Theta_{f_k}\) within the following tolerance \(t_k\):

\[
t_k = 2 \sqrt{\frac{N_\xi}{\mu_k} + \frac{N_\xi}{\mu_k}}.
\]

Proof. Let \((V, \phi)\) be any Boolean logic model having evidence in \((V, E, \sigma)\). Let \(\rho_1, \ldots, \rho_n\) be the \(n\) Boolean predictions of \((V, \phi)\) with each \(\rho_i\) defined under \(\varepsilon_i\). The difference \(\Theta_f\) and \(10^{-2k} \Theta_{f_k}\) over \((V, \phi)\) with respect to \(\xi\) is given by:

\[
\left| \Theta_f - 10^{-2k} \Theta_{f_k} \right|((V, \phi), \xi) = \left\| \sum_{i=1}^{n} \sum_{v \in \text{dom}(\omega_i)} [\omega_i(v) - \rho_i(v)]^2 - [\delta_k(\omega_i(v)) - \rho_i(v)]^2 \right\|
\]

For each triplet \((\omega_i, \rho_i, v)\) let \(\gamma_i(v) = \delta_k(\omega_i(v)) - \rho_i(v)\) and \(\delta_i(v) = \omega_i - \delta_k(\omega_i(v))\). Therefore:

\[
\left| \Theta_f - 10^{-2k} \Theta_{f_k} \right|((V, \phi), \xi) = \left\| \sum_{i=1}^{n} \sum_{v \in \text{dom}(\omega_i)} [\gamma_i(v) + \delta_i(v)]^2 - [\gamma_i(v)]^2 \right\|
\]

\[
= \left\| \sum_{i=1}^{n} \sum_{v \in \text{dom}(\omega_i)} \delta_i(v) \left[ 2\gamma_i(v) + \delta_i(v) \right] \right\|
\]

Recall that \(N_\xi = \sum_{i=1}^{n} |\text{dom}(\omega_i)|\). From the Cauchy-Schwarz inequality we have that

\[
\sum_{i=1}^{n} \sum_{v \in \text{dom}(\omega_i)} |\gamma_i(v)| \leq \sqrt{N_\xi} \sqrt{\sum_{i=1}^{n} \sum_{v \in \text{dom}(\omega_i)} \gamma_i(v)^2} = \sqrt{N_\xi} \sqrt{10^{-2k} \Theta_{f_k}((V, \phi), \xi)}.
\]

Notice that from the discretization scheme we have that \(\delta_i(v) < 10^{-k}\) for every \((i, v)\). It follows that:

\[
\left| \Theta_f - 10^{-2k} \Theta_{f_k} \right|((V, \phi), \xi) \leq 10^{-k} \left( \sum_{i=1}^{n} \sum_{v \in \text{dom}(\omega_i)} 2 |\gamma_i(v)| + \sum_{i=1}^{n} \sum_{v \in \text{dom}(\omega_i)} |\delta_i(v)| \right)
\]

\[
\leq 10^{-k} \left( 2 \sqrt{N_\xi} \sqrt{10^{-2k} \Theta_{f_k}((V, \phi), \xi)} + 10^{-k} N_\xi \right).
\]

We deduce that

\[
\mu \leq 10^{-2k} \mu_k + 10^{-k} \left( 2 \sqrt{N_\xi} \sqrt{10^{-2k} \mu_k} + 10^{-k} N_\xi \right)
\]

\[
\leq 10^{-2k} \mu_k \left( 1 + 2 \times 10^{-k} \sqrt{\frac{N_\xi}{10^{-2k} \mu_k} + 10^{-2k} \frac{N_\xi}{10^{-2k} \mu_k}} \right) = 10^{-2k} \mu_k \left( 1 + 2 \sqrt{\frac{N_\xi}{\mu_k} + \frac{N_\xi}{\mu_k}} \right)
\]
With a similar reasoning introducing $\gamma_i'(v) = w_i(v) - \rho_i(v)$ instead of $\gamma(v)$, we have the following relation.

$\left\| [\Theta_f - 10^{-2k} \Theta_{f_k}]((V, \phi), \xi) \right\| = \left\| \sum_{i=1}^{n} \sum_{v \in \text{dom}(\omega_i)} \delta_i(v) \left[ 2\gamma_i'(v) - \delta_i(v) \right] \right\|$

$\leq 10^{-k} \left( 2\sqrt{N_{\xi}} \sqrt{\Theta_f((V, \phi), \xi)} + 10^{-k}N_{\xi} \right)$.

Therefore,

$\mu_k \leq 10^{2k} \mu + 10^k \left( 2\sqrt{N_{\xi}} \sqrt{10^{-2k}\mu_k} + 10^{-k}N_{\xi} \right)$

$\leq 10^{2k} \mu + 10^k \left( 2\sqrt{N_{\xi}} \sqrt{\mu + 10^{-k}B} + N_{\xi} \right)$

$\leq 10^{2k} \mu + 10^k \left( 2\sqrt{N_{\xi}} \sqrt{\mu + B} + N_{\xi} \right)$

 Altogether, we have that there exists $D = \max\{B, C\}$, which is independent from $k$, such that

$\left\| 10^{2k} \mu - \mu_k \right\| \leq D10^k$.

\[ \square \]

**B. ASP encoding correctness**

Let $(V, E, \sigma)$ be a PKN and let $\xi = ((\varepsilon_1, \omega_1), \ldots, (\varepsilon_m, \omega_m))$ be an experimental dataset over it. Let $k$ define the discretization scheme. Let $L$ be the logic program given in Listing 2. Let $\tau((V, E, \sigma), \xi, k)$ be the instance encoding as described in Section 4 (e.g. Listing 1).

Next, let us define the following sets of terms needed for our proofs. For every $v \in V$ let $S^1_v$ be the set of terms describing the singleton predecessors of $v$ in $(V, E, \sigma)$:

$S^1_v = \{ \text{set}(w, s, \text{nil}) \mid (w, v) \in E, ((w, v), s) \in \sigma \}$.

Furthermore, for $1 < i \leq |S^1_v|$ let $S^i_v$ be defined recursively describing the sets of $i$ predecessors of $v$,

$S^i_v = \{ \text{set}(u, s_u, \text{set}(w, s_w, t)) \mid \text{set}(u, s_u, \text{nil}) \in S^1_v, \text{set}(w, s_w, t) \in S^{i-1}_v, u < w \}$.

where $<$ denotes a total ordering over $V$ and either $t = \text{nil}$, or $t \in S^{i-2}_v$.

In what follows we show that our ASP encoding $L \cup \tau((V, E, \sigma), \xi, k)$ is sound and complete with respect to the multi-objective optimization problem described in Section 3 and according to the discretization scheme given by $k$. That is, we prove that $X$ is an answer set of $L \cup \tau((V, E, \sigma), \xi, k)$ iff $X$ describes a Boolean logic model $(V, \phi_{\text{opt}})$ such that,

$\left( V, \phi \right) = \arg \min_{(V, \phi') \in M_{(V, E, \sigma)}} \left( \Theta_{f_k}((V, \phi'), \xi), \Theta_k((V, \phi')) \right)$
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minimizing first \( \Theta_f \), and then with lower priority \( \Theta_s \).

First, let us recall some standard notation for logic rules. For a rule \( r \) of the form

\[
A_0 :\ A_1, \ldots, A_m, \text{not } A_{m+1}, \ldots, \text{not } A_n.
\]

with atoms \( A_i \), we define \( \text{head}(r) = A_0 \), \( \text{body}^+(r) = \{ A_1, \ldots, A_m \} \), and \( \text{body}^-(r) = \{ A_{m+1}, \ldots, A_n \} \). Further, we often use the connective \( \leftarrow \) instead of \( :\leftarrow \).

### Soundness

Let \( X \) be an answer set of \( L \cup \tau((V,E,\sigma),\xi,k) \). Furthermore, let

\[
P^X = \{ (\text{head}(r) \leftarrow \text{body}(r)^+) \theta \mid r \in L \cup \tau((V,E,\sigma),\xi,k), (\text{body}(r)^-) \cap X = \emptyset, \theta : \text{var}(r) \rightarrow \mathcal{A} \}
\]

where \( \text{var}(r) \) is the set of all variables that occur in a rule \( r \), \( \mathcal{A} \) is the set of all constants appearing in \( L \cup \tau((V,E,\sigma),\xi) \), and \( \theta \) is a ground substitution for the variables in \( r \). Then, by definition of an answer set, we know that \( X \) is a \( \subseteq \)-minimal model of \( P^X \).

Next, let us define

\[
\mathcal{C}_c = \{ c \mid \text{conjunction}(c,n,v) \in X, c \in S^n \}.
\]

Further, for every \( c \in \mathcal{C}_v \), let \( \mathcal{L}_c = \mathcal{L}_c^+ \cup \mathcal{L}_c^- \) with

\[
\mathcal{L}_c^+ = \{ w \mid \text{in}(w,1,c) \in X \} \quad \mathcal{L}_c^- = \{ -w \mid \text{in}(w,-1,c) \in X \}.
\]

be the set of literals occurring in \( c \). Next, we define the mapping \( \phi \) for every \( v \) such that \( \mathcal{C}_v \neq \emptyset \) as

\[
\phi(v) = \bigvee_{c \in \mathcal{C}_v} \bigwedge_{l \in \mathcal{L}_c} l.
\]

Moreover, for every \( (\varepsilon_i, \omega_i) \in \xi \) and \( v \in V \) let us define the Boolean predictions of \( (V,\phi) \) under each \( \varepsilon_i \) as

\[
\rho_i(v) = \begin{cases} 1 & \text{if active}(i,v) \in X \\ 0 & \text{otherwise}. \end{cases}
\]

We show that \( (V,\phi) \) is a Boolean logic model such that,

\[
(V,\phi) = \arg \min_{(V,\phi') \in \mathcal{M}_{(V,E,\sigma)}} ( \Theta_{f_k}((V,\phi'),\xi), \Theta_s((V,\phi'))) \]

minimizing first \( \Theta_{f_k} \), and then with lower priority \( \Theta_s \). Towards this end, first we show that \( (V,\phi) \) is a Boolean logic model having evidence in \( (V,E,\sigma) \) and without feedback-loops, i.e., \( (V,\phi) \in \mathcal{M}_{(V,E,\sigma)} \). Thereafter, we show that \( \rho_i \) is the fixpoint of \( T_{(V,\phi')} \) for each \( i = 1, \ldots, m \). Finally, we show that \( (V,\phi) \) is an optimum model with respect to the lexicographic multi-objective optimization, minimizing first \( \Theta_{f_k} \) and then \( \Theta_s \).

Consider the rules in Listing 4:

**Listing 4: Lines 1-5 from Listing 2**

\[
\begin{align*}
\text{sub}(\text{set}(U,S,\text{nil}),1,V) & := \text{edge}(U,V,S). \\
\text{sub}(\text{set}(U,S,\text{set}(W,SW,T)),N+1,V) & := \text{edge}(U,V,SU), \text{sub}(\text{set}(W,SW,T),N,V), U \neq W. \\
\text{in}(U,S,\text{set}(U,S,T)) & := \text{sub}(\text{set}(U,S,T),N,V). \\
\text{in}(W,SW,\text{set}(U,SW,T)) & := \text{in}(W,SW,T), \text{sub}(\text{set}(U,SW,T),N,V). 
\end{align*}
\]

Together with the instance encoding \( \tau((V,E,\sigma),\xi,k) \), the rules in Listing 4 enforce that for every \( v \in V \) and \( s \in S^n \) we have \( \text{sub}(s,n,v) \in X \) with \( 1 \leq n \leq |S^n| \). Further, if \( \text{set}(u,s,t) \in S^n \) then \( \text{in}(u,s,\text{set}(u,s,t)) \in X \). Moreover, if \( \text{in}(w,s_w,t) \in X \) and \( \text{set}(u,s_w,t) \in S^n \), then \( \text{in}(w,s_w,\text{set}(u,s_w,t)) \in X \). Therefore, the choice rule in Listing 5:
guarantees that $\phi(v)$ has an evidence in $(V,E,)$. Hence, for every $\subseteq$-minimal model $X$ it holds that if $\text{conjunction}(c,n,v) \in X$ then $\text{sub}(c,n,v) \in X$ for $c \in S^0$. Next, consider the rules in Listing 6:

Listing 6: Lines 9-11 from Listing 2

The rules above eliminate candidate answer sets describing logic models with feedback-loops. Paths from $U$ to $V$ are derived recursively in lines 9 and 10. Then, the integrity constraint in line 11 avoids self-reachability. Notably, there must exist $v_0,\ldots,v_p$ and $c \in \mathcal{C}_v$ such that $\text{in}(v_{i+1})_p, s, c) \in X$ with $s \in \{-1,1\}$ for every $i = 0,\ldots,p$.

In such a case, the rule in line 9 enforce that $\text{path}(v_{i+1})_p, v_i) \in X$ for every $\subseteq$-minimal model $X$. Further, by the rule in line 10, if $\text{path}(v_{i+1})_p, v_i) \in X$ and $\text{path}(v(v_{i+1})_p, v_{i+1}) \in X$, then $\text{path}(v(v_{i+1})_p, v_i) \in X$. Hence, it also holds that $\text{path}(v_i, v_i) \in X$ for every $i = 0,\ldots,p$. Thus, due the integrity constraint in line 11, $X$ cannot be a model of $P^X$. Therefore, $(V,\phi)$ defines a Boolean logic model without feedback-loops.

Next, we show that $\rho_i$ as defined above is the fixpoint of $T(V,\phi|_{\xi_i})$, i.e., $T(V,\phi|_{\xi_i})(\rho_i) = \rho_i$. Consider the rules in Listing 7:

Listing 7: Lines 15-22 from Listing 2

The rules in lines 15-18 in Listing 7 together with the instance encoding $\tau((V,E,\sigma), \xi, k)$ enforce that for every $\subseteq$-minimal model $X$, $\text{fixed}(i,v) \in X$ iff $\varepsilon_i(v) = 0$ (line 17) or $\mathcal{C}_v = \emptyset$, i.e., $v \notin \text{dom}(\phi)$ (line 18). Further, the rules in lines 20-22 enforce that $\text{active}(i,v) \in X$ iff $v \in V_S$ and $\varepsilon_i(v) = 1$, or $\text{fixed}(i,v) \notin X$ and there exists $c \in \mathcal{C}_v$ such that for every $w \in \mathcal{L}^+_v$, $\text{active}(i,w) \in X$ and for every $w \in \mathcal{L}^+_v$, $\text{active}(i,w) \notin X$.

Let us compute $T(V,\phi|_{\xi_i})(\rho_i)$ for every $v \in X$. If $v \in V_S$ and $\varepsilon_i(v) = 1$ then $\phi|_{\xi_i}(v) = \top$ and $\text{active}(i,v) \in X$, thus

$$T(V,\phi|_{\xi_i})(\rho_i)(v) = \rho_i(\top) = 1 = \rho_i(v).$$

If $v \in V_S \cup V_K$ and $\varepsilon_i(v) = 0$, or $v \notin \text{dom}(\phi) \cup V_S$ then $\phi|_{\xi_i}(v) = \bot$, $\text{fixed}(i,v) \in X$ and $\text{active}(i,v) \notin X$, thus

$$T(V,\phi|_{\xi_i})(\rho_i)(v) = \rho_i(\bot) = 0 = \rho_i(v).$$

Otherwise, $\phi|_{\xi_i}(v) = \phi(v)$ and we have

$$T(V,\phi|_{\xi_i})(\rho_i)(v) = \rho_i(\phi(v))$$

thus, we need to show that $\rho_i(\phi(v)) = \rho_i(v)$. By definition, $\rho_i(v) = 1$ iff $\text{active}(i,v) \in X$. Further, as shown above $\text{active}(i,v) \in X$ iff $v \in V_S$ and $\varepsilon_i(v) = 1$, or $\text{fixed}(i,v) \notin X$ and there exists $c \in \mathcal{C}_v$ such that for every $w \in \mathcal{L}^+_v$, $\text{active}(i,w) \in X (\rho_i(w) = 1)$ and for every $w \in \mathcal{L}^+_v$, $\text{active}(i,w) \notin X (\rho_i(w) = 0)$. Therefore, it holds $\rho_i(\bigwedge_{l \in \mathcal{L}_v} l) = 1$. Further, since $\phi(v)$ is in disjunctive normal form, it also

\[5\]With $\%$ we denote the modulo operator.
holds $\rho_i(\phi(v)) = 1$. Analogously, it can be shown $\rho_i(v) = 0$ iff $\rho_i(\phi(v)) = 0$. Thus, we have that $\rho_i$ is the fixpoint of $T(V,\phi_i)_\varepsilon$.

Finally, it remains to show that the following holds,

$$(V, \phi) = \arg\min_{(V,\phi') \in M(V,E,\sigma)} (\Theta_{f_k}((V,\phi'),\xi), \Theta_{s}((V,\phi')))$$

minimizing first $\Theta_{f_k}$, and then with lower priority $\Theta_{s}$. Consider the rules in Listing 8:

Listing 8: Lines 24-29 from Listing 2

```
residual(D,V,1,#pow(F-D,2)) := obs(E,V,D), dfactor(F, D<F).
residual(D,V,0,#pow(D,2)) := obs(E,V,D), D>0.
#minimize[conjunction(_,N,_)=N@1].
#minimize[active(E,V) : obs(E,V,D) : residual(D,V,1,W)=W@2, not active(E,V) : obs(E,V,D) : residual(D,V,0,W)=W@2].
```

Rules in lines 24 and 25 together with the instance encoding $\tau((V,E,\sigma), \xi, k)$ enforce that residual(d, v, w) ∈ X if there exists $(\varepsilon_i, \omega_i) \in \xi$ and $v \in \text{dom}(\omega_i)$ such that $d = A_k \delta_k(\omega_i(v))$ with $w = (A_k \delta_k(\omega_i(v)) - A_k x)^2$ and $x \in [0,1]$. Moreover, for every atom residual(d, v, x, w) ∈ X, we have $w > 0$. Therefore, the minimization statement in lines 31 and 32 enforces that $(V, \phi)$ is minimal with respect to $\Theta_{f_k}$. To be more precise,

$$w + \sum_{\text{residual}(d,v,w) \in X} \sum_{\text{obs}(i,v,d) \in X, \text{active}(i,v) \notin X} w = \sum_{\text{obs}(i,v,d) \in X, \text{active}(i,v) \notin X} (A_k \delta_k(\omega_i(v)) - A_k)^2 + \sum_{\text{obs}(i,v,d) \in X, \text{active}(i,v) \notin X} (A_k \delta_k(\omega_i(v)))^2$$

$$= \sum_{\text{obs}(i,v,d) \in X} (A_k \delta_k(\omega_i(v)) - A_k)^2 + \sum_{\text{obs}(i,v,d) \in X} (A_k \delta_k(\omega_i(v)))^2$$

$$= \sum_{i=1}^{m} \sum_{v \in \text{dom}(\omega_i)} (A_k \delta_k(\omega_i(v)) - A_k \rho_i(v))^2 = \Theta_{f_k}((V, \phi), \xi).$$

Further, with lower priority, the minimization statement in line 30 guarantees that among the models minimizing $\Theta_{f_k}$, $(V, \phi)$ is also minimal with respect to $\Theta_{s}$. To be more precise,

$$n = \sum_{\text{conjunction}(c,n,v) \in X} \sum_{v \in \text{V}} \sum_{c \in C_{\phi}} \text{|L}_c| = \sum_{v \in \text{dom}(\phi)} \text{|\phi(v)|} = \Theta_{s}((V, \phi)).$$

Completeness. Let $(V, \phi)$ be a Boolean logic model and let $\rho_1, \ldots, \rho_m$ be its Boolean predictions with each $\rho_i$ defined under $\varepsilon_i$, such that,

$$(V, \phi) = \arg\min_{(V,\phi') \in M(V,E,\sigma)} (\Theta_{f_k}((V,\phi'),\xi), \Theta_{s}((V,\phi')))$$

minimizing first $\Theta_{f_k}$, and then with lower priority $\Theta_{s}$. Next, for every $v \in V$, let $C_v$ be the set of conjuncts occurring in $\phi(v)$. Further, for every $c \in C_v$, let $\text{L}_c$ be the set of literals occurring in $c$. Furthermore, we denote with $\text{L}_c^+$ and $\text{L}_c^-$, the set of positive and negative literals occurring in $c$, respectively. Then, a path in $\phi$ from $u_0$ to $v$ is such that there exists literals $l_1, \ldots, l_n$ of the form $u_i$ or $\neg u_i$, such that $l_1 \in \text{L}_c$ for some $c \in C_v$, and $l_{i+1} \in \text{L}_{c_i}$ for some $c_i \in C_{u_i}$ with $i = 1, \ldots, n - 1$. 
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We consider the following set \( X \) of atoms. First, all atoms in \( \tau((V,E,\sigma),\xi,k) \) are included in \( X \). Next, for every \( v \in V \) and \( s \in S^m_v \) we consider \( \text{sub}(s, n, v) \in X \) with \( 1 \leq n \leq |S^m_v| \). Further, if \( \text{set}(u, s, t) \in S^m_v \) then \( \text{in}(u, s, \text{set}(u, s, t)) \in X \). Moreover, if \( \text{in}(w, s_w, t) \in X \) and \( \text{set}(u, s_w, t) \in S^m_v \), then \( \text{in}(w, s_w, \text{set}(u, s_w, t)) \in X \). Next, for every \( v \in V \) and \( c \in C_v \) with length \( n \), let \( s \in S^m_v \) such that for every \( w \in \mathcal{L}^+_c \), \( \text{in}(w, 1, s) \in X \) and for every \( -w \in \mathcal{L}^-_c \), \( \text{in}(w, -1, s) \in X \). Then, we consider atoms \( \text{conjunction}(s, n, v) \in X \). Next, for every path from \( u \) to \( v \) in \( \phi \), we consider atoms \( \text{path}(u, v) \in X \). Recall that \( \xi = ((\varepsilon_1, \omega_1), \ldots, (\varepsilon_m, \omega_m)) \), then we consider \( \exp(i) \in X \) for every \( 1 \leq i \leq m \). Further, for every \( v \in V \) if \( C_v = \emptyset \) then, we consider \( \text{fixed}(i, v) \in X \) for every \( i = 1, \ldots, m \). Furthermore, for every \( v \in V \) such that \( C_v \neq \emptyset \), let \( \text{mapped}(v) \in X \). Next, we consider \( \text{active}(i, v) \in X \) for every \( i = 1, \ldots, m \) such that \( p_i(v) = 1 \). Finally, we consider \( \text{residual}(d, v, x, w) \in X \) if there exists \((\varepsilon_i, \omega_i) \in \xi \) and \( v \in \text{dom}(\omega_i) \) such that \( d = A_k \delta_k(\omega_i(v)) \) with \( w = (A_k \delta_k(\omega_i(v)) - A_k x)^2 \) and \( x \in \{0, 1\} \). Moreover, we consider only atoms \( \text{residual}(d, v, x, w) \in X \) with \( 0 < w \).

We need to show that \( X \) is an answer set of \( L \cup \tau((V,E,\sigma),\xi,k) \) verifying that \( X \) is a \( \subseteq \)-minimal model of

\[
P^X = \{(\text{head}(r) \leftarrow \text{body}(r)^\dagger) \theta \mid r \in L \cup \tau((V,E,\sigma),\xi,k), (\text{body}(r)^\dagger \cap X = \emptyset, \theta : \text{var}(r) \rightarrow A) \}
\]

where \( \text{var}(r) \) is the set of all variables that occur in a rule \( r \), \( A \) is the set of all constants appearing in \( L \cup \tau((V,E,\sigma),\xi,k) \), and \( \theta \) is a ground substitution for the variables in \( r \).

To start with, we note that \( X \) includes all the facts in \( \tau((V,E,\sigma),\xi,k) \). Each of these facts belongs also to \( P^X \). Thus, any set \( Y \) of atoms excluding at least one of them, cannot be a model of \( P^X \). Next, consider the rules in Listing 9:

Listing 9: Lines 1-5 from Listing 2

\[
\begin{align*}
\text{sub}(\text{set}(U,S,T),1,V) & : = \text{edge}(U,V,S). \\
\text{sub}(\text{set}(U,SU,\text{set}(W,SW,T)),N+1,V) & : = \text{edge}(U,V,SU), \text{sub}(\text{set}(W,SW,T),N,V), \ U\subset W. \\
\text{in}(U,S,\text{set}(U,S,T)) & : = \text{sub}(\text{set}(U,S,T),N,V). \\
\text{in}(W,SW,\text{set}(U,SU,T)) & : = \text{in}(W,SW,T), \text{sub}(\text{set}(U,SU,T),N,V). 
\end{align*}
\]

The ground instances of the rules above belongs to \( P^X \). Furthermore, all of them are satisfied by \( X \), but not by any set \( Y \subset X \). Rules in lines 1 and 2 enforce that for every \( s \in S^m_v \), an atom \( \text{sub}(s, u, v) \) is included in every \( \subseteq \)-minimal model. In addition, rules in lines 4 and 5 enforce that any set excluding from \( X \) at least one atom over predicate \( \text{in}/3 \) cannot be a model of \( P^X \).

Next, we consider the choice rule in Listing 10:

Listing 10: Line 7 from Listing 2

\[
\{\text{conjunction}(C,N,V)\} : = \text{sub}(C,N,V).
\]

In fact, a choice rule of the form:

\[
\{H\} \leftarrow B.
\]

can be translated into 3 rules:

\[
A \leftarrow B. \quad H \leftarrow A, \not H. \quad \not H \leftarrow H.
\]

by introducing new atoms \( A \) and \( H \). Therefore, for every atom \( \text{conjunction}(c, n, v) \in X \) with \( c \in S^m_v \), \( P^X \) includes rules of the form:

\[
A \leftarrow \text{sub}(c, n, v), \quad \text{conjunction}(c, n, v) \leftarrow A.
\]

Recall that for every \( c \in S^m_v \), an atom \( \text{sub}(c, n, v) \) is included in every \( \subseteq \)-minimal model. Thus, we have that \( X \) satisfies such rules and any set excluding from \( X \) at least one atom over predicate \( \text{conjunction}/3 \) cannot be a model of \( P^X \).

Now, consider the rules in Listing 11:
All the ground instance of the rules above are in $P^X$. Further, by construction of $X$, we have that $\text{conjunction}(s,u,v) \in X$ if there is some $c \in C_v$ such that for every $w \in L^c_+, \text{in}(w,1,s) \in X$ and for every $-w \in L^c_-, \text{in}(w,-1,s) \in X$. Thus, the rules in lines 9 and 10 enforce to have an atom $\text{path}(u,v)$ included in every $\subseteq$-minimal model of $P^X$ for each path from $u$ to $v$ in $\phi$. Therefore, any set excluding from $X$ at least one atom over predicate $\text{path}/3$ cannot be a model of $P^X$. Further, since $(V,\phi)$ is feedback-loops free, the integrity constraint in line 11 is also satisfied by $X$.

Moreover, since among the models minimizing $\Theta_{f_k}$, $(V,\phi)$ is also minimal with respect to $\Theta_s$, $X$ satisfies the integrity constraint in Listing 12 as well. Otherwise, for some $v \in V$ there must exists $c_1,c_2 \in C_v$ such that $L_{c_1} \subseteq L_{c_2}$. Notably, in such a case, $c_1 \vee c_2$ is logically equivalent to $c_1$. Therefore, there is a Boolean logic model $(V,\phi')$ such that $\Theta_{f_k}((V,\phi'),\xi) = \Theta_{f_k}((V,\phi),\xi)$ and $\Theta_s((V,\phi')) < \Theta_s((V,\phi))$.

Consider the rules in Listing 13:

```
Listing 13: Lines 15-22 from Listing 2
exp(E) := exp(E,_,_).
mapped(V) := conjunction(_,_,V).
fixed(E,V) := exp(E), vertex(V), not mapped(V).
active(E,V) := exp(E,1), stimulus(V).
active(E,V) := exp(E), conjunction(S,N,V), not fixed(E,V),
active(E,U) := in(U,1,S), not active(E,U) := in(U,-1,S).
```

Since for every $(\varepsilon_i,\omega_i) \in \xi$ and $v \in V_S \cup V_K$ there is an atom $\text{exp}(i,v,\varepsilon_i(v))$ included in every $\subseteq$-minimal model of $P^X$, the rule in line 15 enforces that there is also an atom $\text{exp}(i)$ included in every $\subseteq$-minimal model of $P^X$ for every $i = 1,\ldots,m$. Furthermore, the rule in line 16 guarantees that for every $v \in V$ such that $C_v \neq \emptyset$, we have an atom $\text{mapped}(v)$ included in every $\subseteq$-minimal model of $P^X$. Next, the rules in lines 17 and 18 enforce that an atom $\text{fixed}(i,v)$ is included in every $\subseteq$-minimal model of $P^X$ if either $\varepsilon_i(v) = 0$ with $v \in V_S \cup V_K$, or if $C_v = \emptyset$ with $v \in V$ and $i = 1,\ldots,m$. Hence, any set excluding from $X$ at least one atom over predicates $\text{exp}/1$, $\text{mapped}/1$ or $\text{fixed}/2$ cannot be a model of $P^X$. Now, let us show that for every $v \in V$ and $i = 1,\ldots,m$, an atom $\text{active}(i,v)$ is included in every $\subseteq$-minimal model of $P^X$ if $\rho_i(v) = 1$. To start with, recall that $\rho_i$ is the fixpoint of $I^{(V,\varepsilon_i)}$. Thus, for every $v \in V$ it holds that, $\rho_i(v) = \rho_i(\varepsilon_i(v))$. Then, $\rho_i(v) = 1$ iff $\varepsilon_i(v) = \top$ or $\varepsilon_i(v) = \phi(v)$ and for some $c \in C_v$ it holds that, $\rho_i(w) = 1$ for every $w \in L^c_+$ and $\rho_i(w) = 0$ for every $w \in L^c_-$. The rule in line 20 enforces that an atom $\text{active}(i,v)$ is included in every $\subseteq$-minimal model of $P^X$ if $\varepsilon_i(v) = 1$ with $v \in V_S$ and $i = 1,\ldots,m$. In such case, we have $\varepsilon_i(v) = \top$. Meanwhile, the rule in lines 21 and 22 enforces that an atom $\text{active}(i,v)$ is included in every $\subseteq$-minimal model of $P^X$ if $\varepsilon_i(v) = \phi(v)$ and for some $c \in C_v$ it holds that, $\rho_i(w) = 1$ for every $w \in L^c_+$ and $\rho_i(w) = 0$ for every $w \in L^c_-$. Therefore, any set excluding from $X$ at least one atom over predicate $\text{active}/2$ cannot be a model of $P^X$.

Finally, consider the rules in Listing 14:

```
Listing 14: Lines 24-29 from Listing 2
residual(D,V,1,#pow(F,D,2)) := obs(E,V,D), dfactor(F), D<F.
residual(D,V,0,#pow(D,B,2)) := obs(E,V,D), D>0.
#minimize(conjunction(_,N,_)=N@1).
#minimize(active(E,V) : obs(E,V,D) : residual(D,V,1,W)=W@2,
                not active(E,V) : obs(E,V,D) : residual(D,V,0,W)=W@2).
```
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All the ground instances of the rules in lines 24 and 25 belong to $P^X$. Furthermore, such rules enforce that every $\subseteq$-minimal model of $P^X$ includes an atom $\text{residual}(d, v, x, w)$ if there exists $(\varepsilon_i, \omega_i) \in \xi$ and $v \in \text{dom}(\omega_i)$ such that $d = A_k \delta_k(\omega_i(v))$ with $w = (A_k \delta_k(\omega_i(v)) - A_k x)^2$ and $x \in \{0, 1\}$. In fact, only atoms $\text{residual}(d, v, x, w)$ with $0 < w$ are included. Thus, any set excluding from $X$ at least one atom over predicate $\text{residual}/4$ cannot be a model of $P^X$. To conclude the proof, given that $(V, \phi)$ minimize $\Theta_{f_k}$, $X$ satisfies the minimization statement in lines 31 and 32. Moreover, given that among the Boolean logic models minimizing $\Theta_{f_k}$, $(V, \phi)$ also minimize $\Theta_s$. $X$ satisfies the minimization statement in line 30 as well. For more details on the equivalence between the objective functions and the minimization statements, we refer the reader to the proof of soundness.

We have investigated all rules in $L \cup \tau((V, E, \sigma), \xi, k)$ and shown that their ground instances in $P^X$ are satisfied by $X$. Moreover, we have checked that any set excluding from $X$ at least one atom is not a model of $P^X$. Hence, $X$ is a $\subseteq$-minimal model of $P^X$ and thus an answer set of $L \cup \tau((V, E, \sigma), \xi, k)$.