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#### Abstract

In this work, we present a numerical analysis of a probabilistic approach to quantify the migration of a contaminant, under the presence of uncertainty on the permeability of the porous medium. More precisely, we consider the flow problem in a random porous medium coupled with the advection-diffusion equation and we are interested in the approximation of the mean spread and the mean dispersion of the solute. The conductivity field is represented by a Karhunen-Loève (K-L) decomposition of its logarithm. The flow model is solved using a mixed finite element method in the physical space. The advectiondiffusion equation is computed thanks to a probabilistic particular method, where the concentration of the solute is the density function of a stochastic process. This process is solution of a stochastic differential equation (SDE), which is discretized using an Euler scheme. Then, the mean of the spread and of the dispersion are expressed as functions of the approximate stochastic process. A priori error estimates are established on the mean of the spread and of the dispersion. Numerical examples show the effectiveness of the approach.


key words: Elliptic and parabolic PDE with random coefficients, Karhunen-Loève expansion, Monte-Carlo method, Stochastic differential equation, Euler scheme.

## Introduction

Mathematical modeling and numerical simulation are important tools in the prediction of pollutant transport in groundwater. In order to take into account the limited knowledge of the geological characteristics, the uncertainty and the lack of measures, the permeability coefficient is modeled as a random field. Then, a stochastic model allows to obtain numerical predictions describing closely the behavior of the real system.

Numerical models with random input data have been extensively studied recently. Classical Monte Carlo methods converge very slowly in general. Stochastic Galerkin methods as well as a stochastic collocation methods (see [1, 2, 12, 20, 26, 32, 33]) based on sparse tensor products have gained much attention since they are very effective and accurate for computing statistics from solutions of PDEs with random input data. In most of these methods, the conductivity field is first discretized in the probability space, usually with a truncated Karhunen-Loève (K-L) expansion to deal with finite dimension and a classical approximation in the physical space. However,
these approaches suffer from a curse of dimensionality, especially when the number of variables in the (K-L) expansion (stochastic dimension) is very large. Recently, a similar approach using a Quasi Monte Carlo method to solve a flow problem was proposed in [21, 25]. This method converges with the order $O\left(\frac{\log (M)^{r}}{M}\right)$, where $M$ is the number of simulations and the coefficient $r>0$ increases with the dimension [31]. It seems theoretically that Quasi Monte Carlo also suffers from a curse of dimensionality, in particular for large scale problem.

Our objective is to study and to quantify the migration of a contaminant, by computing statistics of interest which are mean values of physical quantities $[3,4,10,9]$. The stochastic model includes a flow problem coupled with an advection-diffusion equation. A log-normal random conductivity field $a$ with a smooth correlation function is considered: $a=e^{G}$, where G is a Gaussian random field with a piecewise smooth covariance function.

The physical space is first discretized, then a discrete random conductivity field is generated as a piecewise and finite random variables (see [3, 4, 34, 35, 21, 13]). In $[3,4,10,9]$, a standard finite element method is used for the flow equation, yielding the random velocity field required in the transport model. The transport equation describes the concentration of the solute, and can be seen as a Fokker-Planck equation if the domain is infinite. It is related to a stochastic process which admits the concentration as a density function. This process is simulated with a random walk, which approximates the trajectories of particles thanks to a time discretization using an Euler scheme. The first quantity of interest here is the spreading, which is a function of the stochastic process. The second quantity of interest is the macro dispersion, defined as the temporal derivative of the spreading. Thanks to Itô's formula, the macro dispersion is also a function of the stochastic process $[33,7]$. A classical Monte Carlo method is then used to estimate the mean values of the spreading and the macro dispersion.

Convergence of numerical results is analyzed in $[3,4,9]$, showing the efficiency of the approach. A numerical analysis of this numerical model is proposed in [6] and [7], giving error bounds for the mean values of the quantities of interest.

In this paper, we also derive error bounds for the velocity field and for the mean values of quantities of interest, but with a different numerical model. In order to work with a velocity having regular trajectories, we choose to discretize the permeability field in the stochastic space through a truncated Karhunen-Loève (K-L) expansion. We then discretize the flow equation with a mixed finite element method rather than a classical finite element method, because it is well suited to flow equations thanks to nice properties. Indeed, it approximates both head and velocity with the same accuracy, and it ensures a local and a global mass conservation [23]. Error bounds are also studied for the flow equation with a log-normal random permeability field and a mixed finite element method in [22], but without a truncated (K-L) expansion.

In this paper, the transport equation is still solved with a random walk. Thanks to the regular trajectories of the velocity field, we obtain an accurate approximation of the stochastic transport process with respect to time discretization. Mean values of the spreading and the macro dispersion are still estimated by a classical Monte Carlo method.

As in [6] and [7], we propose a numerical analysis of this model with a (K-L)
expansion and a mixed finite element method. In order to establish error bound of the quantities of interest, we consider general test functions, namely the functions having a polynomial growth with its derivatives.

The paper is organized as follows. In section 1, we describe the physical model and the main quantities of interest. In section 2 , the different steps of the numerical model are explained: the Karhunen-Loève (K-L) truncation of the permeability parameter, the mixed finite element method and the probabilistic particular method (random walk). In section 3, an error analysis of the approach is established. The first estimate gives error bounds for the outputs of the model, due to the (K-L) truncation. The second estimate gives a weak error for the random walk simulating the transport stochastic process, taking into account the time and space steps. Then the total error on the quantities of interest is established, taking into account all the numerical parameters, namely the time and space steps, the order of truncation of the permeability, the total number of simulations and the number of particles in the random walk. Finally, in section 4, we present a numerical bi-dimensional example, where the log-permeability has an exponential covariance in a square domain. Results illustrate the convergence and the efficiency of the approach.

## 1 Problem setting

### 1.1 Steady flow equation

The porous medium is assumed isotropic and the porosity is supposed constant, equal to 1 . The Domain $D$ is a bounded box in $\mathbb{R}^{d},(d=1,2,3)$. The permeability field $a$ is modeled as a stochastic function to take into account the heterogeneity of the medium and the lack of data. Let $(\Omega, \mathcal{F}, d P)$ be a complete probability space. We consider the steady flow in a porous medium without source:

$$
\left\{\begin{array}{lr}
v(\omega, x)=-a(\omega, x) \nabla p(\omega, x), & \text { in } \Omega \times D  \tag{1}\\
\operatorname{div}(v)(\omega, x)=0 & \text { in } \Omega \times D \\
\text { Boundary conditions }, &
\end{array}\right.
$$

where $v$ is the velocity and $p$ is the hydraulic head, both on $\Omega \times D$. The boundary conditions can be for example mixed or periodic boundary conditions, and imposed for almost all $\omega$. The permeability field $a$ follows a log-normal law and is given by the following transformation:

$$
\begin{equation*}
a(\omega, x)=e^{G(\omega, x)} \text { on } \Omega \times D \tag{2}
\end{equation*}
$$

where $G$ is a Gaussian field characterized by its covariance function

$$
\operatorname{cov}[G](x, y)=\sigma^{2} \exp \left\{-\left(\frac{|x-y|}{l_{c}}\right)^{\delta}\right\}
$$

where $|$.$| denotes the euclidian norm, \delta>0, \sigma^{2}$ is the variance of $G$ and $l_{c}$ is the correlation length. The field $G$ is an infinite dimensional noise, hence for a numerical approximation, we choose a Karhunen-Loève (K-L) truncation to represent $a$ in a finite dimensional space with regular trajectories.

### 1.2 Transport equation

An inert solute is injected into the porous medium. The migration of the solute is governed by convection, molecular diffusion and kinematic dispersion. Here, kinematic dispersion is neglected, molecular diffusion is assumed homogeneous and isotropic. Then, the migration of the solute is described by the following advectiondiffusion equation:

$$
\left\{\begin{array}{l}
\partial_{t} c(\omega, t, x)+v(\omega, x) \nabla c(\omega, t, x)-D_{m} \triangle c(\omega, t, x)=0 \quad \text { in } \Omega \times[0, T] \times D,  \tag{3}\\
c(\omega, 0, x)=c_{0}(x) \quad x \in D, \\
\text { Boundary conditions, }
\end{array}\right.
$$

where $c$ is the concentration of the solute, $D_{m}$ is the diffusion coefficient and $c_{0}$ is the initial condition at $t=0$. For an injection of the solute, $c_{0}=\frac{1_{B}}{|B|}$ where $B$ is a box with volume $|B|$ included in $D$. Equation (3) can be completed with Dirichlet, mixed or periodic boundary conditions on $\partial D$.

### 1.3 Quantities of interest

The main objective of our study is to compute the mean of the spread $\mathcal{S}(t)$ and the mean of the dispersion coefficient $\mathcal{D}_{t}$ (see [19]). First, let $\Gamma(\omega, t)=\int_{D} c(\omega, t, x) x d x$ be the center of mass of the solute distribution. Then we define $S(\omega, t)$ the spread of the solute around $\Gamma$ and $D(\omega, t)$ the dispersion coefficient as:

$$
\begin{equation*}
S(\omega, t)=\int_{D} c(\omega, t, x)|x-\Gamma(\omega, t)|^{2} d x \quad \text { and } \quad D(\omega, t)=\frac{1}{2} \frac{d}{d t} S(\omega, t) \tag{4}
\end{equation*}
$$

Then we are interested by the mean of the quantities (4):

$$
\begin{equation*}
\mathcal{S}(t)=\mathbb{E}_{\omega}[S(\cdot, t)] \quad \text { and } \quad \mathcal{D}(t)=\mathbb{E}_{\omega}[D(\cdot, t)] . \tag{5}
\end{equation*}
$$

In practice, the domain $D$ is chosen very big versus the box of injection $\mathbf{B}$ and a very small amount of the solute gets at the boundary $\partial D\left(c_{\partial D}=0\right)$. It is harmless to replace (3) by:

$$
\left\{\begin{array}{l}
\partial_{t} c(\omega, t, x)+v(\omega, x) \nabla c(\omega, t, x)-D_{m} \Delta c(\omega, t, x)=0 \quad \text { in } \Omega \times[0, T] \times \mathbb{R}^{d}  \tag{6}\\
c(\omega, 0, x)=c_{0}(x) \quad x \in \mathbb{R}^{d},
\end{array}\right.
$$

where the velocity $v$ is extended continuously by zero outside a neighborhood of the domain $D$ where the extension is smooth. We can also extend equation (3) on $\mathbb{R}^{d}$ when the boundary conditions are periodic and we have $\operatorname{div}(v)=0$ on $\mathbb{R}^{d}$.

The quantities of interest $(4,5)$ are given by an integral of $c$. Hence a probabilistic particle method is preferred to a deterministic method because it avoids to approximate the concentration $c$ at each point in $D$. The method consists in simulating a cloud of particles throughout the physical domain. In equation (6), the concentration $c$ is a law of a stochastic process which describes the movement of the particles. Another reason to choose a probabilistic particle approach is to avoid numerical diffusion [37].

In order to describe the probabilistic particular method, we introduce another probability space $(\Theta, \mathfrak{A}, \mathcal{P})$ which is independent of $(\Omega, \mathcal{F}, \mathcal{P})$. We consider a $d$ dimensional Brownian Motion $\left(W_{t}\right)_{t \geq 0}$ on $\Theta$ and a random variable $\zeta$ which is $W_{t^{-}}$ independent and admits $c_{0}$ as a density.

For each $\omega \in \Omega$, the function $c(\omega, \cdot, \cdot)$ is the unique solution of (6) as a probability function of $X_{t}(\omega, \cdot)$ solution of the following SDE (see [17]):

$$
\left\{\begin{array}{l}
d X_{t}(\omega, \theta)=v\left(\omega, X_{t}\right) d t+\sqrt{2 D_{m}} d W_{t}(\theta)  \tag{7}\\
X_{0}=\zeta(\theta) .
\end{array}\right.
$$

Not that because the drift $v$ is not Lipschitz continuous (see [6]), the SDE (7) has not strong uniqueness, but only weak uniqueness, i.e the law of each solution $X_{t}$ is unique. Since we are interested in quantities given by a functional of $c$, only weak uniqueness of (7) is needed. Therefore, the mean spread can be given by a variance of $X_{t}$ as follows:

$$
\begin{equation*}
\mathcal{S}(t)=\mathbb{E}_{\omega}\left[\mathbb{E}_{\theta}\left[\left|X_{t}-\mathbb{E}_{\theta}\left[X_{t}\right]\right|^{2}\right]\right] . \tag{8}
\end{equation*}
$$

The dispersion $\mathcal{D}(t)$ as a derivative of $\mathcal{S}(t)$ is estimated by Finite differences approximation in $[6,10,18,29]$, the result is very sensitive to the step taken [6]. Here we propose as in $[7,33]$ an explicit formula using Itô's formula:

$$
\begin{equation*}
\mathcal{D}(t)=\mathbb{E}_{\omega}\left[\mathbb{E}_{\theta}\left[<X_{t}, v\left(X_{t}\right)>\right]-<\mathbb{E}_{\theta}\left[X_{t}\right], \mathbb{E}_{\theta}\left[v\left(X_{t}\right)\right]>\right]+\operatorname{trace}\left(D_{m}\right) . \tag{9}
\end{equation*}
$$

where we note by $\langle,$.$\rangle , the scalar product in \mathbb{R}^{d}$.
The quantities of interest studied here are the mean of the spread and the macro spreading given in (5). It follows that these quantities are given as the mean of some functions of the process $X_{t}$. Thus, for some vector valued and measurable functions $f$ and $g$, we define the following quantity of interest

$$
\begin{equation*}
\mathcal{Q}(t):=\mathbb{E}_{\omega}\left[f\left(\mathbb{E}_{\theta}\left[g\left(X_{t}\right)\right]\right)\right] . \tag{10}
\end{equation*}
$$

In practice, we are interested by the asymptotic behavior of the quantity (10). Therefore, we describe a numerical approach to approximate (10) and we establish an a priori error estimate on the proposed approximation at the final time.

## 2 Numerical approach

### 2.1 Stochastic approximation of the permeability

The spread $S(.,$.$) and dispersion D(.,$.$) defined in (4) are both an infinite dimen-$ sional noise, since they depend on $v$ which depends on the field $G$ which is infinite dimensional noise. The first step consists of choosing a suitable discretization for $G$. The most widely used representation of a second order random field $G(\cdot, \cdot)$ is the Karhunen-Loève expansion (K-L) [27, 1, 11]. This decomposition is truncated up to an order $N$, to deal with a finite dimensional noise parameterized by $N$ random
variables. The K-L expansion consists at decomposing $G$ in the series of products of deterministic functions and random variables as follows:

$$
\begin{equation*}
G(\omega, x)=\mathbb{E}_{\omega}[G(\cdot, x)]+\sum_{n=1}^{\infty} \sqrt{\lambda_{n}} b_{n}(x) Y_{n}(\omega), \tag{11}
\end{equation*}
$$

where $\lambda_{1} \geq \lambda_{2}, \ldots>0$ and $\left\{b_{n}\right\}_{n=1}^{\infty}$ are respectively the eigenvalues and the eigenfunctions solutions of the following eigenvalue problem:

$$
\begin{equation*}
\int_{D} \operatorname{cov}[G](x, y) b(y) d y=\lambda b(x), \tag{12}
\end{equation*}
$$

where the random variables $\left\{Y_{n}\right\}_{n=1}^{\infty}$ are determined by:

$$
Y_{n}(\omega)=\frac{1}{\sqrt{\lambda_{n}}} \int_{D}\left(G(\omega, x)-\mathbb{E}_{\omega}[G(\cdot, x)]\right) b_{n}(x) d x .
$$

Since, the permeability field follows a log-normal law, $G$ is a Gaussian field, hence the set of the random variables $\left\{Y_{n}\right\}_{n=1}^{N}$ are independent Gaussian random variables with mean zero and unit variance.

In general, the eigenvalue problem (12) for the (K-L) expansion has to be solved numerically, but in some particular cases, it can be solved analytically for a square or cubic box as the tensor product of one dimensional analytic solution.

For each $N>1$, we assume that the eigenvalues $\left(\lambda_{n}\right)_{n \geq 1}^{N}$ and eigenfunctions $\left(b_{n}\right)_{n \geq 1}^{N}$ satisfy the following assumptions:

## Assumptions 2.1

- The eigenfunctions $\left(b_{n}\right)_{n=1}^{N}$ are twice continuously differentiable.
- The series $\sum_{n \geq 1}^{N} \lambda_{n}\left\|b_{n}\right\|_{\infty}^{2}$ is convergent.

Not that such assumptions are fulfilled in the case $\delta=1$ for an exponential covariance on a square or cubic domain or $\delta=2$ for a Gaussian covariance, and more generally if the covariance function is an analytic function on $D \times D$ (see [1, 11]).

The first assumption is usually verified by a continuous covariance function and implies that the trajectories of $a$ are sufficiently smooth. The second assumption is verified by a piecewise analytic covariance function and is necessary for the convergence truncated head $p_{N}$ solution of (15) to a continuous head $p$ (see [8]).

We define the truncated Karhunen-Loève expansion $G_{N}$ as a truncation of the series (11) up to a suitable order $N$ :

$$
\begin{equation*}
G_{N}(\omega, x)=\mathbb{E}_{\omega}[G(\cdot, x)]+\sum_{n=1}^{N} \sqrt{\lambda_{n}} b_{n}(x) Y_{n}(\omega) \tag{13}
\end{equation*}
$$

The decomposition given in (13) is an optimal decomposition of $G$, with respect to the norm of $L^{2}\left(\Omega ; L^{2}(D)\right)$. We then approximate the permeability field $a$ by $a_{N}$ :

$$
\begin{equation*}
a_{N}(\omega, x):=e^{G_{N}(\omega, x)}=\exp \left(\mathbb{E}_{\omega}[G(\cdot, x)]+\sum_{n=1}^{N} \sqrt{\lambda_{n}} b_{n}(x) Y_{n}(\omega)\right) . \tag{14}
\end{equation*}
$$

Then, we replace the flow equation (1) by one associated with $a_{N}$ :

$$
\begin{cases}v_{N}(\omega, x)=-a_{N}(\omega, x) \nabla p_{N}(\omega, x), & \text { in } \Omega \times D  \tag{15}\\ \operatorname{div}\left(v_{N}\right)(\omega, x)=0 & \text { in } \Omega \times D, \\ \text { Boundary conditions. } & \end{cases}
$$

The transport equation with a velocity field $v_{N}$ of finite dimensional noise is given by:

$$
\left\{\begin{array}{l}
\partial_{t} c_{N}(\omega, t, x)+v_{N}(\omega, x) \nabla c_{N}(\omega, t, x)-D_{m} \triangle c_{N}(\omega, t, x)=0 \quad \text { in } \Omega \times[0, T] \times \mathbb{R}^{d},  \tag{16}\\
c_{N}(\omega, 0, x)=c_{0}(x) \quad x \in \mathbb{R}^{d},
\end{array}\right.
$$

where $v_{N}$ is extended to $\mathbb{R}^{d}$ as the velocity $v$. With periodic boundary conditions, $\operatorname{div}\left(v_{N}\right)=0$ in $\mathbb{R}^{d}$.

The concentration $c_{N}$ solution of (16) is an approximation of the concentration $c$ solution of (6). For each $\omega \in \Omega, c_{N}(\omega, \cdot, \cdot)$ is the probability density of the process $X_{N}(\omega, \cdot, \cdot)$, solution of the following SDE on $\Theta$ :

$$
\left\{\begin{array}{l}
d X_{N}(\omega, t, \cdot)=v_{N}\left(\omega, X_{N}(\omega, t, \cdot)\right) d t+\sqrt{2 D_{m}} d W_{t},  \tag{17}\\
X_{N}(\omega, 0, \cdot)=\zeta .
\end{array}\right.
$$

Note that since the trajectories of the drift $v_{N}$ are Lipschitz continuous, the SDE (17) has a strong uniqueness.

Using the law of $X_{N}(\omega, t, \cdot)$ (a.e) for each $\omega \in \Omega$, we can approximate (10) by:

$$
\begin{equation*}
\mathcal{Q}_{N}(t):=\mathbb{E}_{\omega}\left[f\left(\mathbb{E}_{\theta}\left[g\left(X_{N}(t)\right)\right]\right)\right] . \tag{18}
\end{equation*}
$$

### 2.2 Monte-Carlo simulations

Monte-Carlo sampling is used to approximate the mean on $\Omega$ of the quantities of interest. We consider $M$ realizations of the parameter $a_{N}\left(\omega_{1}, \cdot\right), \ldots, a_{N}\left(\omega_{M}, \cdot\right)$ of the permeability field. For each realization $\omega_{i}$, we solve the flow equation (15) and the $\operatorname{SDE}(17)$. We approximate the quantity $\mathcal{Q}_{N}(t)$ in (18) by:

$$
\mathcal{Q}_{N}(t) \approx \frac{1}{M} \sum_{i=1}^{M} Q_{N}\left(\omega_{i}, t\right),
$$

where each realization of the quantity $Q_{N}\left(\omega_{i}, t\right)$ is computed by

$$
\begin{equation*}
Q_{N}\left(\omega_{i}, t\right)=f\left(\mathbb{E}_{\theta}\left[g\left(X_{N}\left(\omega_{i}, t\right)\right)\right]\right) \tag{19}
\end{equation*}
$$

### 2.3 Space discretization of the flow problem

For each realization $\omega_{i}$, we have to solve the flow problem (15). We propose to use a mixed finite element method, which has several nice properties. Indeed, it approximates both $p_{N}$ and $v_{N}$ with the same accuracy and ensures local and global mass conservation.

With both Dirichlet and Neumann boundary conditions, the solution is not regular at the points where the Dirichlet and Neumann boundaries meet. These difficulties can be avoided by regularizing the solution at the critical points. The solution is regular with periodic or non-homogeneous Dirichlet regular boundary conditions. Here, to simplify the presentation, we consider a non-homogeneous Dirichlet boundary condition $\gamma$ and assumed to be smooth on $\partial D$.

For (a.e) each $\omega_{i} \in \Omega$, a mixed formulation of (15) is given by the weak formulation (20):

Find $\left(p_{N}\left(\omega_{i},.\right), v_{N}\left(\omega_{i},.\right)\right) \in L^{2}(D) \times H(\operatorname{div}, D)$ such that

$$
\begin{cases}\int_{D} a_{N}^{-1} v_{N} w d x-\int_{D} p_{N} \operatorname{div}(w) d x=-\int_{\partial D} \gamma w \cdot \vec{n} d l & \forall w \in H(\operatorname{div}, D)  \tag{20}\\ \int_{D} \operatorname{div}\left(v_{N}\right) \mu d x=0 & \forall \mu \in L^{2}(D)\end{cases}
$$

We consider $\left\{\mathcal{T}_{h}\right\}_{h>0}$, a regular triangulation of the domain $D$. Let $\mathcal{M}_{h}$ be the subspace of piecewise constants in $L^{2}(\Omega)$ and $R T_{0}\left(\mathcal{T}_{h}\right)$ be the 0 -order Raviart-Thomas subspace in $H(\operatorname{div}, D)$. For each $\omega_{i}$, we define the approximate problem (21):

Find $\left(p_{N, h}\left(\omega_{i},.\right), v_{N, h}\left(\omega_{i},.\right)\right) \in \mathcal{M}_{h} \times R T_{0}\left(\mathcal{T}_{h}\right)$ such that

$$
\begin{cases}\int_{D} a_{N}^{-1} v_{N, h} w_{h} d x-\int_{D} p_{N, h} \operatorname{div}\left(w_{h}\right)=-\int_{\partial D} \gamma w_{h} \cdot \vec{n} d l & \forall w_{h} \in R T_{0}\left(\mathcal{T}_{h}\right)  \tag{21}\\ \int_{D}^{\operatorname{div}\left(v_{N, h}\right) \mu_{h}=0,} & \forall \mu_{h} \in \mathcal{M}_{h}\end{cases}
$$

Problem (21) is well-posed [5] for each (a.s) $\omega_{i} \in \Omega$ and $v_{N, h} \in L^{p}\left(\Omega ; L^{\infty}(D)\right)$. In the reference [22], an error analysis of the Mixed finite element is presented where the parameter $a$ is not truncated. Thanks to the truncated K-L expansion, the solution $\left(p_{N}, v_{N}\right)$ is smooth with respect to $x$. By using the error estimate for lowest order Raviart-Thomas interpolation [5, 22], there exists a constant $C$ independent of $h, v_{N}$ and $p_{N}$, such that
$\left\|p_{N}-p_{N, h}\right\|_{L^{p}\left(\Omega ; L^{2}(D)\right)}+\left\|v_{N}-v_{N, h}\right\|_{L^{p}(\Omega ; H(d i v, D))} \leq C h\left(\left\|v_{N}\right\|_{L^{p}\left(\Omega ; H^{1}(D)\right)}+\left\|p_{N}\right\|_{L^{p}\left(\Omega ; H^{1}(D)\right)}\right)$.

### 2.4 Discrete transport equation

In order to discretize the advection-diffusion equation (16), we use a probabilistic particle method to avoid numerical diffusion. For each realization $\omega_{i}, v_{N, h}\left(\omega_{i},.\right)$ is the solution of (21) obtained with $a_{N}\left(\omega_{i},.\right)$. We use an Euler scheme to discretize the equation (17) where $v_{N}$ is replaced by $v_{N, h}$. For each $i=1, \ldots, M$ the approximation $X_{N, \eta, h}\left(\omega_{i}, t, \theta\right)$ is given by the following scheme:

$$
\left\{\begin{array}{l}
X_{N, \eta, h}\left(\omega_{i}, t_{l+1}, \theta\right)=X_{N, \eta, h}\left(\omega_{i}, t_{l}, \theta\right)+v_{N, h}\left(\omega_{i}, X_{N, \eta, h}\left(t_{l}, \omega_{i}, \theta\right)\right) d t+\sqrt{2 D_{m} d t} \xi_{l+1}(\theta) \\
X_{N, \eta, h}\left(\omega_{i}, 0, \theta\right)=\zeta(\theta) \tag{23}
\end{array}\right.
$$

where $d t=\frac{T}{\eta}$ is a uniform step, $t_{l}=l d t, l=0, \ldots, \eta$ and $\left\{\xi_{l}\right\}_{l=1}^{\eta}$ is a sequence of independent gaussian variables with zero mean and unit variance. We choose $P$ realizations $\left\{X_{N, \eta, h}^{i, j}\right\}_{j=1}^{P}$
(the index $i$ refers to the dependence of $X_{N, \eta, h}$ on $\omega_{i}$ and $j$ refers to the dependance on $\theta_{j}$ ). For each $\omega_{i}$ we approximate $Q_{N}\left(\omega_{i}, t\right)$ given in (19) by:

$$
Q_{N, \eta, h}^{P}\left(\omega_{i}, t\right)=f\left(\frac{1}{P} \sum_{j=1}^{P} g\left(X_{N, \eta, h}^{i, j}(t)\right)\right) .
$$

Thus, the quantity of interest $\mathcal{Q}_{N}(t)$ is approximated by $\mathcal{Q}_{N, \eta, h}^{M, P}$ given by:

$$
\begin{equation*}
\mathcal{Q}_{N, \eta, h}^{M, P}(t):=\frac{1}{M} \sum_{i=1}^{M} f\left(\frac{1}{P} \sum_{j=1}^{P} g\left(X_{N, \eta, h}^{i, j}(t)\right)\right) \tag{24}
\end{equation*}
$$

In the next section, we give an error analysis of the above algorithm, where we estimate the total weak error $\left|\mathcal{Q}(T)-\mathcal{Q}_{N, \eta, h}^{M, P}(T)\right|$.

## 3 Error analysis of the approach

In this section we derive the error estimates of the approach. It includes all the numerical parameters, namely the truncation error, temporal and spatial error and the statistical one. In what follows, we consider $\mathcal{C}_{\text {pol }}^{r}\left(\mathbb{R}^{d}\right)$ the space of functions which have a polynomial growth with their derivatives up to $r$ and $\mathcal{C}_{b}^{r}\left(\mathbb{R}^{d}\right)$ the space of bounded functions and all their derivatives up to $r$ are bounded. We note that when we deal with a realization of the random fields, the dependence with $\omega$ is noted once time and and omitted in the rest as in the notation of the random fields.

### 3.1 Truncation error

### 3.1.1 Convergence of $a_{N}$ to $a$

Here we give a bound of the truncation error resulting from the truncation of the parameter $a \approx a_{N}$, where $a_{N}$ is given by a suitable order $N$ in the (K-L) expansion as in (14). The truncation error $v-v_{N}$ is nonzero and contributes to the total error on the quantities of interest. Then, it is necessary to study and take account this truncation error, to increase the reliability of the approximations.

Now we establish the convergence of $a_{N}$ to $a$ with respect to the norm of $L^{q}\left(\Omega, L^{2}(D)\right)$, for $q \geq 1$. We define (a.e) the following bounds of $a$ as given in [2, 8]:

$$
\begin{equation*}
a_{\max }(\omega)=\max _{x \in \bar{D}} a(\omega, x) \text { and } a_{\min }(\omega)=\min _{x \in \bar{D}} a(\omega, x) \tag{25}
\end{equation*}
$$

Under assumption 2.1, $a_{\min } \in L^{q}(\Omega)$ and $a_{\max } \in L^{q}(\Omega)$. In [8], a bound of the error $a-a_{N}$ is given in the space $L^{q}\left(\Omega ; \mathcal{C}^{0}(\bar{D})\right)$, which depends on $\left\|b_{n}\right\|_{\infty}$, thus generally on $\lambda_{n}$. The following proposition concerns a bound of the error $\left\|a-a_{N}\right\|_{L^{q}\left(\Omega ; L^{2}(D)\right)}$.
Proposition 3.1 There exists a constant $K>0$ independent of $N$ such that:

$$
\begin{equation*}
\left\|a-a_{N}\right\|_{L^{q}\left(\Omega ; L^{2}(D)\right)} \leq K \sqrt{\sum_{n=N+1}^{\infty} \lambda_{n}} \tag{26}
\end{equation*}
$$

Proof: Thanks to the differentiability and the growth of the exponential function, the following inequality holds

$$
\left|e^{x}-e^{y}\right| \leq \max \left(e^{x}, e^{y}\right)|x-y| \quad \forall x, y \in \mathbb{R}
$$

Applying this latter inequality with $x=G$ and $y=G_{N}$, we have

$$
\begin{aligned}
\left\|a(\omega, .)-a_{N}(\omega, .)\right\|_{L^{2}(D)} & \left.\leq\left\|\max \left(e^{G(\omega, .)}, e^{G_{N}(\omega, .)}\right)\right\|_{L^{\infty}(D)} \| G(\omega, .)-G_{N}(\omega, .)\right) \|_{L^{2}(D)} \\
& \left.\leq\left\|\max \left(e^{G(\omega, .)}, e^{G_{N}(\omega, .)}\right)\right\|_{L^{\infty}(D)} \| G(\omega, .)-G_{N}(\omega, .)\right) \|_{L^{2}(D)} \\
& \leq a_{\max }(\omega) \sqrt{\sum_{n=N+1}^{\infty} \lambda_{n} Y_{n}(\omega)^{2}} .
\end{aligned}
$$

Taking the norm in $L^{q}(\Omega)$ and applying Cauchy-Schwarz inequality, we get

$$
\begin{equation*}
\left\|a-a_{N}\right\|_{L^{q}\left(\Omega ; L^{2}(D)\right)} \leq\left\|a_{\max }\right\|_{L^{2 q}(\Omega)}\left(\mathbb{E}\left[\left(\sum_{n=N+1}^{\infty} \lambda_{n} Y_{n}^{2}\right)^{q}\right]\right)^{\frac{1}{2 q}} \tag{27}
\end{equation*}
$$

We define $\nu:=\sum_{n=N+1}^{J} \lambda_{n}>0$, with $J>N+1$. We have by the convexity of the function $t^{q}$,

$$
\left(\sum_{n=N+1}^{J} \lambda_{n} Y_{n}^{2}\right)^{q} \leq \nu^{q-1} \sum_{n=N+1}^{J} \lambda_{n}\left|Y_{n}\right|^{2 q}
$$

Let $m_{q}=\mathbb{E}\left[\left|Y_{1}\right|^{2 q}\right]$, which is finite. We take the expectation of this latter inequality to obtain

$$
\begin{equation*}
\mathbb{E}\left[\left(\sum_{n=N+1}^{J} \lambda_{n} Y_{n}^{2}\right)^{q}\right] \leq m_{q}\left(\sum_{n=N+1}^{J} \lambda_{n}\right)^{q} \tag{28}
\end{equation*}
$$

When $J$ tends to infinity in (28) we get by combining with the bound (27), the error bound of the proposition, where the constant $K$ is given by $K=m_{q}^{\frac{1}{2 q}}\left\|a_{\max }\right\|_{L^{2 q}(\Omega)}$

Combining the bound (26) with the equality $\sum_{n=1}^{\infty} \lambda_{n}=|D| \sigma^{2}$, where $|D|$ is the measure of the physical domain $D$, allows for determining the appropriate number of random dimension $N$. For example, with $\delta \approx 1$,

$$
\begin{equation*}
\sum_{n=1}^{N+1} \lambda_{n}=\delta|D| \sigma^{2} \tag{29}
\end{equation*}
$$

In general, the stochastic dimension $N$ depends on the regularity of the covariance function (see $[1,15]$ ) and the correlation length $l_{c}$ with respect to $|D|$.

### 3.1.2 Convergence of $p_{N}$ to $p$ and $v_{N}$ to $v$

First, we recall the regularity properties of $a$ and $a_{N}$. Let $q \geq 1,0<\alpha<\frac{1}{2}$ and $\mathcal{C}^{0, \alpha}(D)$ the space of Hölder-Continuous functions.

Proposition 3.2 The trajectories of a are in $\mathcal{C}^{0, \alpha}(D)$ and those of $a_{N}$ are in $\mathcal{C}^{2}(D)$. The random variables $a_{\max }, \frac{1}{a_{\min }}$ are $L^{q}(\Omega)$-integrable, $a \in L^{q}\left(\Omega ; \mathcal{C}^{0, \alpha}(D)\right)$ and $a_{N} \in$ $L^{q}\left(\Omega ; \mathcal{C}^{2}(D)\right)$.

Proof: The regularity of the trajectories of $a_{N}$ is satisfied by assumption 2.1. That of the trajectories of $a$ is shown in [8].

We recall regularity properties of problems (1) and (15). Thanks to the truncated K-L expansion, problem (15) has more regularity than problem (1).

Proposition 3.3 Problem (1) is well posed, with $p \in L^{q}\left(\Omega ; \mathcal{C}^{1, \alpha}(D)\right)$ and $v \in L^{q}\left(\Omega ; \mathcal{C}^{0, \alpha}(D)\right)$. Problem (15) is well posed, with $p_{N} \in L^{q}\left(\Omega ; \mathcal{C}^{3}(D)\right)$ and $v_{N} \in L^{q}\left(\Omega ; \mathcal{C}^{2}(D)\right)$.

Proof: The regularity of the trajectories of $p_{N}$ and $v_{N}$ is given by the elliptic regularity. That of $v$ and $p$ is given in [8]

The convergence of $p_{N}$ to $p$ and $v_{N}$ to $v$ is given by the following proposition which shows that the truncation errors $\left\|p-p_{N}\right\|_{L^{q}\left(\Omega ; H^{1}(D)\right)}$, and $\left\|v-v_{N}\right\|_{L^{q}\left(\Omega ; L^{2}(D)\right)}$ are linked to the error on the permeability $\left\|a-a_{N}\right\|_{L^{q}\left(\Omega ; L^{2}(D)\right)}$.

Proposition 3.4 There exist positive constants $K_{1}$ and $K_{2}$, independent of $N$, such that:

$$
\begin{align*}
&\left\|p-p_{N}\right\|_{L^{q}\left(\Omega ; H^{1}(D)\right)} \leq K_{1}\left\|a-a_{N}\right\|_{L^{2 q}\left(\Omega ; L^{2}(D)\right)}  \tag{30}\\
&\left\|v-v_{N}\right\|_{L^{q}\left(\Omega ; L^{2}(D)\right)} \leq K_{2}\left\|a-a_{N}\right\|_{L^{2 q}\left(\Omega ; L^{2}(D)\right)} \tag{31}
\end{align*}
$$

Proof: For each $\omega \in \Omega$ (a.e) and $\mu \in H_{0}^{1}(D), p$ and $p_{N}$ satisfy:

$$
\int_{D} a \nabla p \nabla \mu d x=\int_{D} a_{N} \nabla p_{N} \nabla \mu d x=0
$$

therefore, we get

$$
\begin{aligned}
\int_{D} a_{N} \nabla\left(p-p_{N}\right) \nabla \mu d x & =\int_{D}\left(a_{N}-a\right) \nabla p \nabla \mu d x+\int_{D} a \nabla p \nabla \mu d x-\int_{D} a_{N} \nabla p_{N} \nabla \mu d x \\
& \leq\|p\|_{\mathcal{C}^{1}(\bar{D})}\left\|a-a_{N}\right\|_{L^{2}(D)}\|\nabla \mu\|_{L^{2}(D)}
\end{aligned}
$$

Let $a_{N, \min }(\omega)=\min _{x \in \bar{D}} a_{N}(\omega)$ and taking $\mu=p-p_{N}$, we get

$$
\begin{equation*}
\left\|p-p_{N}\right\|_{H_{0}^{1}(D)} \leq \frac{\|p\|_{\mathcal{C}^{1}(\bar{D})}}{a_{N, \min }}\left\|a-a_{N}\right\|_{L^{2}(D)} \tag{32}
\end{equation*}
$$

Taking the norm in $L^{q}(\Omega)$, we obtain

$$
\begin{aligned}
\left\|p-p_{N}\right\|_{L^{q}\left(\Omega ; H_{0}^{1}(D)\right)} & \leq\left(\mathbb{E}_{\omega}\left[\frac{\|p\|_{\mathcal{C}^{1}(\bar{D})}}{a_{N, \text { min }}}\left\|a-a_{N}\right\|_{L^{2}(D)}\right]^{q}\right)^{\frac{1}{q}} \\
& \leq\left\|\frac{\|p\|_{\mathcal{C}^{1}(\bar{D})}}{a_{N, \text { min }}}\right\|_{L^{2 q}(\Omega)}\left\|a-a_{N}\right\|_{L^{2 q}\left(\Omega ; L^{2}(D)\right)} \\
& \leq K_{1}\left\|a-a_{N}\right\|_{L^{2 q}\left(\Omega ; L^{2}(D)\right)}
\end{aligned}
$$

Where $K_{1}=\|p\|_{L^{4 q}\left(\Omega ; \mathcal{C}^{1}(\bar{D})\right)}\left\|\frac{1}{a_{N, \text { min }}}\right\|_{L^{4 q}(\Omega)}$.
Also, we have for each $\omega \in \Omega$ (a.e),

$$
\begin{aligned}
\left\|v-v_{N}\right\|_{L^{2}(D)} & \leq\left\|-a \nabla p+a_{N} \nabla p_{N}\right\|_{L^{2}(D)} \\
& \leq\left\|\left(a_{N}-a\right) \nabla p\right\|_{L^{2}(D)}+\left\|a_{N} \nabla\left(p_{N}-p\right)\right\|_{L^{2}(D)} \\
& \leq\left\|a_{N}-a\right\|_{L^{2}(D)}\|p\|_{\mathcal{C}^{1}(\bar{D})}+a_{\max }\left\|\nabla\left(p_{N}-p\right)\right\|_{L^{2}(D)} \\
\text { (using (32))} & \leq\left(1+\frac{a_{\max }}{a_{N, \text { min }}}\right)\|p\|_{\mathcal{C}^{1}(\bar{D})}\left\|a-a_{N}\right\|_{L^{2}(D)}
\end{aligned}
$$

Taking the norm in $L^{q}(\Omega)$, we get

$$
\left\|v-v_{N}\right\|_{L^{q}\left(\Omega ; L^{2}(D)\right)} \leq K_{2}\left\|a-a_{N}\right\|_{L^{2 q}\left(\Omega ; L^{2}(D)\right)}
$$

where $K_{2}=\|p\|_{L^{4 q}\left(\Omega ; \mathcal{C}^{1}(\bar{D})\right)}\left\|1+\frac{a_{\max }}{a_{N, \min }}\right\|_{L^{4 q}(\Omega)}$

### 3.1.3 Convergence of $c_{N}$ to $c$

We suppose that the initial condition $c_{0}$ of (16) and (6) is in $L^{2}\left(\mathbb{R}^{d}\right) \cap L^{\infty}\left(\mathbb{R}^{d}\right)$, with $\int_{\mathbb{R}^{d}} c_{0}(t, x) d x=1$ and $X_{0}$ admits $c_{0}$ as a probability density.

## Proposition 3.5

Equation (6) has unique solution $c$ in $\left.\left.L^{q}\left(\Omega ; \mathcal{C}^{1}(] 0, T\right] ; \mathcal{C}^{2}\left(\mathbb{R}^{d}\right)\right) \cap \mathcal{C}^{0}\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right) \cap L^{\infty}\left(\mathbb{R}^{d}\right)\right)\right)$. Equation (16) has unique solution $c_{N}$ in $\left.\left.L^{q}\left(\Omega ; \mathcal{C}^{1}(] 0, T\right], \mathcal{C}^{4}\left(\mathbb{R}^{d}\right) \cap \mathcal{C}^{0}\left([0, T], L^{2}\left(\mathbb{R}^{d}\right)\right) \cap L^{\infty}\left(\mathbb{R}^{d}\right)\right)\right)$. For each $\omega \in \Omega, c(\omega, t, \cdot)$ is the density of $X_{t}(\omega,$.$) and c_{N}(\omega, t, \cdot)$ is the density of $X_{N}(\omega, t,$.
Proof: For each $\omega \in \Omega$, see [17] e.g. for the link with the SDE and for the regularity of the trajectories of $c$ and $c_{N}$ see [28]. The $L^{q}(\Omega)$ integrability of $c$ and $c_{N}$ is satisfied since $v$ and $v_{N}$ are $L^{q}(\Omega)$ integrable

The proposition which follows gives the convergence of $c_{N}$ to $c$.
Proposition 3.6 There exists a positive constant $K_{3}$ independent of $N$ such that:

$$
\begin{equation*}
\left\|c-c_{N}\right\|_{L^{q}\left(\Omega ; \mathcal{C}^{0}\left([0, T] ; L^{2}\left(\mathbb{R}^{d}\right)\right)\right)} \leq K_{3}\left\|v-v_{N}\right\|_{L^{2 q}\left(\Omega ; L^{2}(\mathbb{R})\right)} \tag{33}
\end{equation*}
$$

Proof: With periodic boundary conditions, $\operatorname{div}(v)=\operatorname{div}\left(v_{N}\right)=0$ on $\mathbb{R}^{d}$. Let us first consider this case. Setting $\psi(\omega, t, x)=c_{N}(\omega, t, x)-c(\omega, t, x)$, the function $\psi$ is solution of the following parabolic problem:

$$
\left\{\begin{array}{l}
\partial_{t} \psi+v_{N} . \nabla \psi-D_{m} \Delta \psi=\left(v-v_{N}\right) . \nabla c \quad \text { in } \Omega \times[0, T] \times \mathbb{R}^{d}  \tag{34}\\
\psi(\omega, 0, x)=0 \quad \forall(\omega, x) \in \Omega \times \mathbb{R}^{d} .
\end{array}\right.
$$

Multiplying this equation by $\psi$ and integrate over $\mathbb{R}^{d}$ to obtain:

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \psi \partial_{t} \psi d x+\int_{\mathbb{R}^{d}} v_{N} \cdot \nabla \psi \psi d x+D_{m} \int_{\mathbb{R}^{d}}|\nabla \psi|^{2} d x=\int_{\mathbb{R}^{d}} \psi\left(v-v_{N}\right) \cdot \nabla c d x \tag{35}
\end{equation*}
$$

since $\operatorname{div}\left(v_{N}\right)=0$, we have $\int_{\mathbb{R}^{d}} v_{N} \cdot \nabla \psi \psi d x=0$. Using the integration by parts and the inequality $2 a b \leq a^{2}+b^{2}$, we obtain

$$
\begin{align*}
\int_{\mathbb{R}^{d}}\left(v-v_{N}\right) \cdot \nabla c \psi d x & =\int_{\mathbb{R}^{d}} c\left(v_{N}-v\right) \cdot \nabla \psi d x \\
& \leq \frac{1}{2}\left\|\frac{c}{\sqrt{2 D_{m}}}\left(v-v_{N}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}+D_{m}\|\nabla \psi\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \\
& \leq \frac{1}{4 D_{m}}\|c\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}^{2}\left\|\left(v-v_{N}\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}+D_{m}\|\nabla \psi\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \tag{36}
\end{align*}
$$

Furthermore we have $\int_{\mathbb{R}^{d}} \psi \partial_{t} \psi d x=\frac{1}{2} \partial_{t}\|\psi\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}$, the bound (36) with equation (35) yields:

$$
\partial_{t}\|\psi\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \leq \frac{1}{8 D_{m}}\|c\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}^{2}\left\|v-v_{N}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}
$$

We integrate in time and use $\psi(\omega, 0, x)=0$ to obtain

$$
\sup _{0 \leq t \leq T}\|\psi\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leq \sqrt{\frac{T}{8 D_{m}}}\|c\|_{L^{\infty}\left([0, T] \times \mathbb{R}^{d}\right)}\left\|v-v_{N}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}
$$

Taking the norm in $L^{q}(\Omega)$, we conclude the estimation

$$
\left\|c-c_{N}\right\|_{L^{q}\left(\Omega ; \mathcal{C}^{0}\left([0, T], L^{2}\left(\mathbb{R}^{d}\right)\right)\right)} \leq \sqrt{\frac{T}{8 D_{m}}}\|c\|_{L^{2 q}\left(\Omega ; L^{\infty}\left([0, T] \times \mathbb{R}^{d}\right)\right)}\left\|v-v_{N}\right\|_{L^{2 q}\left(\Omega ; L^{2}\left(\mathbb{R}^{d}\right)\right)}
$$

With other boundary conditions, we extended $v$ and $v_{N}$ continuously by zeros on $\mathbb{R}^{d}$. Then, $\operatorname{div}(v) \neq 0$ and $\operatorname{div}\left(v_{N}\right) \neq 0$ on a small box $O \backslash D$ and the term $\left\|\operatorname{div}\left(v_{N}\right)\right\|_{L^{\infty}(O \backslash D)}$, which is finite, can be put in the constant $K_{3}$.

### 3.1.4 Weak convergence of $X_{N}(t)$ to $X_{t}$

The next result concerns the convergence in the law of the process $X_{N}(t)$ to $X_{t}$. Let $p, q, r \geq 1$, and $k \geq 2$. In what follows, we consider the functions test $f$ in $\mathcal{C}_{p o l}^{r}\left(\mathbb{R}^{d}\right)$ and $g$ in $L^{p}\left(\Omega ; \mathcal{C}_{\text {pol }}^{k}\left(\mathbb{R}^{d}\right)\right)$.

The following bound is useful, it shows that the mean of any function of $X_{t}$ with polynomial growth is finite.

Lemma 3.1 There exists $C_{p, q, T}>0$ such that:

$$
\begin{equation*}
\mathbb{E}_{\omega}\left[\left|\mathbb{E}_{\theta}\left[\left|X_{t}\right|^{p}\right]\right|^{q}\right] \leq C_{p, q, T} \mathbb{E}_{\theta}\left[\left|X_{0}\right|^{p}\right] \tag{37}
\end{equation*}
$$

Proof: it is straightforward, since $X_{t}=X_{0}+\int_{0}^{t} v\left(., X_{s}\right) d s+\sqrt{2 D_{m}} W_{t}$, and $v \in L^{q}\left(\Omega ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)$. A similar bound holds for the process $X_{N}$ and its approximation $X_{N, \eta, h}$ given in (23) regardless of $N, h$ and $\eta$

The following result provides an estimate of the truncation error on the quantities of interest.

Theorem 3.1 There exists $C>0$, independent of $N$ such that:

$$
\begin{equation*}
\left.\mathbb{E}_{\omega}\left[\mathbb{E}_{\theta}\left[g\left(X_{T}\right)-g\left(X_{N}(T)\right)\right)\right]\right] \leq C\left\|v-v_{N}\right\|_{L^{2}\left(\Omega ; L^{2}\left(\mathbb{R}^{d}\right)\right)} . \tag{38}
\end{equation*}
$$

Proof: For each $\omega \in \Omega$ (a.e), let $u$ be the solution of the Kolmogorov backward equation associated to (17):

$$
\left\{\begin{array}{l}
\partial_{t} u(\omega, t, x)+v_{N}(\omega, x) \cdot \nabla u(\omega, t, x)+D_{m} \triangle u(\omega, t, x)=0 \quad 0 \leq t<T,  \tag{39}\\
u(\omega, T, x)=g(\omega, x) .
\end{array}\right.
$$

Since the trajectories of $v_{N}$ and $g$ are given in $\mathcal{C}_{\text {pol }}^{2}\left(\mathbb{R}^{d}\right)$, the trajectories of $u$ belong to $\mathcal{C}^{1}\left(\left[0, T\left[, \mathcal{C}_{\text {pol }}^{4}\left(\mathbb{R}^{d}\right)\right) \cap \mathcal{C}^{1}\left([0, T], \mathcal{C}_{\text {pol }}^{2}\left(\mathbb{R}^{d}\right)\right)\right.\right.$ [28] and are given by (Feynman-Kac formula, [24])

$$
u(t, x)=\mathbb{E}_{\theta}\left[g\left(X_{N}(T)\right) \mid X_{N}(t)=x\right]
$$

In particular $u\left(0, X_{N}(0)\right)=u\left(0, X_{0}\right)=\mathbb{E}_{\theta}\left[g\left(X_{N}(T)\right)\right]$. We define the following weak error:

$$
e_{T}=\mathbb{E}_{\theta}\left[g\left(X_{T}\right)\right]-\mathbb{E}_{\theta}\left[g\left(X_{N}(T)\right)\right]=\mathbb{E}_{\theta}\left[u\left(T, X_{T}\right)\right]-\mathbb{E}_{\theta}\left[u\left(0, X_{0}\right)\right] .
$$

The Itô's formula applied to $u\left(t, X_{t}\right)$ gives

$$
d u\left(s, X_{s}\right)=\partial_{t} u\left(s, X_{s}\right) d s+\nabla u\left(s, X_{s}\right) d X_{s}+D_{m} \Delta u\left(s, X_{s}\right) d s
$$

where $X_{t}$ is given by (7). Integrate this from 0 to $T$, we get $u\left(T, X_{T}\right)-u\left(0, X_{0}\right)=\int_{0}^{T}\left(\partial_{t} u+v\left(X_{s}\right) . \nabla u+D_{m} \triangle u\right)\left(s, X_{s}\right) d s+\int_{0}^{T} \sqrt{2 D_{m}} \nabla u\left(s, X_{s}\right) d W s$,

Using the equation (39) at $\left(s, X_{s}\right)$ and Taking the expectation on $\Theta$, we obtain:

$$
\begin{align*}
e_{T} & \left.=\int_{0}^{T} \mathbb{E}_{\theta}\left[\left(v\left(X_{s}\right)-v_{N}\left(X_{s}\right)\right)\right) \cdot \nabla u\left(s, X_{s}\right)\right] d s \\
& \leq \sup _{0 \leq t \leq T}\left\|\nabla u\left(t, X_{t}\right)\right\|_{L^{2}(\theta)} \int_{0}^{T}\left\|v\left(X_{s}\right)-v_{N}\left(X_{s}\right)\right\|_{L^{2}(\theta)} d s \tag{40}
\end{align*}
$$

For each $\omega \in \Omega$, the solution $c(\omega, t,$.$) of (6) is the probability density of the process X_{t}(\omega,$. on $\Theta$, therefore:

$$
\begin{aligned}
\left\|v_{N}\left(X_{s}\right)-v\left(X_{s}\right)\right\|_{L^{2}(\Theta)}^{2} & =\int_{\mathbb{R}^{d}}\left|v(x)-v_{N}(x)\right|^{2} c(\cdot, t, x) d x \\
& \leq \sup _{0 \leq t \leq T} \sup _{x \in \mathbb{R}^{d}} c(\cdot, t, x)\left\|v-v_{N}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}
\end{aligned}
$$

combining this latter bound with (40), we obtain:

$$
\begin{equation*}
e_{T} \leq T \sup _{0 \leq t \leq T}\left\|\nabla u\left(t, X_{t}\right)\right\|_{L^{2}(\Theta)} \sup _{0 \leq t \leq T, x \in \mathbb{R}^{d}} \sqrt{c(\cdot, t, x)}\left\|v-v_{N}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \tag{41}
\end{equation*}
$$

Taking the expectation on $\Omega$ and using the Hölder inequality, we get:

$$
\mathbb{E}_{\omega}\left[e_{T}\right] \leq T C_{1}\left\|v-v_{N}\right\|_{L^{2}\left(\Omega, L^{2}\left(\mathbb{R}^{d}\right)\right)}
$$

where we set $C_{1}=\left\|\sup _{0 \leq t \leq T} \nabla u\left(t, Y_{t}\right)\right\|_{L^{4}\left(\Omega, L^{2}(\Theta)\right)}\left\|\sup _{0 \leq t \leq T, x \in \mathbb{R}^{d}} \sqrt{c(\cdot, t, x)}\right\|_{L^{4}(\Omega)}$. Using (37), the constant $\left\|\sup _{0 \leq t \leq T}\right\| \nabla u\left(t, Y_{t}\right)\left\|_{L^{2}(\Theta)}\right\|_{L^{4}\left(\Omega ; L^{2}(\Theta)\right)}$ is finite. Also, since $c \in L^{q}\left(\Omega ; L^{\infty}([0, T] \times\right.$ $\left.\left.\mathbb{R}^{d}\right)\right),\left\|\sup _{0 \leq t \leq T, x \in \mathbb{R}^{d}} \sqrt{c(\cdot, t, x)}\right\|_{L^{4}(\Omega)}$ is finite. Thus $C_{1}$ is finite.

### 3.2 Temporal and spatial discretization error

Here, we give a bound of the weak error $\mathbb{E}_{\omega}\left[\mathbb{E}_{\theta}\left[g\left(X_{N}(T)\right)\right]-\mathbb{E}_{\theta}\left[g\left(X_{N, \eta, h}(T)\right)\right]\right]$. It can be divided into tow terms. The first one, related to time discretization, is classical when the drift is $\mathcal{C}^{2}$ [30]. The second term concerns the space error and we show that it is of order $h$. Let $X_{N, \eta}(t)$ be an approximation by Euler scheme of the process $X_{N}(t)$ and $X_{N, \eta, h}(t)$ its perturbation as given in (23). The following proposition shows a bound of this error.

Proposition 3.7 There exists a constant $C(T, g)>0$ independent of $d t$ and $h$ such that:

$$
\mathbb{E}_{\omega}\left[\mathbb{E}_{\theta}\left[g\left(X_{N}(T)\right)\right]-\mathbb{E}_{\theta}\left[g\left(X_{N, \eta, h}(T)\right)\right]\right] \leq C(T, g)(d t+h)
$$

Proof: Let $u$ solution of (39), then:
$\mathbb{E}_{\omega}\left[\mathbb{E}_{\theta}\left[g\left(X_{N, \eta, h}(T)\right)\right]-\mathbb{E}_{\theta}\left[g\left(X_{N}(T)\right)\right]\right]=\mathbb{E}_{\omega}\left[\mathbb{E}_{\theta}\left[u\left(T, X_{N, \eta, h}(T)\right)-u\left(0, X_{0}\right)\right]\right]=\sum_{l=1}^{\eta} \mathbb{E}_{\omega}\left[\mathbb{E}_{\theta}\left[e_{l}\right]\right]$,
where we set $e_{l}=u\left(t_{l+1}, X_{N, \eta, h}\left(t_{l+1}\right)\right)-u\left(t_{l}, X_{N, \eta, h}\left(t_{l}\right)\right)$. Using Itô's formula, we have:
$e_{l}=\int_{t_{l}}^{t_{l+1}}\left(\partial_{t} u+v_{N, h}\left(X_{N, \eta, h}\left(t_{l}\right)\right) \nabla u+D_{m} \triangle u\right)\left(s, X_{N, \eta, h}(s)\right) d s+\int_{t_{l}}^{t_{l+1}} \sqrt{2 D_{m}} \nabla u\left(s, X_{N, \eta, h}(s)\right) d W s$,
we conclude that, $\mathbb{E}_{\theta}\left[e_{l}\right]=\int_{t_{l}}^{t_{l+1}} \mathbb{E}_{\theta}\left[\left(\partial_{t} u+v_{N, h}\left(X_{N, \eta, h}\left(t_{l}\right)\right) \nabla u+D_{m} \triangle u\right)\left(s, X_{N, \eta, h}\right)\right] d s$.
Using (39) at point $\left(s, X_{N, \eta, h}(s)\right)$ and then taking the mean on $\Omega$, we obtain:

$$
\begin{aligned}
\mathbb{E}_{\omega}\left[\mathbb{E}_{\theta}\left[e_{l}\right]\right] & =\int_{t_{l}}^{t_{l+1}} \mathbb{E}_{\theta}\left[\left(v_{N, h}\left(X_{N, \eta, h}\left(t_{l}\right)\right)-v_{N}\left(X_{N, \eta, h}(s)\right)\right) \nabla u\left(s, X_{N, \eta, h}(s)\right)\right] d s \\
& =\mathbb{E}_{\omega}\left[J_{1}\right]+\mathbb{E}_{\omega}\left[J_{2}\right]
\end{aligned}
$$

where we define $J_{1}:=\int_{t_{l}}^{t_{l+1}} \mathbb{E}_{\theta}\left[\left(v_{N, h}\left(X_{N, \eta, h}\left(t_{l}\right)\right)-v_{N}\left(X_{N, \eta, h}\left(t_{l}\right)\right)\right) \nabla u\left(s, X_{N, \eta, h}(s)\right)\right] d s$ and $J_{2}:=\int_{t_{l}}^{t_{l+1}} \mathbb{E}_{\theta}\left[\left(v_{N}\left(X_{N, \eta, h}\left(t_{l}\right)\right)-v_{N}\left(X_{N, \eta, h}(s)\right)\right) \nabla u\left(s, X_{N, \eta, h}(s)\right)\right] d s$.

For each $l=2, \ldots, \eta$, Let $c_{\eta, h}\left(\omega, t_{l}, x\right)$ the density of $X_{N, \eta, h}\left(\omega, t_{l},.\right)$. It belongs to $\mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{d}\right)$, since it is given by the convolution of the density of the variable $X_{N, \eta, h}\left(\omega, t_{l},.\right)+$ $v_{h}\left(X_{N, \eta, h}\left(\omega, t_{l},.\right) d t\right.$ with the density of $\sqrt{2 D_{m} d t} \xi_{l+1}$, and by induction we get:

$$
\begin{equation*}
c_{n, h}\left(\omega, t_{l}, x\right) \leq \tilde{K}\left\|c_{0}\right\|_{\infty}\left(1+\|v\|_{\infty} l d t\right) \tag{42}
\end{equation*}
$$

where $\tilde{K}>0$ and independent of $h$ and $\eta$. The term $J_{1}$ satisfies:

$$
\begin{aligned}
J_{1} & \leq \int_{t_{l}}^{t_{l+1}}\left\|v_{N, h}\left(X_{N, \eta, h}\left(t_{l}\right)\right)-v_{N}\left(X_{N, \eta, h}\left(t_{l}\right)\right)\right\|_{L^{2}(\Theta)}\left\|\nabla u\left(s, X_{N, \eta, h}(s)\right)\right\|_{L^{2}(\Theta)} d s \\
& \leq \int_{t_{l}}^{t_{l+1}}\left\|\nabla u\left(s, X_{N, \eta, h}(s)\right)\right\|_{L^{2}(\Theta)} d s\left(\int_{\mathbb{R}^{d}}\left|v_{N, h}(x)-v_{N}(x)\right|^{2} c_{\eta, h}\left(t_{l}, x\right) d x\right)^{\frac{1}{2}} \\
& \leq d t \sup _{x \in \mathbb{R}^{d}} \sup _{l \leq \eta+1} \sqrt{c_{n, h}\left(t_{l}, x\right)} \sup _{t \leq T}\left\|\nabla u\left(t, X_{\eta, h}(t)\right)\right\|_{L^{2}(\Theta)}\left\|v_{N}-v_{N, h}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}
\end{aligned}
$$

Taking the mean on $\Omega$, we get:

$$
\begin{equation*}
\mathbb{E}_{\omega}\left[J_{1}\right] \leq C_{1}(d t)\left\|v_{N}-v_{N, h}\right\|_{L^{2}\left(\Omega ; L^{2}\left(\mathbb{R}^{d}\right)\right)} \tag{43}
\end{equation*}
$$

where $C_{1}=\tilde{K}\left\|c_{0}\right\|_{\infty}\left(1+T\|v\|_{\infty}\right) \sup _{t \leq T}\left\|\nabla u\left(t, X_{N, \eta, h}(t)\right)\right\|_{L^{2}(\Theta)} \|_{L^{2}(\Omega)}$, which is finite thanks to Lemma 3.1. To bound $\mathbb{E}_{\omega}\left[J_{2}\right]$, let $\chi(s, x)=\left(v_{N}\left(X_{N, \eta, h}\left(t_{l}\right)\right)-v_{N}(x)\right) \nabla u(s, x)$. Since $v_{N} \in \mathcal{C}_{b}^{2}\left(\mathbb{R}^{d}\right)$ and $u \in \mathcal{C}_{\text {pol }}^{1,4}\left(\left[0, T\left[\times \mathbb{R}^{d}\right), \chi \in \mathcal{C}_{\text {pol }}^{1,2}\left(\left[0, T\left[\times \mathbb{R}^{d}\right)\right.\right.\right.\right.$. By Itô's formula, the derivative of $\varphi(s):=\mathbb{E}_{\theta}\left[\chi\left(s, X_{N, \eta, h}(s)\right)\right]$ in $\left(t_{l} ; t_{l+1}[\right.$ is given by:

$$
\frac{d \varphi}{d s}(s)=\mathbb{E}_{\theta}\left[\partial_{s} \chi\left(s, X_{N, \eta, h}(s)\right)+v_{N}\left(X_{N, \eta, h}\left(t_{l}\right)\right) \nabla \chi\left(s, X_{N, \eta, h}(s)\right)+D_{m} \triangle \chi\left(s, X_{N, \eta, h}(s)\right)\right] .
$$

Thanks to Lemma 3.1 the term $\mathbb{E}_{\omega}\left[\frac{d \varphi}{d s}\right]$ is bounded in $] t_{l} ; t_{l+1}\left[\right.$. Moreover, $\varphi\left(t_{l}\right)=0$, then, there exists $C_{2}>0$ such that $\mathbb{E}_{\omega}[\varphi(s)] \leq C_{2}\left(s-t_{l}\right)$, for $t_{l}<s<t_{l+1}$. Then, since $\mathbb{E}_{\omega}\left[J_{2}\right]=\int_{t_{l}}^{t_{l+1}} \mathbb{E}_{\omega}[\varphi(s)] d s$, we get:

$$
\begin{equation*}
\mathbb{E}_{\omega}\left[J_{2}\right] \leq \frac{C_{2}}{2} d t^{2} \tag{44}
\end{equation*}
$$

We obtain a bound of $\mathbb{E}_{\omega}\left[\mathbb{E}_{\theta}\left[e_{l}\right]\right]$ by combining (43) with (44), and the total error by taking the sum over $l$.

### 3.3 Global error on the mean spread and the mean dispersion

Here we give the total weak error of the process $X_{t}$ on $\Omega \times \Theta$, where the mean on $\Omega$ and $\Theta$ is computed by a Monte-Carlo sampling. This weak error is defined by the error at time $T$ of the quantity of interest (10) approximated by (24):

$$
\mathcal{E} r(T):=\mathcal{Q}(T)-\mathcal{Q}_{N, \eta, h}^{M, P}(T)
$$

Theorem 3.2 There exists a constant $C$, independent of $M, N, h$ and the time step $d t$ such that the following estimation holds:

$$
|\mathcal{E} r(T)| \leq C(f, g)\left(\left\|v-v_{N}\right\|_{L^{2}\left(\Omega ; L^{2}\left(\mathbb{R}^{d}\right)\right)}+d t+h+\frac{1}{\sqrt{M}}+\frac{1}{\sqrt{P}}\right)
$$

Proof: We split naturally this error into four terms $|\mathcal{E} r(T)| \leq\left|\mathcal{E} r_{1}\right|+|\mathcal{E} r 2|+|\mathcal{E} r 3|+|\mathcal{E} r 4|$, where we define:

$$
\begin{aligned}
\mathcal{E} r_{1} & =\mathcal{Q}(T)-\mathbb{E}_{\omega}\left[f\left(\mathbb{E}_{\theta}\left[g\left(X_{N}(T)\right)\right]\right)\right] \\
\mathcal{E} r_{2} & =\mathbb{E}_{\omega}\left[f\left(\mathbb{E}_{\theta}\left[g\left(X_{N}(T)\right)\right]\right)\right]-\mathbb{E}_{\omega}\left[f\left(\mathbb{E}_{\theta}\left[g\left(X_{N, \eta, h}(T)\right]\right)\right]\right. \\
\mathcal{E} r_{3} & =\mathbb{E}_{\omega}\left[f\left(\mathbb{E}_{\theta}\left[g\left(X_{N, \eta, h}(T)\right]\right)\right]-\mathbb{E}_{\omega}\left[f\left(\frac{1}{P} \sum_{j=1}^{P} g\left(X_{N, \eta, h}\left(\theta_{j}, T\right)\right)\right]\right.\right. \\
\mathcal{E} r_{4} & =\mathbb{E}_{\omega}\left[f\left(\frac{1}{P} \sum_{j=1}^{P} g\left(X_{N, \eta, h}\left(\theta_{j}, T\right)\right)\right]-\mathcal{Q}_{N, n, h}^{M, P}(T)\right.
\end{aligned}
$$

Using Taylor's formula together with Cauchy-Schwarz inequality we have:

$$
\left|\mathcal{E} r_{1}\right| \leq\|\mathcal{D} f(Y)\|_{L^{2}(\Omega)}\left\|\mathbb{E}_{\theta}\left[g\left(X_{N}(T)\right)\right]-\mathbb{E}_{\theta}\left[g\left(X_{N, \eta, h}(, T)\right)\right]\right\|_{L^{2}(\Omega)}
$$

where $Y=s \mathbb{E}_{\theta}\left[g\left(X_{N}(T)\right)\right]+(1-s) \mathbb{E}_{\theta}\left[g\left(X_{N}(T)\right)\right]$ with $0<s<1$. Therefore by Theorem 3.1 and the bound (37) the first error satisfies

$$
\left|\mathcal{E} r_{1}\right| \leq C_{1}\left\|v-v_{N}\right\|_{L^{2}\left(\Omega ; L^{2}(D)\right)}
$$

Similarly, by Taylor's formula together with Cauchy-Schwarz inequality,

$$
\left|\mathcal{E} r_{2}\right| \leq\|\mathcal{D} f(Z)\|_{L^{2}(\Omega)}\left\|\mathbb{E}_{\theta}\left[g\left(X_{N}(T)\right)\right]-\mathbb{E}_{\theta}\left[g\left(X_{N, \eta, h}(T)\right)\right]\right\|_{L^{2}(\Omega)}
$$

such that $Z=s \mathbb{E}_{\theta}\left[g\left(X_{N}(T)\right)\right]+(1-s) \mathbb{E}_{\theta}\left[g\left(X_{N, \eta, h}(T)\right)\right]$ with $0<s<1$. Hence, using Proposition 3.7, knowing that $\left\|X_{N}(T)\right\|_{L^{q}(\Omega \times \Theta)}<\infty$ independently with $N$ as in (37), we obtain a bound of the second term:

$$
\left|\mathcal{E} r_{2}\right| \leq C_{2}(d t+h)
$$

For each $\omega \in \Omega$, the set of the random variables $\left\{g\left(X_{N, \eta, h}\left(\omega, \theta_{j}, T\right)\right)\right\}_{j=1}^{P}$ being independent, identically distributed in $\Theta$. Then, using the law of large numbers and Taylor's formula, the third term satisfies:

$$
\left|\mathcal{E} r_{3}\right| \leq C_{3} \frac{1}{\sqrt{P}}
$$

where the constant $C_{3}$ depends on the variance of $g\left(X_{N, \eta, h}\right)$ which is finite and can be bounded independently with $N, n$ and $h$.

The forth term $\mathcal{E} r_{4}$ can be bounded by a similar way, let $\psi$ defined by

$$
\psi(\omega)=f\left(\frac{1}{P} \sum_{j=1}^{P} g\left(X_{N, \eta, h}\left(\omega, \theta_{j}, T\right)\right)\right)
$$

Since $\phi$ is a borelian function, the set $\left\{\psi\left(\omega_{i}\right)=f\left(\frac{1}{P} \sum_{j=1}^{P} g\left(X_{N, \eta, h}^{i, j}\right)\right)\right\}_{i=1}^{M}$ being independent, identically distributed in $\Omega$. By the law of large numbers the forth term satisfies:

$$
\left|\mathcal{E} r_{4}\right| \leq C_{4} \frac{1}{\sqrt{M}}
$$

we conclude the total error of the theorem by combining the estimate of all partial errors.

Corollary 3.1 There exists a constant $K_{4}>0$ independent of $N$ such that:

$$
\begin{equation*}
\left\|v-v_{N}\right\|_{L^{2}\left(\Omega ; L^{2}\left(\mathbb{R}^{d}\right)\right)} \leq K_{4} \sqrt{\sum_{n=N+1}^{\infty} \lambda_{n}} . \tag{45}
\end{equation*}
$$

Proof: By combining the bound (26) with (31) the estimate is given in $L^{2}\left(\Omega ; L^{2}(D)\right)$. In the case of periodic boundary conditions, we concluded by periodicity. With other boundary conditions, both $v$ and $v_{N}$ can be extended with the same manner outside of $D$. Thus, $v-v_{N}=0$ outside of $D$

The spread and the dispersion coefficients are expressed as a function of the process $X_{t}$. Therefore, with a suitable choice of functions $f$ and $g$, it is possible to apply Theorem 3.2. We define $\mathcal{S}_{N, \eta, h}^{M, P}(t)$ and $\mathcal{D}_{N, \eta, h}^{M, P}(t)$ respectively the approximation of $\mathcal{S}(t)$ and $\mathcal{D}(t)$ :

$$
\begin{aligned}
& \mathcal{S}_{N, h}^{M, P}(t)=\frac{1}{M} \sum_{i=1}^{M}\left(\frac{1}{P} \sum_{j=1}^{P}\left|X_{N, \eta, h}^{i, j}(t)\right|^{2}-\left|\frac{1}{P} \sum_{j=1}^{P} X_{N, \eta, h}^{i, j}(t)\right|^{2}\right), \\
& \mathcal{D}_{N, h}^{M, P}(t)= \\
& \\
& \quad \frac{1}{M} \sum_{i=1}^{M}\left(\frac{1}{P} \sum_{j=1}^{P}<X_{N, \eta, h}^{i, j}(t), v_{N, h}^{i}\left(X_{N, \eta, h}^{i, j}(t)\right)>-\frac{1}{P^{2}} \sum_{j, l=1}^{P}<X_{N, \eta, h}^{i, j}(t), v_{N, h}^{i}\left(X_{N, \eta, h}^{i, l}(t)\right)>\right) \\
& \\
& +\operatorname{rrace}\left(D_{m}\right) .
\end{aligned}
$$

Proposition 3.8 There exists a constant $C_{1}>0$ and $C_{2}>0$, independent of $M, h$ and the time step dt such that the following estimation holds:

$$
\begin{aligned}
&\left|\mathcal{S}(T)-\mathcal{S}_{N, h}^{M, P}(T)\right| \leq C_{1}\left(\sqrt{\sum_{n=N+1}^{\infty} \lambda_{n}}+d t+h+\frac{1}{\sqrt{M}}+\frac{1}{\sqrt{P}}\right) \\
&\left|\mathcal{D}(T)-\mathcal{D}_{N, h}^{M, P}(T)\right| \leq C_{2}\left(\sqrt{\sum_{n=N+1}^{\infty} \lambda_{n}}+d t+h+\frac{1}{\sqrt{M}}+\frac{1}{\sqrt{P}}\right)
\end{aligned}
$$

Proof: The error at the final time of the spread can be easily concluded using the estimate of Theorem 3.2 and Corollary 3.1 by taking $g(., x)=|x|^{2}$ with $f=x$, and $g(., x)=x$ with $f(x)=|x|^{2}$.

To bound the error at time $T$ of the dispersion, let define:

$$
\begin{aligned}
E_{I} & =\mathbb{E}_{\omega}\left[\mathbb{E}_{\theta}\left[<X_{T}, v_{N}\left(., X_{T}\right)>\right]\right]-\frac{1}{M P} \sum_{i=1}^{M} \sum_{j=1}^{P}<X_{N, \eta, h}^{i, j}(T), v_{N, h}\left(\omega_{i}, X_{N, \eta, h}^{i, j}(T)\right)> \\
E_{I I} & \left.=\mathbb{E}_{\omega}\left[<\mathbb{E}_{\theta}\left[X_{T}\right], \mathbb{E}_{\theta}\left[v_{N}\left(., X_{T}\right)\right]>\right]\right]-\frac{1}{M P^{2}} \sum_{i=1}^{M}<\sum_{j=1}^{P} X_{N, \eta, h}^{i, j}(T), \sum_{j=1}^{P} v_{N, h}\left(\omega_{i}, X_{N, \eta, h}^{i, j}(T)\right)>
\end{aligned}
$$

The first term is split into two errors: $E_{I} \leq e_{1}+e_{2}$, where

$$
\begin{aligned}
& e_{1}=\mathbb{E}_{\omega}\left[\mathbb{E}_{\theta}\left[<X_{T}, v_{N}\left(X_{T}\right)>\right]\right]-\frac{1}{M P} \sum_{i=1}^{M} \sum_{j=1}^{P}<X_{N, \eta, h}^{i, j}(T), v_{N}\left(\omega_{i}, X_{N, \eta, h}^{i, j}(T)\right)> \\
& e_{2}=\frac{1}{M P} \sum_{i=1}^{M} \sum_{j=1}^{P}<X_{N, \eta, h}^{i, j}(T),\left(v_{N}-v_{N, h}\right)\left(\omega_{i}, X_{N, \eta, h}^{i, j}(T)\right)>
\end{aligned}
$$

The error $e_{1}$ can be bounded using the estimate of Theorem 3.2 and Corollary 3.1 by choosing $f(x)=x$ and $g(., x)=v_{N}(., x)$, we get:

$$
e_{1} \leq C\left(\sqrt{\sum_{n=N+1}^{\infty} \lambda_{n}}+d t+h+\frac{1}{\sqrt{M}}+\frac{1}{\sqrt{P}}\right)
$$

The second error $e_{2}$ is equivalent to $e_{3}=\mathbb{E}_{\omega}\left[\mathbb{E}_{\theta}\left[<X_{N, \eta, h}(T),\left(v_{N}-v_{N, h}\right)\left(X_{N, \eta, h}\right)>\right]\right]$ up to the Monte Carlo error $\mathrm{O}\left(\frac{1}{\sqrt{M}}+\frac{1}{\sqrt{N}}\right)$. Let $c_{N, \eta, h}(\omega, T, x)$ be the law of the process $X_{N, \eta, h}(\omega, T)$. We have:

$$
\begin{aligned}
e_{3} & \leq \mathbb{E}_{\omega}\left[\left\|X_{N, \eta, h}\right\|_{L^{2}(\Theta)}\left\|v_{N}\left(X_{N, \eta, h}\right)-v_{N, h}\left(X_{N, \eta, h}\right)\right\|_{L^{2}(\Theta)}\right] \\
& \leq \mathbb{E}_{\omega}\left[\left\|X_{N, \eta, h}\right\|_{L^{2}(\Theta)} \sup _{x \in \mathbb{R}^{d}} \sqrt{c_{N, \eta, h}(\omega, T, x)}\left\|v_{N}-v_{N, h}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}\right] \\
& \leq\| \| X_{N, \eta, h}\left\|_{L^{2}(\Theta)} \sup _{x \in \mathbb{R}^{d}} \sqrt{c_{N, \eta, h}(T, x)}\right\|_{L^{2}(\Omega)}\left\|v_{N}-v_{N, h}\right\|_{L^{2}\left(\Omega, L^{2}\left(\mathbb{R}^{d}\right)\right)} \leq \tilde{C} h
\end{aligned}
$$

where $\tilde{C}=O\left(\left\|X_{N, \eta, h}\right\|_{L^{4}(\Omega) \otimes L^{2}(\Theta)}\left\|\sqrt{c_{N, \eta, h}(T, x)}\right\|_{L^{4}(\Omega)}\right)$, which is finite and can be chosen independently of $N, \eta, h$, by using (42) and Lemma 3.1. Therefore we deduce that $E_{I}$ satisfies:

$$
E_{I}=O\left(\sqrt{\sum_{n=N+1}^{\infty} \lambda_{n}}+d t+h+\frac{1}{\sqrt{M}}+\frac{1}{\sqrt{P}}\right)
$$

The second term $E_{I I}$ can be easily bounded in a similar way, side by side in the scalar product, to obtain:

$$
E_{I I}=O\left(\sqrt{\sum_{n=N+1}^{\infty} \lambda_{n}}+d t+h+\frac{1}{\sqrt{M}}+\frac{1}{\sqrt{P}}\right)
$$

We conclude the error on the final time of the mean dispersion since

$$
\left|\mathcal{D}(T)-\mathcal{D}_{N, \eta, h}^{M, P}(T)\right| \leq\left|E_{I}\right|+\left|E_{I I}\right| .
$$

## 4 Numerical experiments

### 4.1 Test cases

This section illustrates the convergence of the proposed method to compute the quantities of interest (5). In our example, the bi-dimensional domain is given by the box $D:=[0, L]^{2}$. The conductivity is given by a random field $a$, which follows a log-normal probability distribution $G=\log (a)$, where $G$ is characterised by its mean $\mathbb{E}_{\omega}[G]$ and its exponential covariance function:

$$
\begin{equation*}
\operatorname{Cov}(x, y)=\sigma^{2} \exp \left(-\frac{|x-y|}{l_{c}}\right), \quad \forall x, y \in D^{2} \tag{46}
\end{equation*}
$$

where $\sigma^{2}$ is the variance, $l_{c}$ is the correlation length.
In our experiments, $L=10, l_{c}=\frac{L}{10}=1, \sigma^{2}=1,2$, or 3 and $\mathbb{E}_{\omega}[G]=0$.
In the flow problem (1), boundary conditions are homogeneous Neumann on upper and lower sides of the domain $D$, Dirichlet $p=4$ on the left side, Dirichlet $p=0$ on the right.

The transport equation (3) is completed by boundary conditions which are homogeneous Neumann conditions on upper and lower sides and Dirichlet conditions $c=0$ on the left and right sides. The diffusion coefficient is fixed as $D_{m}=0.1$ and the initial condition at $t=0$ is given by the window $\frac{1_{B}}{|B|}$ where $B=[2.85,3] \times[5,5.15]$. The final time is $T=5$.

We use a uniform triangular mesh of $D$, with $h=\frac{L}{50}=0.2$. In the random walker, we use a time step, $d t=\frac{T}{50}=0.1$.

With the covariance function (46), the Fredholm integral equation (12) can be solved analytically $[20,36]$ using a simple one dimensional problem. We consider the characteristic equation $\left(l_{c}^{2} w^{2}-1\right) \sin (L w)-2 l_{c} w \cos (L w)=0$ and we denote by $\left(w_{k}\right)_{k \geq 1}$ its increasing positive roots. Then, the one dimensional eigenpairs are, $\lambda_{k}=\frac{2 l_{c} \sigma^{2}}{l_{c}^{2} w_{k}^{2}+1}$ and $b_{k}\left(x_{1}\right)=\beta_{k}\left(\sin \left(w_{k} x_{1}\right)+l_{c} w_{k} \cos \left(w_{k} x_{1}\right)\right)$, where $\beta_{k}=\frac{1}{\sqrt{\left(l_{c}^{2} w_{k} \cdot{ }^{2}+1\right) L / 2+l_{c}}}$. Therefore, the eigenpairs $\left(\boldsymbol{b}_{n}, \boldsymbol{\lambda}_{n}\right)$ of the Fredholm integral (12) are given by the tensor product:

$$
\boldsymbol{\lambda}_{n}=\lambda_{k_{1}} \lambda_{k_{2}} \quad \text { and } \mathbf{b}_{n}(x)=b_{k_{1}}\left(x_{1}\right) b_{k_{2}}\left(x_{2}\right), k_{1}, k_{2} \geq 1, \text { with } x=\left(x_{1}, x_{2}\right) .
$$

and ordered in decreasing order. We developed a Matlab software to compute these eigenpairs.


Figure 1: A realization of the random field for $\sigma=1$. Left: $G_{N}$, right: $a_{N}$.
We use the bound (29) to truncate the field in the series (13). we get $N=2336$ for $\sigma=1, N=3531$ for $\sigma=2$ and $N=5231$ for $\sigma=3$.

In Figure 1, we plot one realisation of the field $G_{N}$ (on the left) and the field $a_{N}=e^{G_{N}}$ (on the right) with $\sigma=1$.

We use the Freefem ++ software [16] to solve the flow equation with the mixed finite element method defined in section 3. The discrete linear flow system is solved with the direct algorithm implemented in the software UMFPACK. We implemented, also with Freefem ++ framework, the random walk of the transport equation.

### 4.2 Convergence analysis of the spread and dispersion

In Figures 2, 3, 4, we plot the approximation of the mean spread $\mathcal{S}(t)$ (left) and the mean dispersion $\mathcal{D}(t)$ (right), using different numbers $M$ of MC simulations in $\Omega$ and the variance $\sigma=1,2,3$. We fix $P=50000$ and plot four approximations with $M=50,300,600,1000$.


Figure 2: The mean spread and dispersion computed for various numbers of MC simulations $M$ and with fixed $P=50000$ particles and a variance $\sigma=1$.


Figure 3: The mean spread and dispersion computed for various numbers of MC simulations $M$ and with fixed $P=50000$ particles and a variance $\sigma=2$.


Figure 4: The mean spread and dispersion computed for various numbers of MC simulations $M$ and with fixed $P=50000$ particles and a variance $\sigma=3$.

We observe that when we fix a large number of particles, both the mean of the spread and the mean of the dispersion converge rapidly with respect to the number of the simulations
$M$ in the probability set $\Omega$. We also observe that the convergence rate depends slightly on $\sigma$ of the field $G$. In all cases, with $M=600$ we get a smooth spread and dispersion.

We assume that this efficiency is related to the small variance of $S(., t)$ and $D(., t)$ as a random function in $\Omega$, since the Monte Carlo error is given by $\frac{\tilde{\sigma}}{\sqrt{M}}$, where $\tilde{\sigma}^{2}$ is the variance of $S(., t)$ or $D(., t)$.


Figure 5: The mean spread and mean dispersion computed for various numbers particles $P$ and with fixed $M=600 \mathrm{MC}$ simulations and a variance $\sigma=1$.


Figure 6: The mean spread and mean dispersion computed for various numbers particles $P$ and with fixed $M=600 \mathrm{MC}$ simulations and a variance $\sigma=2$.

In Figures 5, 6, 7, we plot the approximation of $\mathcal{S}(t)$ (left) and $\mathcal{D}(t)$ (right), with different numbers of particles $P$ and variance $\sigma=1,2,3$. We fix $M=600$ and plot five approximations with $P=100,1000,10000,50000,100000$.

The result of the simulation shows that the convergence with respect to the number of particles is done with a large $P$ compared with $M$ the number of simulations. We observe the presence of oscillations with small $P(P=100$ or $P=1000)$ for both the mean spread and dispersion, these oscillations are removed with a large $P$ such that $P=50000$.

In Figure 8 we plot the computed $\mathcal{S}(T)$ and $\mathcal{D}(T)$ at the final time $T$ versus $P$ the number of particles with various $M C$ simulation. In Figure 9 we plot the computed $\mathcal{S}(T)$ and $\mathcal{D}(T)$ at the final time $T$ versus $M$ the number of MC simulations with various number


Figure 7: The mean spread and mean dispersion computed for various numbers particles $P$ and with fixed $M=600 \mathrm{MC}$ simulations and a variance $\sigma=3$.
$P$ of particles. We observe that the convergence quite rapidly when we increase the number of simulations $M \approx 600$, provided that the number of particles is large enough $P \approx 50000$.


Figure 8: The mean spread and mean dispersion at the final time $T$ versus the number of particles $P$ and computed with various MC simulations, in the case $\sigma=1$.


Figure 9: The mean spread and mean dispersion at the final time $T$ versus $M$ the numbers of MC simulations and computed with various particles $P$, in the case $\sigma=1$.

### 4.3 Error analysis of the spread and dispersion

The trajectories of the truncated parameter $a_{N}$ have at least $\mathcal{C}^{2}$ regularity. Therefore, the space discretization error on the approximation of the quantities (24) is driven by the order $O(h)$, and the time discretization error is driven by the order $O(d t)$, as shown in Proposition 4.5. These orders of the convergence are checked by taking various approximations of $\mathcal{S}(t)$ and $\mathcal{D}(t)$ with different space steps $h$ and different time steps $d t$, with fixed numbers $M=500$ MC simulations and $P=50000$ particles.

We define a reference solution $\tilde{\mathcal{S}}(t)$ of the spread and $\tilde{\mathcal{D}}(t)$ of the dispersion with a space step $h=\frac{L}{60}$ and a time step $d t=\frac{T}{60}$.

We fix $d t=\frac{T}{60}$ and we vary the step $h$, by choosing $h=\frac{L}{n_{h}}$ with $n_{h}=8,16,24,32,50,60$. For each value of $h$, we define the relative errors $e_{\mathcal{S}}(h)$ and $e_{\mathcal{D}}(h)$ using the reference solution at the final time $T$ :
$e_{\mathcal{S}}(h)=\frac{\left|\tilde{\mathcal{S}}(T)-\mathcal{S}_{h}(T)\right|}{|\tilde{\mathcal{S}}(T)|}$ and $e_{\mathcal{D}}(h)=\frac{\left|\tilde{\mathcal{D}}(T)-\mathcal{D}_{h}(T)\right|}{|\tilde{\mathcal{D}}(T)|}$.
Then, we fix the step $h=\frac{L}{60}$ and vary the time step, by choosing $\delta t=\frac{T}{n_{t}}$ with $n_{t}=5,10,20,30,40,50,60$. For each value of $d t$, we define the relative errors $e_{\mathcal{S}}(d t)$ and $e_{\mathcal{D}}(d t)$ using the reference solution at the final time $T$. We observe that the two errors have a linear behavior as in Proposition 4.5.


Figure 10: Left: Relative errors $e_{\mathcal{S}}(h), e_{\mathcal{D}}(h)$ of space discretization at $T=5$. Right: Relative errors $e_{\mathcal{S}}(d t)$ and $e_{\mathcal{D}}(d t)$ of temporal discretization at $T=5$.

### 4.4 Comparison with approximation by difference of the dispersion

The method proposed in [9] consists in using an approximation by finite differences to compute the mean of dispersion. Another time step $d s$ is introduced to compute $\mathcal{D}(t)$ by the following approximation:

$$
\begin{equation*}
\mathcal{D}(t)=\frac{d \mathcal{S}(t)}{2 d t} \approx \frac{\mathcal{S}(t+d s)-\mathcal{S}(t)}{2 d s} \tag{47}
\end{equation*}
$$

With a finite element method, it leads under additional assumptions at the following error bound (see [6] for more details),

$$
\begin{equation*}
\mathcal{E} r(T)=O\left(d t+d s+h|\ln h|+\frac{1}{\sqrt{M}}+\frac{1}{\sqrt{P d s}}\right) \tag{48}
\end{equation*}
$$

In order to compare the explicit formulation (9) with the approximation (47), we run test cases, where we choose $M=200, h=\frac{L}{20}$. For the explicit formulation, we choose $P=10^{5}$ particles and the time step $d t=\frac{T}{50}$. For the approximation (47), we vary the numbers of particles $P$ and the time step $d t=d s$. Results are given in Figure 11.


Figure 11: Dispersion computed with finite differences. Left: $d t=d s=\frac{1}{10}$. Right: $d s=\frac{1}{4}$ and $d s=\frac{1}{10}$ with $P=10^{5}$ particles. The black curve is the dispersion computed with the explicit formulation, using $d t=\frac{1}{10}$ and $P=10^{5}$.

We observe that the approximation (47) is very sensitive to the step $d s$ and to the number of particles $P$. This sensitivity is explained by the term $\frac{1}{\sqrt{P d s}}$ in the error bound (48). Indeed, it is small for $P$ vary large and $d s$ not too small. Clearly, the explicit dispersion is more accurate and removes oscillations.

## 5 Conclusion

This paper proposed and analyzed an efficient probabilistic approach to compute quantities of interest quantifying the solute transport in random porous media. The permeability field is modeled by a random log-normal law and characterized by a covariance function having a piecewise regularity. The first step of the numerical approach consists to approximate the permeability through a Karhunen-Loève (K-L) truncation to deal with finite dimensional noise. Monte Carlo simulations are used to estimate mean values of quantities of interest. For each sample, a mixed finite element method is used to solve the flow problem and a probabilistic particle method solves the transport equation. The error estimates derived in this work predict the convergence rate. The behavior is illustrated numerically by a bi-dimensional example, where the permeability field is characterized by an exponential covariance function. We plan to further analyse in future work the truncation error and the effect of ergodicity on the quality of the approximated quantities of interest.
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