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Abstract. Minimizing energy consumption and ensuring fault tolerance
are two important issues in ad-hoc wireless networks. In this paper, we
describe a distributed topology control algorithm which minimizes the
amount of power needed to maintain bi-connectivity. The algorithm se-
lects optimum power level at each node based on local information only.
The resultant topology has two properties: (1) it preserves the minimum
energy path between any pair of nodes and (2) it ensures fault tolerance
by maintaining bi-connectivity. By presenting experimental results, we
show the effectiveness of our proposed algorithm.
keywords: Ad-hoc Network, Topology control, Minimum-energy, Fault
tolerance.

1 Introduction

Ad-hoc wireless networks are getting widespread with the recent development of
wireless communication system. Since the basic components of multi-hop wire-
less networks are mostly battery-operated devices, power conservation is one of
the key issues of such networks. It is not energy efficient to use the communica-
tion networks where each node transmits with its maximum power. So, power
control is needed which deals with the problem of choosing the minimum power
level by each node to minimize the energy consumption for the whole network.
To ensure minimum power level, the topology has to preserve minimum-energy
paths between the nodes. Besides preserving minimum-energy path, the topol-
ogy control automatically maintains some properties such as reduced average
node degree, smaller average transmission power etc. The network built in this
way has profound effect on the performance of routing layer. Power control also
results in extending battery life of the nodes.

On the other hand, by reducing the number of links in the network, topology
control algorithms actually decrease the degree of routing redundancy. As a
result, the topology thus derived is more susceptible to node failures/departures.
Besides this, failure of nodes is a common phenomena in ad-hoc wireless network.
This problem can be mitigated if an adequate level of fault tolerance can be
properly ported into topology control. Fault tolerance increases the robustness
of the network maintaining connectivity in case of any breakdown or an increase
in load at any vicinity of the network.



In this paper, we propose a distributed topology construction algorithm based
on local information only. By the term local information we mean that a node
only has information about the position of one hop or two hops neighbors. Re-
quiring more than two hops neighbor information a much overhead is incurred
which will subdue the benefit of the topology control. Finally, the proposed al-
gorithm preserves all minimum-energy paths between every pair of nodes and
ensures fault tolerance by maintaining global bi-connectivity.

1.1 The Problem Statement

We use the same model as [7] which considers, a n-node, multi-hop, ad-hoc
wireless network deployed on a two-dimensional plane. Suppose that each node
is capable of adjusting its transmission power up to a maximum denoted by
Pmax. Such a network can be modeled as a graph G = (V,E), with the vertex
set V representing the nodes, and the edge set E defined as follows:

E = {(x, y)|(x, y) ∈ V × V ∧ d(x, y) ≤ Rmax} (1)

where d(x, y) is the distance between nodes x and y and Rmax is the maximum
distance reachable by a transmission at the maximum power Pmax. The graph
G defined this way is called the maximum powered network. Note that the
graph constructed this way is a visual representation of the inherent topology of
the network. That is why we use the term topology and graph interchangeably
throughout this paper.

Formally, the aim of this paper is to construct a graph G′ ⊆ G in a dis-
tributed fashion based on local information, where for any node pair u and v
the minimum-energy path between u and v in G is also preserved in G′ and
moreover it provides fault tolerance as G

′

has at least two vertex-disjoint paths
between any two nodes. Controlling topology in this way has a benefit to main-
tain connectivity through another backup path and hence make the topology
more resilient to any node failures or departures.

2 Related work

A significant amount of research has been directed at power control algorithms
for wireless mobile networks but a very few consider the problem of minimizing
energy consumption and providing fault tolerance simultaneously.

Ramanathan et al. [8] considered the problem of adjusting the transmis-
sion powers of nodes and presented two centralized algorithms CONNECT and
BICONN-AUGMENT. They introduced two heuristics to deal with the dynamics
of the mobile environment. But neither heuristic absolutely preserves connectiv-
ity, even if it is achievable in principle. Cone-Based Topology Control (CBTC),
proposed by Li et al. [5], generates a graph structure. A serious drawback of
the algorithm is the need to decide on the suitable initial power level and the
increment at each step. Bahramgiri et al. [1] augmented the CBTC algorithm



[5] to provide fault tolerance. However there is no guarantee that the proposed
modification preserves minimum-energy paths.

Rodoplu and Meng [9] addressed a work targeting significant reductions in
energy consumption. They introduced the notion of relay region based on a spe-
cific power model. Their work provides a distributed position-based network pro-
tocol optimized for minimum-energy consumption in mobile wireless networks.
However the algorithm does not consider fault tolerance. Li [4] modified the
algorithm of Rodoplu and Meng [9]. The sub-network constructed by their algo-
rithm is provably smaller than that constructed by Rodoplu and Meng [9]. But
the algorithm has the problem of partially-enclosed nodes. If a node is partially-
enclosed, it has to use its maximum transmission power, which will soon drain
out its battery power. Also this algorithm does not consider fault tolerance.

Shen et al. [10] proposed a distributed topology control algorithm, which
preserves minimum-energy property and bi-connectivity. But the algorithm uses
another algorithm presented in [3] to identify cut vertices which can not be
done using local information. Acquiring global topology information is expen-
sive and wastes more energy. Hajiaghayi et al. [2] addressed minimizing power
while maintaining k-fault tolerance. However their distributed algorithm uses
MST for which no locally computable algorithm is available. So, their distributed
algorithm is not a local algorithm. Ning Li and Jennifer C. Hou [6] considered k-
connectivity of wireless network to meet the requirement of fault tolerance. They
presented a centralized greedy algorithm, called Fault-tolerant Global Spanning
Subgraph (FGSSk) and based on FGSSk, proposed a localized algorithm, called
Fault-tolerant Local Spanning Subgraph (FLSSk). But their work, not neces-
sarily, contains minimum-energy paths between any two node.

3 Definitions

3.1 Power Model

We use the same power model as [7]. Here, we assume the well known, generic,
two-way, channel path loss model where the minimum transmission power is a
function of distance. To send a packet from node x to node y, separated by
distance d(x, y), the minimum necessary transmission power is approximated by

Ptrans(x, y) = t × dα(x, y) (2)

where α ≥ 2 is the path loss factor and t is a constant. Signal reception is
assumed to cost a fixed amount of power denoted by r. Thus, the total power
required for one-hop transmission between x and y becomes

Ptrans(x, y) = t × dα(x, y) + r (3)

The model assumes that each node is aware of its own position with a reasonable
accuracy, e.g., via a GPS device.



3.2 Smallest minimum-energy path-preserving subgraph of G

We say that a graph G
′

⊆ G is a minimum-energy path-preserving graph or,
alternatively, that it has the minimum-energy property, if for any pair of nodes
(u, v) that are connected in G, at least one of the (possibly multiple) minimum-
energy paths between u and v in G also belongs to G

′

. Minimum-energy path-
preserving graphs were first defined in [4]. Typically, many minimum-energy
path-preserving graphs can be formed from the original graph G. The smallest
of such subgraphs of G is Gmin = (V,Emin), where (u, v) ∈ Emin iff there is
no path of length greater than 1 from u to v that costs less energy than the
energy required for a direct transmission between u and v. Let Gi = (V,Ei) be
a subgraph of G = (V,E) such that (u, v) ∈ Ei iff (u, v) ∈ E and there is no
path of length i that requires less energy than the direct one-hop transmission
between u and v. Then Gmin can be formally defined as follows:

Gmin = G2

⋂
G3

⋂
G4

⋂
.....

⋂
Gn−1 (4)

Any subgraph G
′

of G has the minimum-energy property iff G
′

⊇ Gmin. Thereby,
each of Gi ⊇ Gmin, for any i = 2, 3, ..., n−1 is a minimum-energy path preserving
graph.

3.3 Cover region and Cover set

Consider a pair of nodes (s, f), such that f lies within the transmission range of
s, i.e., is reachable by s at Pmax. Consider the set of all points that can possibly
act as relays between s and f , such that it would be more power efficient for s
to use an intermediate node located at one of those points instead of sending
directly to f . We will call it the cover region of s and f and denote by C(s, f).
The collection of all nodes falling into the cover region of s and f will be called
the cover set of s and f . Formally the cover region and cover set, are described
by the following definition. The Cover Region C(s, f) (Figure 1) of a pair of
nodes (s, f) in G, where f is reachable from s is defined as:

C(s, f) = {< x, y > |tdα(s, < x, y >) + tdα(< x, y >, f) + r ≤ tdα(s, f)} (5)

where a ≥ 2. In the above equation, d(s, < x, y >) denotes the distance between
node s and a hypothetical node located at < x, y > and r is the fixed receiving
power. The Cover Set of the same pair (s, f) in G is defined as:

ξG(s, f) = {v|v ∈ V ∧ Loc(v) ∈ C(s, f)} (6)

where Loc(v) is the location of the node positioned at < x, y > in the network.

3.4 Articulation point

A vertex v in a connected graph G is an articulation point iff the deletion of
vertex v together with all edges incident to v disconnects the graph into two
or more nonempty components. A graph G is bi-connected iff it contains no
articulation points.



Fig. 1. The cover region between s and f

3.5 Minimum-energy path-preserving bi-connected graph

A graph G
′

is a minimum-energy path-preserving bi-connected graph iff it con-
tains no articulation points and it keeps pairwise minimum-energy paths. A
graph G

′

= (V,E
′

) is a minimum-energy path-preserving bi-connected subgraph
of a bi-connected graph G = (V,E) iff E

′

∈ E and G
′

is bi-connected and for
each pair of (u, v) ∈ V , minimum-energy paths between u and v in G are also in
G

′

.

A variety of minimum-energy path-preserving graphs can be created if one
or two hops’ neighbor information is available. For example, let us consider a
graph G1

2
= (V,E1

2
) which is a subgraph of G = (V,E) such that (u, v) ∈ E1

2

iff (u, v) ∈ E and there is no path of length two that requires less energy than
the direct path between u and v. Shortly, (u, v) ∈ E1

2
iff ξG(u, v) is empty. Note

that such graph can be locally constructed if only one hop neighbors’ position
information is available to a node because a path of length two between u and
v can only be created by using a neighbor z of u which is also a neighbor of v.

Another minimum-energy path-preserving graph is denoted as G2

2
= (V,E2

2
),

which is another subgraph of G = (V,E) such that (u, v) ∈ E2

2
iff (u, v) ∈ E and

there are no two or more vertex-disjoint paths of length two requiring less energy
than the direct path between u and v. Shortly, (u, v) ∈ E2

2
iff |ξG(u, v)| < 2

where |ξG(u, v)| represents number of elements in ξG(u, v). Such a graph can be
constructed if a node knows the position of all single hop neighbors.

Now let us define another graph G2

3
= (V,E2

3
), a subgraph of G = (V,E)

such that (u, v) ∈ E2

3
iff (u, v) ∈ E and there are no two or more vertex-disjoint

paths of length three built with the neighbors of either u or v that require less
energy than the direct path between u and v. However, to construct such a graph
a node must know all its one hop and two hop neighbors exact location.

Mixing G2

2
and G2

3
we define G2

2|3 = (V,E2

2|3) as the subgraph of G = (V,E)

such that (u, v) ∈ E2

2|3 iff (u, v) ∈ E and there are no two or more vertex-disjoint
paths of length two or three requiring less energy than the direct path between
u and v.

In this paper, we propose distributed algorithms to construct G1

2
, G2

2
, and

G2

2|3. We also prove that G2

2
and G2

2|3 are minimum-energy path-preserving bi-

connected graphs.



4 Algorithms

In this section we describe distributed algorithms for constructing G1

2
, G2

2
, and

G2

2|3 topologies for a given topology G. The notations used in this section indicate
the same meaning as in definition section. As we are considering distributed
algorithm, the following algorithms run at each node as per necessity.

Consider a node s is constructing either of G1

2
, G2

2
, and G2

2|3. At first s

broadcasts a single neighbor discovery message (NDM) at the maximum power
Pmax. All nodes receiving the NDM from s send back a reply. While s collects the
replies of its neighbors, it learns their identities and locations. It also constructs
the cover sets with those neighbors. Initially, all those sets are empty. The set
NG(s), which also starts with empty set, keeps track of all the nodes discovered in
the neighborhood of s in G. Whenever s receives a reply to its NDM from a node
v, it executes the algorithm updateCoverRegion(s, v) described in Algorithm 1.
After running updateCoverRegion(s, v), node s executes one of the following

Algorithm 1 updateCoverRegion(s, v)

1: for each w ∈ NG(s) do

2: if Loc(v) ∈ C(s, w) then

3: ξG(s, w) = ξG(s, w) ∪ {v}
4: else if Loc(w) ∈ C(s, v) then

5: ξG(s, v) = ξG(s, v) ∪ {w}
6: end if

7: NG(s) = NG(s) ∪ {v}
8: end for

algorithms presented in 4.1, 4.2 and 4.3 depending on the subgraph it likes to
construct.

4.1 G
1

2
Topology construction

Assume the algorithm (Algorithm 2) is running on node s. For each neighbor v
of s in G this algorithm checks whether the cover set between s and v is empty
or not. If it is empty then v is included into the neighbor set of s in G1

2
since

it indicates that there is no node that can be used as relay to transmit message
using lower energy than the direct path between s and v. Otherwise, v is not
included into the neighbor set of s in G1

2
.

4.2 G
2

2
Topology construction

Assume the algorithm (Algorithm 3) is running on node s. For each neighbor
v of s in G this algorithm checks whether number of nodes in the cover set is
less than 2 or not. If the number of nodes in the cover set is less than 2 then v
is included into the neighbor set of s in G2

2
since it indicates that there are no



Algorithm 2 G1

2
Topology Construction

1: for each v ∈ NG(s) do

2: if ξG(s, v) is empty then

3: N
G1

2

(s) = N
G1

2

(s) ∪ {v}

4: end if

5: end for

two or more nodes that can be used as relay to transmit message using lower
energy than the direct path between s and v. Otherwise, v is not included into
the neighbor set of s in G2

2
.

Algorithm 3 G2

2
Topology Construction

1: for each v ∈ NG(s) do

2: if |ξG(s, v)| < 2 then

3: N
G2

2

(s) = N
G2

2

(s) ∪ v

4: end if

5: end for

4.3 G
2

2|3 Topology construction

Assume the algorithm (Algorithm 4) is running on node s. Initially it is assumed
that all the links in G are also in G2

2|3. Then for each neighbor v of s in G this
algorithm checks whether number of nodes in the cover set is greater than or
equal to 2 or not.

If the number of nodes in the cover set ξG(s, v) is greater than or equal to
2 then the vertex v is removed from NG2

2|3
(s) as it indicates that there are two

or more lower energy paths than the direct path between s and v. If the cover
set consists of only one node z, then the algorithm checks the presence of any
path of length 3 built with neighbors of s excluding z. This path of length 3 is
denoted by P−z in the algorithm where −z indicates that z is excluded and P−z

is boolean. If P−z is true then there exists such path of length 3 otherwise not.
So, if P−z is true then v is removed from NG2

2|3
(s).

If the cover set is empty, v is removed from NG2

2|3
(s) if there exists at least

two vertex-disjoint paths of length 3. These two vertex-disjoint paths must be
built with neighbors of s.

5 Theorems

Lemma 1. For a given topology G = (V,E) each pair of (u, v) ∈ V , ξG(u, v) is
empty iff (u, v) ∈ E is a minimum-energy path.



Algorithm 4 G2

2|3 Topology Construction

1: N
G2

2|3
(s) = NG(s)

2: for each v ∈ NG(s) do

3: if |ξG(s, v)| ≥ 2 then

4: N
G2

2|3
(s) = N

G2

2|3
(s) − {v}

5: else if ξG(s, v) is {z} and P−z is true then

6: N
G2

2|3
(s) = N

G2

2|3
(s) − {v}

7: else if ξG(s, v) is empty and at least two vertex-disjoint paths of length 3 con-
sisting of the neighbors of s exist then

8: N
G2

2|3
(s) = N

G2

2|3
(s) − {v}

9: end if

10: end for

Proof. Since (u, v) ∈ E is a minimum-energy path it indicates that there is no
node in their cover region C(u, v) which can be used as relay to transmit infor-
mation between u and v with less energy than the direct transmission between
u and v. So, ξG(u, v) is empty.

On the other hand, if ξG(u, v) is empty then there is no node in their cover
region which implies no node exists that can be used as relay to transfer infor-
mation between u and v with less energy than the direct transfer between u and
v. So, (u, v) ∈ E is a minimum-energy path.

Lemma 2. G2

2
keeps all edges of G1

2
.

Proof. Each edge (u, v) ∈ E(G) is preserved in G1

2
, iff the cover set ξG(u, v) is

empty. In case of G2

2
two cases arise:

Case 1: (u, v) ∈ E(G) is preserved when the cover set ξG(u, v) is empty.
Case 2: (u, v) ∈ E(G) is also preserved when the cover set ξG(u, v) contains only
one node. So, G2

2
keeps all edges of G1

2
by case 1.

Lemma 3. G2

2|3 keeps all edges of G1

2
.

Proof. Each edge (u, v) ∈ E(G) is preserved in G1

2
, iff the cover set ξG(u, v) is

empty. In G2

2|3, three types of cases arise:

Case 1: The edge (u, v) ∈ E(G) is preserved in G2

2|3 when the cover set ξG(u, v)
is empty.
Case 2: The edge (u, v) ∈ E(G) is preserved in G2

2|3 iff there are no less costly
two paths, one of length 2 and another of length 3.
Case 3: The edge (u, v) ∈ E(G) is preserved in G2

2|3 iff there are no less costly

two paths of length 3. So, G2

2|3 preserves all edges of G1

2
by case 1.

Theorem 1. G1

2
topology preserves minimum-energy paths.

Proof by Induction. Base Case. Let (u, v) ∈ E(G) and is a minimum-energy
path between u and v. Applying Lemma 1 ξG(u, v) is empty. So, (u, v) ∈ E(G1

2
).

Induction Hypothesis. Let u ∼ w, a minimum-energy path in G, is also in



G1

2
where u ∈ V and w ∈ V where V indicates vertex set of G and G1

2
.

Induction Step. Let x ∈ V . If u ∼ x is a minimum-energy path in G consist-
ing of u ∼ w and (w, x), then (w, x) must be a minimum-energy path. Since
(w, x) ∈ E(G) and is a minimum-energy path, from base case we can say that
(w, x) ∈ E(G1

2
). And from Induction Hypothesis, u ∼ w, a minimum-energy

path in G, is also in G1

2
. Merging these conditions, u ∼ x is a minimum-energy

path and it is contained in G1

2
. So, G1

2
topology preserves minimum-energy path.

Theorem 2. G2

2
and G2

2|3 topologies preserve minimum-energy path.

Proof. It is clear that E(G1

2
) ⊆ E(G2

2
) by applying Lemma 2. And E(G1

2
) ⊆

E(G2

2|3) by applying Lemma 3. Since G1

2
preserves minimum-energy path from

Theorem 1, G2

2
and G2

2|3 topologies must preserve minimum-energy path.

Theorem 3. G1

2
topology may not ensure bi-connectivity.

Proof by Case. Let, G = (V,E) is a bi-connected graph where V = {1, 2, 3}
and E = {a, b, c} (Figure 2(a)). And two distinct paths between 1 and 3 are
< 1, 2, 3 > and (1, 3).

If ξG(1, 3) = {2} then according to G1

2
topology construction algorithm

(1, 3) /∈ E(G1

2
). Then now, G1

2
topology has a path < 1, 2, 3 > where 2 is an

articulation point (Figure 2(b)). So, Bi-connectivity may not ensure.

(a) (b)

Fig. 2. Proof by case: (a) Bi-connected (b) Not bi-connected

Theorem 4. G2

2
topology ensures bi-connectivity.

Proof by contradiction. Let G = (V,E) is a bi-connected graph. Consider any
vertex u and v is a neighbor of u. There exists less costly two paths < u, x, v >
and < u, y, v > where {x, y} ⊆ ξG(u, v). So, according to G2

2
topology construc-

tion algorithm (u, v) /∈ E(G2

2
). Now, we have to prove that G − (u, v) is still

bi-connected. Let G
′

≡ G− (u, v) is not bi-connected and there must be at least
one articulation point w. So, G

′

− {w} is not connected. Three types of cases
arise in choosing w:
Case 1. If w /∈ {x, y} and w /∈ {u, v} then G

′

−{w} has < u, x, v > and < u, y, v >
paths.
Case 2. If w ∈ {x, y} then G

′

−{w} has at least one path between u and v. Such
as if w = x then < u, y, v > still exists and if w = y then < u, x, v >.
Case 3. If w ∈ {u, v} then all vertices in G

′

− {w} are in same component.



So, u and v are always connected. This implies that there is no possibility to
find out such w as an articulation point which contradicts our assumption that
w is an articulation point. So, G−(u, v) is bi-connected and G2

2
topology ensures

bi-connectivity.

Theorem 5. G2

2|3 topology ensures bi-connectivity.

Proof by contradiction. Let G = (V,E) is a bi-connected graph. Consider any
vertex u and v is a neighbor of u. There exists less costly two paths < u,X, v >
and < u, Y, v > where X and Y are the set of relay nodes. So, according to G2

2|3

topology construction algorithm (u, v) /∈ E(G2

2|3). Now, we have to prove that

G− (u, v) is still bi-connected. Let G
′

≡ G− (u, v) is not bi-connected and there
must be at least one articulation point w. So, G

′

− {w} is not connected. Three
types of cases arise in choosing w:
Case 1. If w /∈ {X ∪ Y } and w /∈ {u, v} then G

′

− {w} has < u, X, v > and
< u, Y, v > paths.
Case 2. If w ∈ {X ∪ Y } then G

′

− {w} has at least one path between u and v.
Such as if w ∈ X then < u, Y, v > still exists and if w ∈ Y then < u,X, v >.
Case 3. If w ∈ {u, v} then all vertices in G

′

− {w} are in same component.

So, u and v are always connected. This implies that there is no possibility
to find out such w as an articulation point which contradicts our assumption
that w is an articulation point. So, G− (u, v) is bi-connected and G2

2|3 topology
ensures bi-connectivity.

6 Simulation output

To evaluate performance of our algorithm we have created some sample ad hoc
networks where nodes are deployed under uniform distribution. Initially we de-
ployed 50−100 nodes over a flat square area of 650m×650m. Figure 3(a) shows
a typical deployment of 50 nodes, each having a maximum communication range
of 250m. This is the starting graph G for our algorithm. The later one in Fig-
ure 3(b) is our reference graph GREF which is created for comparison purpose
with G1

2
, G2

2
and G2

2|3. GREF is constructed in the following way. First, we
find the minimum-energy path between a pair of vertices such as u, v by Di-
jkstra’s algorithm. Then we find the second minimum-energy path between u,
v by Dijkstra’s algorithm which is exclusive of the vertices of the former one.
This process continues for all pairs of the vertices. Finally we remove all the
edges not included in the paths chosen by this process. The graphs found by G1

2
,

G2

2
, and G2

2|3 topology construction algorithms from graph G are in Figure 3(c),

Figure 3(d) and Figure 3(e) respectively.

Similarly, we have run simulations for 75 nodes and 100 nodes to compare the
outputs with GREF . The result is presented in Table-1, 2. From Table-1 we see
that the edge reduction in G1

2
is the most. But it may not ensure bi-connectivity.

Among two bi-connected graphs G2

2|3, and G2

2
, the former one reduces more edges

than the later one. We now compare the issue of fault tolerance among various



topology construction algorithms. Fault tolerance means maintaining network
connectivity in case of any breakdown of the network. In case of bi-connected
graphs, there are two disjoint paths between any two nodes. When one path
gets destroyed, another path can still sustain the connectivity. So if a topology
is bi-connected then it can ascertain fault tolerance. Since G1

2
topology may not

(a) Original Topology (b) GREF Topology (c) G1

2 Topology

(d) G2

2 Topology (e) G2

2|3 Topology

Fig. 3. Topologies for 50 nodes

ensure bi-connectivity, so it will not always ensure fault tolerance. But G2

2
and

G2

2|3 are both bi-connected. So, they ensure fault tolerance.

Although G2

2
and G2

2|3 are bi-connected and they ensure two vertex-disjoint
paths in any pair of vertices and hence fault-tolerant but none of them can be
minimum-energy path. In Table-2 we show what percentage of node pairs have
a vertex-disjoint backup path besides the minimum-energy path.

7 Conclusion

The algorithm we have presented to build minimum-energy path-preserving
bi-connected graph is a distributed algorithm that maintains minimum-energy
paths as well as provides fault tolerance in ad-hoc wireless networks. We have
proposed G1

2
, G2

2
and G2

2|3 topology construction algorithms of which G1

2
seems

less robust but G2

2
and G2

2|3 have higher fault tolerance and robustness. Simu-

lation results show that G2

2|3 has less number of edges than G2

2
on the average.

However G2

2
preserves vertex-disjoint backup paths in addition to minimum-

energy paths among more node pairs.



Table 1. Average number of edges in different topologies

Number of nodes Original GREF G1

2 G2

2 G2

2|3

50 391 146 140 187 184
75 435 184 173 238 237
100 556 245 234 315 314

Table 2. Percentage of node pairs having vertex-disjoint backup path besides
minimum-energy path

Number of nodes Original GREF G1

2(%) G2

2(%) G2

2|3(%)

50 100.0 100.0 93.75 99.30 98.30
75 94.68 94.68 87.75 93.92 93.92
100 100.0 100.0 92.79 97.99 97.98
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