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Abstract. In this paper we present a smart card implementation of the
quantum computer resistant McEliece Public Key Cryptosystem (PKC)
on an Infineon SLE76 chip. We describe the main features of the im-
plementation which focuses on performance optimization. We give the
resource demands and timings for two sets of security parameters, the
higher one being in the secure domain. The timings suggest the usability
of the implementation for certain real world applications.
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1 Introduction

Current public key schemes like RSA and elliptic curve based cryptosystems
depend on the complex mathematical problems of integer factorization and the
calculation of discrete logarithms [1–4]. These systems are known to be vul-
nerable against so-called quantum algorithms which could be run efficiently on
quantum computers [5–7]. Today, practically useful quantum computers have
not been build, but they are subject to intensive research. It is virtually impos-
sible to predict how long it will take scientists to construct a quantum computer
of sufficient potency to break today’s cryptographic schemes. But once this is
the case, new classes of cryptographic schemes will be needed to furthermore
guarantee data security. These new types of cryptographic schemes we refer to
as quantum computer resistant cryptographic schemes or post quantum cryptog-
raphy. Examples for theses types of algorithms are the hash-based cryptography,
such as the Merkle signature scheme [8, 9], and code-based cryptography like the
McEliece PKC [10, 11], which is the subject of this paper.

While in principle it would suffice to switch to a quantum computer resis-
tant signature scheme just when quantum computers become an actual threat,
matters stand different for encryption schemes. Data that is encrypted today
and sent through a public channel might be recorded and stored by an attacker.
Then, once quantum computers are available to him, he is able to decrypt his
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recorded ciphertexts. This scenario shows the importance and urgency of taking
precautions against the threat that quantum computers pose for today’s public
key cryptosystems.

In this paper we present an implementation of the McEliece PKC on a smart
card. In Section 2 we describe the key generation as well as the encryption and
decryption operations of the McEliece PKC. A description of the hardware plat-
form and the most basic software design choices are given in Section 3. In Section
4 we show timings for the encryption and decryption operations using realistic
security parameters. The timings are in the magnitude of seconds and thus imply
the usability of the implementation for certain purposes. In Section 5 we give the
conclusion and consider possible future improvements to the implementation.

2 Preliminaries

In the following we will give a brief definition of classical Goppa codes and the
McEliece PKC. In this section we assume that the reader is familiar with the
basics of error correcting codes. We use the notation given e.g. in [12].

2.1 Classical Goppa Codes

Goppa codes [13] are a class of linear error correcting codes. The McEliece PKC
makes use of irreducible binary Goppa codes, so we will restrict ourselves to this
subclass.

Definition 1. Let the polynomial

g(X) =

t
∑

i=0

giX
i ∈ F2m [X] (1)

be monic and irreducible over F2m [X], and let m, t be positive integers. Then
g(X) is called a Goppa polynomial (for an irreducible binary Goppa code).

Then an irreducible binary Goppa code is defined as

G(F2m , g(X)) = {c ∈ F
n
2 |Sc(X) :=

n−1
∑

i=0

ci

X − γi

= 0 mod g(X)} (2)

where n 6 2m, Sc(X) is the syndrome of c, the γi, i = 0, . . . , n− 1 are pairwise
distinct elements of F2m , and ci are the entries of the vector c.

The code defined in such way has length n, dimension k = n −mt and can
correct up to t errors. Please note that our implementation only allows lengths
n = 2m. The canonical check matrix H for G(F2m , g(X)) can be computed from
the syndrome equation and is given in Appendix A.



2.2 The McEliece PKC

The McEliece PKC is named after its inventor [10]. It is a public key encryption
scheme based on general coding theory. Specifically, the McEliece PKC uses
Goppa codes. The strongest known attack against this scheme is based on solving
the NP-hard decoding problem, and no quantum algorithm has been proposed
which increases the efficiency of this attack [14].

In the following, we will give a brief description of the individual algorithms
for key generation, encryption and decryption, without presenting the mathe-
matical foundations behind the scheme or the consideration of its security. For
these considerations, the reader is referred to [15].

It was shown that the original McEliece PKC is vulnerable against chosen-
ciphertext attacks, see [15] for an overview. However, this problem can be solved
by incorporating a CCA2-conversion in the scheme. A number of such conver-
sions have been proposed for the McEliece PKC [11]. The conversion we are
using in our implementation is described in Section 2.6.

Parameters of the McEliece PKC The security parameters m ∈ N and
t ∈ N with t ≪ 2m have to be chosen in order to set up a McEliece PKC. An
example for secure values would be m = 11, t = 50. These values can be derived
from the considerations given in [16] and [17].

2.3 McEliece Key Generation

The private key. The private key consists of two parts. The first part of the
secret key in the McEliece PKC is a Goppa polynomial g(X) of degree t over
F2m according to Definition 1, with random coefficients. The second part is a
randomly created n× n permutation matrix P.

The public key. The public key is generated from the secret key as follows. First,
compute H as the parity check matrix corresponding to g(X). Then take Gpub =
[Ik | R] as the generator in systematic form corresponding to the parity check
matrix HP⊤ (refer to Appendix A for the creation of the parity check matrix
and the generator of a Goppa code). Please note that choosing the generator
in systematic form would be a security problem if the McEliece PKC was used
without a CCA2-conversion.

2.4 McEliece Encryption

Assume Alice wants to encrypt a message m ∈ F
k
2 . Firstly, she has to create a

random binary vector e of length n and Hamming weight wt (e) = t. Then she
computes the ciphertext z = mGpub ⊕ e.



2.5 McEliece Decryption

In order to decrypt the ciphertext, Bob computes z
′ = zP−1. He then computes

the syndrome Sz
′ = z

′HT . Afterwards he applies error correction by executing
an error correction algorithm, which receives as its input the syndrome and the
permuted distorted codeword z

′. It outputs the so called error locator polynomial
defined as

σe
′(X) =

∏

j∈T
e
′

(X − γj) ∈ F2m [X],

where Te
′ = {i|e′i = 1} and e

′ is the error vector of the permuted distorted code
word z

′. Once the error locator polynomial is known, the permuted error vector
is computed as

e
′ = (σe

′(γ0), σe
′(γ1), · · · , σe

′(γn−1))⊕ (1, 1, · · · , 1),

i.e. e′i = 1 if σe
′(γi) = 0 and e′i = 0 otherwise. The error vector then is found by

undoing the permutation: e = e
′P. Then the message is recovered as the first k

bits of z ⊕ e.

In our implementation, we use the Patterson Algorithm [18] as error correc-
tion algorithm.

The Patterson Algorithm The Patterson Algorithm is an efficient algorithm
for the determination of the error locator polynomial. We will give a brief de-
scription of the algorithm without any proofs.

The algorithm uses the fact that the error locator polynomial can be written
as

σe(X) = α2(X) + Xβ2(X). (3)

Defining

τ(X) =

√

S−1
z (X) + X mod g(X) , (4)

with Sz(X) being the syndrome of the distorted code word z, the following
equation holds:

β(X)τ(X) = α(X) mod g(X) (5)

Then, assuming that no more than t errors occurred, Equation 5 can be solved
by applying the Euclidean algorithm with a breaking condition concerning the
degree of the remainder [15]. Specifically, the remainder in the last step is taken
as α(X) and the breaking condition is deg (α(X)) 6 ⌊ t

2⌋. It can be shown that
then, deg (β(X)) 6 ⌊ t−1

2 ⌋.
Thus, once α(X) and β(X) are determined, the error locator polynomial σe

is known.



2.6 CCA2-Conversion

As mentioned in Section 2.2, the original McEliece PKC needs to be extended by
a CCA2-conversion to achieve security against chosen-ciphertext attacks. The
conversion we are using in our implementation is introduced in [19] and was
designed with respect to optimized computation time and side channel resistance.
A security proof for this conversion will be given elsewhere. Note that in the
implementation the CCA2-conversion is easily exchangeable.

In the following, we will use

(z, e)← EGpub(m)

to denote the McEliece encryption of the message m to the ciphertext z using the
public key Gpub, as depicted in Section 2.4. The error vector e is also modeled as
an output of the encryption function, since it is needed in the CCA2-conversion
which encapsulates the McEliece encryption. The same applies to the decryption

(m, e)← D(P,g(X))(z) ,

i.e. here e is also an output of the algorithm.

The conversion makes use of a hash function H() which outputs a bit vector of
length l. In the implementation, we are using SHA256, so l = 256. Furthermore,
by ‖ we denote concatenation.

Note that in Algorithm 1 and 2, the ciphertext part z1 has a bit length equal
to the parameter n of the McEliece PKC, whereas z2 and z3 are of bit length l.

Algorithm 1 McEliece - CCA2 secure encryption

Require: message m ∈ F
l
2, public key Gpub

Ensure: ciphertext z ∈ F
n+2l
2

u1 ← random (k − l)-bit string.
u2 ← random l-bit string.
(z1, e)← EGpub(u1‖H(m‖u2))

z ←

0

B

@
z1 ‖ (H(u1)⊕m)

| {z }

z2

‖ (u2 ⊕H(e))
| {z }

z3

1

C

A

3 Features of the Implementation

In this Section we outline the most basic features of our software implementation
and the hardware platform we are using.



Algorithm 2 McEliece - CCA2 secure decryption

Require: ciphertext z = (z1, z2, z3) ∈ F
n+2l
2 , secret key (P, g(X))

Ensure: decrypted message m ∈ F
l
2

(w, e)← D(P,g(X))(z1)
r ← the first k − l bits of w

h← the bits at k − l + 1, · · · , k of w.
m ← z2 ⊕H(r)
if h = H(m‖(H(e)⊕ z3)) then

return m

else
return error

end if

3.1 The Hardware Platform

As hardware platform, we use an SLE76CF5120P controller out of the SLE76-
family [20] by Infineon Technologies AG. It features a 16 bit CPU based on the
80251 architecture. It has a clock rate of 33 MHz and provides 12 kByte of RAM.
It es equipped with 504 kByte of non-volatile memory (NVM, i.e. flash memory).
It also features a unified data and code cache of 1 kByte.

3.2 Design of the Software

As we did not use a preexisting smart card operating system, we had to imple-
ment the basic functions for memory management and I/O. This encompasses
sending and receiving data via the serial interface, command processing and
management of the heap memory. Despite from this, a large number of mathe-
matical routines is needed for the encryption and decryption algorithms of the
McEliece PKC. The source code is written in the C programming language but
is strongly object oriented. In the following we give a brief overview of the most
important mathematical objects modeled in the code.

With respect to the prototypic nature of our implementation, we chose to
optimize with regard to execution time, not memory usage. This is based on
the following considerations. In a real world application the available RAM and
NVM would be firmly determined by the actual hardware and OS platform.
There, the time-memory tradeoffs arising in the implementation would have to
be shifted towards reducing memory usage until the limitations are fulfilled.
Without being given any concrete limitations, it seems more useful to show the
so far best achievable performance.

The field F2m The Galois Field implementation is taken from the open source
McEliece implementation [21], results concerning this implementation are given
in [22]. This implementation uses lookup tables for the computation of expo-
nentiations and logarithms of elements. These in turn are used to build most
other operations in F2m . All of these operations are implemented as preprocessor



macros. The Galois Field implementation determines the speed of the decryption
operation to a large extent, as it realizes the lowest level of implementation for
all polynomial operations.

Polynomials over F2m In order to minimize execution time, each coefficient is
implemented as a two byte word. This in turn means that for our actual choices
of the parameter m = 10 and m = 11 (see Section 4.1), a considerable number
of bits in each word is unused.

Permutations Permutations are implemented as lookup tables. Again, each
entry is two bytes wide. Accordingly, a number of bits is in each word remains
unused. Note that there is no need to store the inverse of the permutation. A
function to apply the inverse of the permutation is easily implemented.

Matrices over F2 Clearly, no memory-time tradeoff choices arise with respect
to binary matrices. Matrices are stored row-wise. It is, however, important to
realize that in the binary case, by using the efficient “vector × matrix” type
multiplication, the Hamming weight of the vector is leaked through the running
time of the operation. This is not a problem in the decryption operation, as
according to Section 2.5 the only operation preceding the computation of the
syndrome vector (by multiplying z

′ by the parity check matrix) is the application
of the permutation P. Note that the application of the permutation leaves the
Hamming weight of the vector invariant. Accordingly, in our implementation,
we use this type of matrix-vector multiplication for syndrome computation.

In case of the encryption operation (Section 2.4) however, the message vector
is multiplied by the generator matrix. Here we have to use a “matrix × vector”
type multiplication in order not to leak the Hamming weight of the message

through a timing side channel. Accordingly, the public key is stored as GpubT

in the implementation.

Private Key As shown in Section 2.3, the private key consists of the Goppa
polynomial g(X) and the permutation P. However, to allow for an efficient
decryption operation, further precomputed objects have to be available.

Parity Check Matrix In order to perform efficient computation of the syndrome
(see Section 2.5) the parity check matrix H has to be stored. It makes up the
major part part of the private key, as is shown in section 4.3.

Square root matrix Furthermore, as the Patterson Algorithm involves the com-
putation of a square root in F2m [X]/g(X) (Equation 4), it is helpful to store a
so called square root matrix [23, 24] as part of the private key. With the help
of this matrix, computing square roots in F2m [X]/g(X) is split into a matrix
multiplication and computing square roots in F2m . In this way, performance is
greatly enhanced. The square root matrix is computed during the key generation



in the following way. First, the squaring matrix Q for squarings in F2m [X]/g(X)
is generated as a t × t matrix with coefficients in F2m as follows: Generate the
i-th column as as X2i mod g(X) for i ∈ {0, . . . t−1}, where each coefficient goes
into one row.

Q =































γ1 γ0 γ0 γ0 . . . γ0 q
(0)
0 . . . q

(s)
0

γ0 γ0 γ0 γ0 . . . γ0 q
(0)
1 . . . q

(s)
1

γ0 γ1 γ0 γ0 . . . γ0 q
(0)
2 . . . q

(s)
2

γ0 γ0 γ0 γ0 . . . γ0 q
(0)
3 . . . q

(s)
3

γ0 γ0 γ1 γ0 . . . γ0 q
(0)
4 . . . q

(s)
4

γ0 γ0 γ0 γ0 . . . γ0 q
(0)
5 . . . q

(s)
5

...
...

...
...

...
...

...
...

...

γ0 γ0 γ0 γ0 . . . γ1 q
(0)
t−1 . . . q

(s)
t−1































(6)

Here, γ0 and γ1 represent the neutral element regarding addition and multipli-
cation in F2m , respectively. The buildup of the matrix Q is as follows. The first
⌈t/2− 1⌉ columns simply represent the mapping γ1 → γ1, X → X2, X2 → X4,
etc. and thus are independent of g(X). Once the squaring causes a polynomial
of degree t or higher, the reduction by g(X) must be carried out, causing the

entries q
(a)
b to depend on the Goppa Polynomial. Here, the subscript and super-

script of q simply indicate the rows and columns of the submatrix dependent on
g(X) and thus s = t− 1− ⌈t/2− 1⌉.

Note that the matrix depicted in Equation 6 is for an even value of the
parameter t. In the case of t odd, the column containing the γ1 in the last row
would not exist.

The squaring of a polynomial with coefficients α = (α0, α1, . . . , αt−1) can
now be carried out by computing

α2 = Qα′,

where α′ = (α2
0, α

2
1, . . . , α

2
t−1).

The desired square root matrix is found as Q−1. Taking the square root of a
polynomial β then amounts to compute β′ = Q−1β and

√
β = (

√

β′
0,

√

β′
1, . . . ,

√

β′
t−1).

4 Timings and Resource usage

In this section we give timings and resource demands of our implementation for
two sets of security parameters.

4.1 Parameter Sets

The parameters m and t of the McEliece PKC determine the security of the
scheme and its resource demands. We tested our implementation with two sets
of parameters, shown in the table below. The bit security is given with respect
to the attack given in [17], which is to the best of our knowledge the strongest



known attack today. Note that the message size is determined merely by the
length of the output of the hash function used in the CCA2-conversion. In our
implementation, this is always SHA256 (see Section 2.6).

m,t security bits message size
in byte

ciphertext
size in byte

10,40 62 32 2 · 32 + 128 =
192

11,50 102 32 2 · 32 + 256 =
320

Table 1. Security parameter sets for the McEliece PKC

4.2 Timings

In Table 2 we give timings for the two parameter sets. For comparability, we also
give timings for the same operations on a personal computer (PC). The computer
is an Intel Core Duo T7300 2GHz running Linux with kernel version 2.6.24.
The application uses the same source code as the smart card implementation,
compiled with GCC-4.1.3, optimization level O2.

The column labeled “time” lists the overall timing including the data trans-
mission to and from the smart card. In the rightmost column we provide the
time that is used by the mere computation on the card, excluding the transmis-
sion times. The gross bit rate of the transmission is 9600 bit/s. Please note that
the SLE76 hardware platform generally supports much faster transmission rates
than this.

platform parameter
set

operation time time with-
out I/O

PC m=10, t=40 encryption 0.75 ms -

PC “ decryption 0.8 ms -

SLE76 “ encryption 1.26s 0.97s

SLE76 “ decryption 0.98s 0.69s

PC m=11, t=50 encryption 1.2ms -

PC “ decryption 1.6ms -

SLE76 “ encryption 1.85s 1.39s

SLE76 “ decryption 1.52s 1.06s

Table 2. Timings for encryption and decryption operation of the McEliece PKC on a
personal computer and the SLE76 smart card



Concerning the encryption operation, we must point out that the measure-
ment results are of small practical relevance. This is due to the fact that we
perform the encryption by using a public key stored in the NVM of the device.
In real life applications, this key would have to be exchanged for every new com-
munication partner. Considering the public key size, this would cause totally
impractical transmission times.

4.3 Resource Demands

In Table 3 we give the resource demands, i.e. the RAM and non-volatile memory
(NVM) space needed by the implementation. Again, we distinguish the two pa-
rameter sets we are examining in this work. The demanded RAM size is made up
of a fixed stack size of 1024 bytes and the peak amount of allocated heap mem-
ory. Note that the RAM demands given below are with respect to the decryption
operation. They are lower for the encryption operation.

The main contribution to the private key size stems from the parity check
matrix H, which makes up about 143, 000 bytes in case of m = 11, t = 50 and
about 53, 000 bytes for m = 10, t = 40. This corresponds to portions of 95%
and 88%, respectively. Please note that in addition to the raw matrix data, the
given sizes also include certain management data overhead.

resource space in 103 byte

RAM (m=11,t=50) 4.4

RAM (m=10,t=40) 3.4

NVM code 45

NVM public key (m=10,t=40) 33

NVM private key (m=10,t=40) 60

NVM public key (m=11,t=50) 106

NVM private key (m=11,t=50) 151

NVM F210 lookup tables 4

NVM F211 lookup tables 8

Table 3. Resource demands of the McEliece PKC smart card implementation with
accuracy of 100 byte for RAM and 1000 byte for NVM

4.4 Key Generation

So far, our smart card implementation does not feature key generation. The
reason for this is that this operation involves operations on matrices that by far
exceed the card’s RAM size. Since writing to the NVM takes much more time
than writing to RAM, an optimized key generation algorithm would be needed
in order to minimize those NVM write accesses.

In our implementation, we have realized a set of commands to write the
private key parts from the PC to the card.



5 Conclusion and Outlook

The McEliece PKC, though existing for 30 years, has not experienced any serious
use in real world applications so far. The main drawbacks of this scheme are the
large sizes of the private and public key. But as shown by our work, the NVM
and RAM provided by today’s smart cards are already sufficient to support im-
plementations of McEliece using parameters that provide about 100 bit security.
Also, the achievable performance seems sufficient for certain applications.

The implementation presented in this work is fully functional, yet there are
a number of possible improvements that could be applied to it. First of all, the
code size could probably be reduced further by removing certain redundancies.
Concerning the performance, a major improvement should result from the re-
placement of 32 bit pointers used throughout the code by 16 bit pointers. This
is because the 16 bit CPU can handle the smaller pointers much faster. But
since at least for the larger parameter set the private key size exceeds the 16
bit addressable area, this could only be achieved with the usage of the Mem-
ory Management Unit (MMU) available on the SLE76 platform. An alternative
would be to use a 32 bit platform, of course.

Furthermore, our implementation will undergo a thorough analysis with re-
spect to side channels and appropriate countermeasures will be incorporated.
The problem of the transmission and storage of the public key for the encryp-
tion operation, which arises in certain applications will also be addressed in
future work.

Considering the fact that the McEliece PKC is providing security even in the
presence of quantum computers, our results should encourage decision makers
to examine applications of public key encryption schemes within their author-
ity with respect to the need and possibility to switch to a quantum computer
resistant scheme. As stated in the introduction, the replacement of the classi-
cal encryption schemes like RSA and elliptic curve based cryptography may not
be delayed until the very moment at which potent quantum computers become
available to attackers.
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A Parity check matrix and generator of an irreducible
binary Goppa code

The parity check matrix H of a Goppa code determined by the Goppa polynomial
g can be determined as follows. H = XYZ, where

X =











gt 0 0 · · · 0
gt−1 gt 0 · · · 0

...
...

...
. . .

...
g1 g2 g3 · · · gt











,Y =











1 1 · · · 1
γ0 γ1 · · · γn−1

...
...

. . .
...

γt−1
0 γt−1

1 · · · γt−1
n−1











,

Z = diag

(

1

g(γ0)
,

1

g(γ1)
, . . . ,

1

g(γn−1)

)

.

Here diag (. . .) denotes the diagonal matrix with entries specified in the argu-
ment. H is t× n matrix with entries in the field F2m

As for any error correcting code, the parity check matrix allows for the com-
putation of the syndrome of a distorted code word:

Sz(X) = zH⊤
(

Xt−1, · · · , X, 1
)⊤

.

The multiplication with
(

Xt−1, · · · , X, 1
)⊤

is used to turn the coefficient vector
into a polynomial in F2mt .

The generator of the code is constructed from the parity check matrix in the
following way:

Transform the t × n matrix H over F2m into an mt × n matrix H2 over F2

by expanding the rows. Then, find an invertible matrix S such that

S ·H2 =
[

Imt | R⊤
]

,

i.e., bring H into a systematic form using the Gauss algorithm. Here, Ix is the
x × x identity matrix. Now take G = [Ik | R] as the public key. G is a k × n
matrix over F2, where k = n−mt.

B The extended Euclidean algorithm (XGCD)

The extended Euclidean algorithm can be used to compute the greatest common
divisor (gcd) of two polynomials[12].

In order to compute the gcd of two polynomials r−1(X) and r0(X) with
deg (r0) (X) 6 deg (r−1(X)), we make repeated divisions to find the following
sequence of equations:

r−1(X) = q1(X)r0(X) + r1(X), deg (r1) < deg (r0) ,
r0(X) = q2(X)r1(X) + r2(X), deg (r2) < deg (r1) ,
. . .
ri−2(X) = qi(X)ri−1(X) + rj(X), deg (ri) < deg (ri−1) ,
ri−1(X) = qi+1(X)ri(X)

Then ri(X) is the gcd of r−1(X) and r0(X).


