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SQUARED HESSIAN RIEMANNIAN METRICS ON

CONVEX SETS AND APPLICATIONS TO FINITE AND

INFINITE OPTIMIZATION.

CRISTOPHER HERMOSILLA

Abstract. We investigate convex constrained nonlinear optimization
problems and optimal control with convex state constraints. For this
purpose we endow the interior of constraints set with the structure of
Riemannian manifold. In particular, we consider a class of Riemannian
metric induced by the squared Hessian of a Legendre functions. We
describe in details the geodesic curves on this manifolds and we propose
a gradient-like algorithm for constrained optimization based on linear
search along geodesics. We also use the Legendre change of coordinates
to study the Value Function of a Mayer problem with state constraints.
We provide a characterization of the Value Function for this problem as
the unique viscosity solution of the Hamilton-Jacobi-Bellman equation.

1. Introduction.

It is natural in optimization models to include constraints to reflect the
real-world restrictions. These may be due to the physical nature of the prob-
lem or to policies that some agent may set. In general, constrained models
yield to more than technical difficulties when comparing with unconstrained
ones, reason for which it has attracted the attention of many researchers in
mathematical programming as well as in optimal control.

In this paper we study the case of convex constraints through the so-called
Legendre transform. We are particularly interested in convex sets whose in-
terior can be endowed with the structure of Riemannian manifold by mean
of a class of penalization functions known as the Legendre functions. The
principal advantage of using this transformation, as already remarked in [2],
is that the under suitable assumptions, it provides an isometry between the
interior of the constraints and R

n. This fact is essential for our study be-
cause it allows us to transform the constrained problem of concern into an
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2 C. HERMOSILLA

unconstrained one. In particular, we present two applications to optimiza-
tion, one to finite dimensional mathematical programs and another to an
infinite dimensional problem (an optimal control problem of Mayer type).

The specific Riemannian metric we analyze is called the squared Hessian
Riemannian metric and it allows us to characterize some of the principal
elements of interest associated with a manifold in an explicit way. Namely,
we can provide an expression for the geodesics and for the Riemannian
distance, and a simply criterion for completeness as well.

The application we exhibit for the finite dimensional problem is based in
the expression obtained for the geodesics, we use this to propose a geodesic
search strategy for solving finite dimensional mathematical programs with
convex constraints. This methods is based on a dual lecture given to the
original mathematical program in terms of the Legendre transform.

To the best of our knowledge, the algorithm we propose has not been
directly studied before. However, there are in the literature some works of
similar nature when seeing it as a penalization method; see for instance [4,
26]. Nevertheless, the approach using squared Hessian Riemannian metric,
specially the choice of the descent directions, seems to be quite new.

On the other hand, we also use the Legendre transform to study the
Value Function of a Mayer problem with convex state constraints. In the
case with unrestricted state space, it is well-known that the Value Function
of an optimal control problem is the unique solution in the viscosity sense of
the so-called Hamilton-Jacobi-Bellman equation; we refer to[5, 32] for more
details. However, in presence of state constraints the situation is different
and without additional compatibility assumptions, this is no longer true.
In the literature it is usually assumed that the control systems satisfy a
qualification condition called the inward pointing condition (IPC); see for
example [29, 15, 18] among many others. This condition basically says that
at each point of the boundary of Ω there exists a controlled vector field
pointing into Ω.

For the case when the Value Function is merely lower semicontinuous
another compatibility assumption of similar nature has been taken into ac-
count, this is known as the outward pointing condition (OPC). This condition
states essentially the same that the IPC but for the backward dynamics; see
for instance [19, 18]. In this paper we consider control systems for which
the boundary of the state constraints is absorbing and so neither IPC nor
the OPC are satisfied; we give more details in Section 6. We show that
under reasonable hypothesis the Value Function can be characterized as the
unique viscosity solution of the Hamilton-Jacobi-Bellman equation on Ω.

In the literature, alternative ways to deal with the Value Function without
imposing an IPC or an OPC has also been studied; see for example [8, 20].

We mentioned that the interest in optimization problems on manifolds has
been increasing in the last years; we make reference to [28, 1] for nonlinear
optimization, to [26, 30] for convex optimization and to [13, 11] for optimal
control. This work contributes also in this direction by providing an explicit
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study for the manifolds that are convex open set on the ambient space, which
can be endowed with the squared Hessian Riemannian manifold.

1.1. Notation. Throughout this paper, R denotes the sets of real numbers,
| · | is the Euclidean norm and 〈·, ·〉 is the Euclidean inner product on R

n, B
the unit open ball {x ∈ R

n : |x| < 1} and B(x, r) = x+ rB. For a given set
S, we denote by int (S), S and bdry (S) its interior, closure, and boundary,
respectively. The effective domain of a function ϕ : Rn → R ∪ {+∞} is
defined by dom ϕ = {x ∈ R

n | ϕ(x) ∈ R}. If Γ : Rn ⇒ R
m is a set-valued

map, then dom Γ is the set of points for which Γ(x) 6= ∅.
For any open set O ⊆ R

n and any p ∈ N, Cp(O) stands for the set of
all the p-times continuously differentiable real-valued functions on O. If
f ∈ Cp(O), ∇f(x) stands for the gradient of f at x and if p ≥ 2, the Hessian
matrix of g at x is denoted by ∇2g(x).

2. Preliminaries.

2.1. Some notions of Convex Analysis. In this part we review some
concepts of Convex Analysis; for a more extensive exposition on the topic
we refer to the classical monograph [27] or to a more recent textbook [10]. We
denote by Γ0 (R

n) the class of all convex and lower semicontinuous functions
defined on R

n with values in R∪{+∞} whose effective domain is nonempty.
Let g ∈ Γ0 (R

n), we denote by g∗ its Fenchel-Legendre conjugate

g∗(y) = sup{〈x, y〉 − g(x) | x ∈ dom g},

and by ∂g its subdifferential

∂g(x) = {y ∈ R
n | ∀z ∈ R

n, g(x) + 〈y, z − x〉 ≤ g(z)}.

Accordingly to [27, Section 26], g ∈ Γ0 (R
n) is called essentially smooth if

• int (dom g) 6= ∅ and g is differentiable on int (dom g).
• |∇g(xk)| → +∞ for every sequence {xk} ⊆ int (dom g) such that
xk → x̄ for some x̄ ∈ bdry (dom g).

This property has a dual interpretation in terms of the Legendre-Frenchel
conjugate. Indeed, g is essentially smooth if and only if g∗ is strictly convex
on every convex subset of dom∂g; see [27, Theorem 26.3]. This last property
is known as essential strictly convexity. Hence, we have that

g is essentially smooth if and only if g∗ is essentially strictly convex.

This relation motivates the following definition.

Definition 2.1 ([27, Section 26], [10, Definition 7.1.1]). A function g ∈
Γ0 (R

n) is called convex function of Legendre type or simply Legendre func-
tion provided it is essentially smooth and essentially strictly convex.
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Remark 2.1. Some well-known examples of Legendre functions on R for
which the interior of their domain is (0,+∞) are the log-barrier glog and the
Boltzmann-Shannon entropy gent which are defined as follows:

glog(x) :=

{

− log(x) x > 0

+∞ x ≤ 0
and gent(x) :=

{

x log(x)− x x ≥ 0

+∞ x < 0.

Consequently, g is a Legendre function if and only if g∗ it is as well. In this
case, by [27, Theorem 26.5], ∇g : int (dom g) → int (dom g∗) is a bijection
known as the Legendre transform. Furthermore, we have

(∇g)−1(y) = ∇g∗(y), ∀y ∈ int (dom g∗).(1)

This last relation implies that whenever the Hessian matrix of g and g∗ are
well-defined and invertible, they satisfy the following

[∇2g(x)]−1 = ∇2g∗(y), with y = ∇g(x).

2.2. Riemannian Geometry framework. Now, in order to make the ex-
position clearer for the readers who are not familiar with the Riemannian
Geometry Theory, we make a short review on some of the definitions we are
going to use in this paper; we refer to [16, 22] for further details.

Suppose thatM is a differentiable manifold, we denote by TM the tangent
bundle to M and by TxM the tangent space to M at x. A chart on M is
a pair (O, φ), where O ⊆ M is an open subset and φ : O → φ(O) is an
homeomorphism from O into an open φ(O) ⊆ R

n.
A map Ψ :M → N fromM into another differentiable manifold N is said

differentiable provided for every x ∈M there exist a chart (O, φ) around x
and a chart (U , ϕ) around Ψ(x) such that Ψ(O) ⊆ U and the map ϕ◦Ψ◦φ−1

is differentiable from φ(O) into ϕ(U). In this case, its differential is

dxΨ : TxM → TΨ(x)N.

A differentiable manifold M is a Riemannian manifold provided there
exists a Riemannian metric on M , that is, a map that associates to each
x ∈ M an inner dot (·, ·)x defined on the tangent space TxM , which in
addition is differentiable with respect to x in the following sense:

∀Ψ1,Ψ2 :M → TM differentiable, x 7→ (Ψ1(x),Ψ2(x))x is differentiable.

Remark 2.2. Suppose that M is an open set of Rn, then we can identify the
tangent space to M with R

n. Moreover, consider a differentiable mapping
x 7→ A(x) that associates to any x ∈M a n×n real symmetric and positive-
definite matrix A(x). The following defines a Riemannian metric on M :

(u, v)Ax := 〈A(x)u, v〉, ∀u, v ∈ R
n.

The Riemannian structure allows to identify TxM with its dual, that is,
the cotangent space TxM

∗, and thus to define a notion of gradient vector.
Indeed, given f : M → R differentiable, the gradient of f is denoted by
∇Mf and is uniquely determined by the following two conditions:
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• Tangency: for all x ∈M , ∇Mf(x) ∈ TxM.

• Duality: for all x ∈M , v ∈ TxM , dxf(v) = (∇Mf(x), v)x.

If we are in the situation described in Remark 2.2, the Riemannian gradient
is denoted by ∇Af to emphasis the dependence on matrix-valued map A(·).

On Riemannian manifold it is also possible to compute the length of a
piecewise differentiable curve γ : [0, 1] →M . Indeed, it is given by

ℓ(γ) =
n−1
∑

i=0

∫ ai−1

ai

√

(γ̇(t), γ̇(t))γ(t)dt,

where 0 = a0 < . . . < ak = 1 is a finite partition of [0, 1] such that γ is
differentiable on each open interval (ai, ai+1).

Furthermore, we can define a distance on M which endows it with the
structure of metric space. This distance is defined as follows: ∀x, y ∈M

distM (x, y) = inf{ℓ(γ) | γ piecewise differentiable, γ(0) = x and γ(1) = y}.

IfM and N are two Riemannian manifolds, a diffeomorphism Ψ :M → N

is called an isometry between M and N provided

(2) (u, v)x = (dxΨ(u), dxΨ(v))Ψ(x), ∀x ∈M, ∀u, v ∈ TxM.

On the other hand, roughly speaking, a geodesic on a differentiable man-
ifold is a curve whose ”acceleration” is zero. To define what ”acceleration”
means it is required to introduced the so-called affine connections, which are
basically operators that allow to define directional derivatives of vector fields
on manifolds. In the sequel we only consider geodesics on flat Riemannian
manifolds, i.e., those one that are locally isometric to R

n endowed with the
Euclidean metric (each open subset of M is isometric to an open subset of
R
n). For a definition in a more general context we refer to [22, Chapter 5].

Definition 2.2. Let M be a flat Riemannian manifold. A curve γ : (a, b) →
M with a < 0 < b, is a geodesic with initial point x and initial velocity v
provided

γ(t) = Ψ−1(Ψ(x) + tdxΨ(v)), ∀t ∈ (a, b),

where Ψ is the local isometry between M and R
n around x.

Note that the definition of geodesic is only local in time and may not
have sense for some particular times. When this situation does not occur,
that is, any geodesic can be defined for all times, it yields to a notion of
completeness on the manifold. More precisely, a Riemannian manifold M

is called geodesically complete if the maximal interval of time on which any
arbitrary geodesic can be defined is the whole space R.

We finish this section by introducing some generalized notions of convexity
on Riemannian manifolds. First we introduce an extension of convex set.
A subset C ⊆ M is called totally convex if for every x, y ∈ C, the geodesic
γ : [0, 1] →M for which γ(0) = x and γ(1) = y, must also satisfy

γ(t) ∈ C, ∀t ∈ [0, 1].
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Definition 2.3. Let M be a Riemannian manifold and C ⊆ M a totally
convex set. A function f : C → R is called convex on M if for any x, y ∈ C

f(γ(t)) ≤ (1− t)f(x) + tf(y), ∀t ∈ [0, 1],

where γ : [0, 1] →M is the geodesic that satisfies γ(0) = x and γ(1) = y.

3. Squared Hessian metrics induced by Legendre functions.

Now we are in position to introduce the main object of study of this paper
and its principal properties. Hereinafter, the symbol Ω is reserved to denote
an open nonempty convex set of Rn and g is a function in the class Γ0 (R

n).

3.1. Basic definitions. We begin this subsection with a definition that will
play an important role throughout this manuscript.

Definition 3.1. Let g ∈ Γ0 (R
n) and let Ω ⊆ R

n be a nonempty open convex
set. We say that the pair (Ω, g) is Legendre zone consistent if g is a Legendre
function with int (dom g) = Ω.

Remark 3.1. In general, Ω is given and we look for a Legendre function
such that the pair (Ω, g) is Legendre zone consistent. The existence and
construction of a Legendre function for an arbitrary open convex set is not
a trivial task, however, as shown in [9], for many important cases it is
possible to give a positive answer; see also [10, Chapter 7.4].

The main purpose of introducing the concept of Legendre zone consistent
pairs lies in the possibility of defining a Riemannian metric on a given open
convex set. Let (Ω, g) be a Legendre zone consistent pair with g ∈ C2(Ω).
For any x ∈ Ω consider the bilinear mapping defined on R

n × R
n

ρx(u, v) := 〈∇2g(x)u,∇2g(x)v〉, ∀u, v ∈ R
n.(3)

In order to endow Ω with the structure of Riemannian manifold it is
necessary to impose some conditions over the Legendre function g.

Lemma 3.1. Let (Ω, g) be a Legendre zone consistent pair with g ∈ C2(Ω).
Then, the family {ρx}x∈Ω is a Riemannian metric on Ω provided

g ∈ C3(Ω) and ∇2g(x) is positive-definite ∀x ∈ Ω.(4)

Proof. By (4), [∇2g(x)]2 is symmetric and positive-definite for any x ∈ Ω.
So, ρx is an inner product on R

n. Besides, since Ω is an open set, the tan-
gent space to Ω at x can be identified with R

n for any x ∈ Ω. Furthermore,
given that g is thrice continuously differentiable on Ω, for any pair of dif-
ferentiable vector fields Ψ1,Ψ2 : Ω → R

n, the map x 7→ ρx(Ψ1(x),Ψ2(x)) is
differentiable. Hence, {ρx}x∈Ω is a Riemannian metric on Ω. �

If no confusion can arise, we use the notation G(x) := ∇2g(x), so

Gij(x) =
∂2g

∂xi∂xj
(x), i, j = 1, . . . , n.
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Definition 3.2. Let (Ω, g) be a Legendre zone consistent pair that satisfies
(4). The family of inner dots given by (3) is called the squared Hessian Rie-
mannian metric on Ω induced by the Legendre function g, and it is denoted

by (·, ·)G
2

x , that is, ∀x ∈ Ω,

(u, v)G
2

x := 〈G(x)2u, v〉 = 〈G(x)u,G(x)v〉, ∀u, v ∈ R
n.

In this case, we say that (Ω, G2) is a Squared Hessian Riemannian manifold.

Remark 3.2. Consider Ω = B in R
n, then some suitable choices of Legendre

functions that make (Ω, G2) a squared Hessian Riemannian manifolds are

g1(x) =

{

− log(1− |x|2) |x| < 1

+∞ |x| ≤ 1
and g2(x) =

{

− log
(

cos
(

π
2 |x|

))

|x| < 1

+∞ |x| ≤ 1.

3.2. Properties. We turn our attention into the properties of squared Hes-
sian Riemannian manifolds. The following lemma is the basic result we use
to derive properties for this class of manifolds.

Lemma 3.2. Let (Ω, g) be a Legendre zone consistent pair that satisfies (4)
and set

(5) Ω∗ := int (dom g∗) = ∇g(Ω).

Then ∇g : Ω −→ Ω∗ is an isometry between the Riemannian manifold
(Ω, G2) induced by g and Ω∗ endowed with the Euclidean metric. In partic-
ular, if γ : [a, b] → Ω is a piecewise differentiable curve, then ℓ(γ) = ℓ(γ̃),
where γ̃ : [a, b] → Ω∗ is given by γ̃(t) = ∇g(γ(t)) for any t ∈ [a, b].

Proof. Since g is a Legendre function with nonsingular Hessian, it follows
from the inverse function theorem that ∇g is a diffeomorphism. Further-
more, let u, v ∈ R

n and x ∈ Ω, hence

(u, v)G
2

x = 〈G(x)2u, v〉 = 〈∇2g(x)u,∇2g(x)v〉 = 〈dX(∇g)(u), dX(∇g)(v)〉.

Therefore, (2) is verified and so ∇g is an isometry between (Ω, G2) and Ω∗

endowed with the Euclidean metric of Rn. The equality for the length of
the curves is easily verified from its definition. �

In the light of the previous lemma, we can completely characterize the
geodesics on a squared Hessian Riemannian manifold.

Proposition 3.1 (Geodesics). Let (Ω, g) be a Legendre zone consistent pair
that satisfies (4). The geodesic on (Ω, G2) that satisfies X(0) = x0 ∈ Ω and

Ẋ(0) = v0 ∈ R
n is given by

X(t) = ∇g∗(∇g(x0) + t∇2g(x0)v0), ∀t ∈ (Tmin, Tmax).(6)

Proof. Recall that by the Fundamental Lemma of Riemannian Geometry
[22, Theorem 5.4] the Levi-Civita is the unique linear connection on (Ω, G2),
so by the Existence and Uniqueness of Geodesics Theorem [22, Theorem
4.10] such geodesic is uniquely determined on an interval of time that con-
tains zero. Let t 7→ X(t) be the geodesic which is defined on maximal
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interval of time (Tmin, Tmax). By virtue of Lemma 3.2 and [22, Proposi-
tion 5.6], we have that Y (t) = ∇g(X(t)) is a geodesic in Ω∗ endowed with
the Euclidean metric, that is, ∃y0, w0 ∈ R

n, such that Y (t) = y0 + tw0.

Therefore, y0 = ∇g(x0) and since Ẏ (t) = ∇2g(X(t))Ẋ(t), we deduce that

w0 = Ẏ (0) = ∇2g(x0)v0. Thus by (1) we get (6). �

Remark 3.3. Consider Ω = B in R
n and take g = g2 where g2 is given by

Remark 3.2. Hence using the basic calculus rules for the Legendre-Fenchel
transform we get that

g∗(y) =
2

π
|y| arctan(

2

π
|y|)−

1

2
log

(

1 +
4

π2
|y|2
)

, ∀y ∈ R
N .

Furthermore, ∇g∗(y) =
2 arctan( 2

π
|y|)

π|y| y for every y ∈ R
n \ {0}. Thus, by

Proposition 3.1 the geodesic of (Ω, G2) starting from x0 ∈ Ω with initial
velocity ∇2g(x0)

−1d0 ∈ R
n is given by

X(t) =

2 arctan

(

2
π

∣

∣

∣

∣

π tan(π
2
|x0|)

2|x0|
x0 + td0

∣

∣

∣

∣

)

π

∣

∣

∣

∣

π tan(π
2
|x0|)

2|x0|
x0 + td0

∣

∣

∣

∣

(

π tan
(

π
2 |x0|

)

2|x0|
x0 + td0

)

, ∀t ∈ R.

The geodesics of a squared Hessian Riemannian manifold are intrinsically
related to constrained optimization problems with linear objective functions.
Indeed, these arcs can be seen as central path trajectories of a penalized
problem, where the penalization term is the Bregman pseudo-distance asso-
ciated with a Legendre function g

Dg(x, y) := g(x)− g(y)− 〈∇g(y), x− y〉, ∀x, y ∈ Ω,

and where the time variable t acts like a penalization parameter. For more
details about central path methods we refer the reader to [31, Chapter 25].

Remark 3.4. The fact that for a linear objective function the Hessian Rie-
mannian steepest descent trajectory (8) can be viewed as a sort of central
path (cf. (7)) has been already remarked in the literature; see for instance
[6, 17, 23] for the log-barrier and [21] for more general barrier functions.
For a complete study of such trajectories including the case of a nonlinear
objective function f , we make reference to [2].

Proposition 3.2 (Central Path). Let (Ω, g) be a Legendre zone consistent
pair that satisfies (4). Let t 7→ X(t) be the geodesic on (Ω, G2) that satisfies

X(0) = x0 ∈ Ω and Ẋ(0) = −∇2g(x0)
−1d0 for some d0 ∈ R

n. Then

(7) X(t) = argmin

{

〈d0, x〉+
1

t
Dg(x, x0)

}

, ∀t ∈ (0, Tmax).
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Moreover, t 7→ X(t) is the steepest descent trajectory for the linear function
f(x) = 〈d0, x〉 on the Hessian Riemannian manifold (Ω, G), that is,

{

Ẋ(t) = −∇2g(X(t))−1d0, ∀t ∈ (0, Tmax),

X(0) = x0.
(8)

Proof. Let t 7→ X(t) be the maximal geodesic starting from x0 with initial
velocity v0. By (6) and (1), X(t) solves

(9) td0 +∇g(x)−∇g(x0) = 0.

Since, X(t) ∈ Ω, this equation corresponds to the first-order optimality
condition for the following minimization problem:

inf {t〈d0, x〉+ g(x)− 〈∇g(x0), x〉 | x ∈ Ω} ,

which is equivalent to (7) for any (0, Tmax), in terms of optimal solutions.
Note that the previous problem is convex, so X(t) solves (7), and by strict
convexity of g on Ω, it is unique.

Evaluating (9) at x = X(t) and then differentiating with respect to t

d0 +∇2g(X(t))Ẋ(t) = 0.

Hence X(·) solves (8), which corresponds to the steepest descent trajectory
for the objective function f(x) = 〈d0, x〉 on the set Ω endowed with the
Hessian Riemannian metric given by G, as we claimed. �

Since Riemannian isometries are arc-length preserving, it is possible to
characterize the Riemannian distance on the manifold as well.

Corollary 3.1 (Geodesic distance). The geodesic distance distΩ(·, ·) on the
squared Hessian Riemannian manifold associated with a Legendre zone con-
sistent pair (Ω, g) satisfies

distΩ(x0, x1) = |∇g(x0)−∇g(x1)|, ∀x0, x1 ∈ Ω.(10)

In particular, if X(t) is the geodesic starting from x0 ∈ Ω with initial velocity
v0 = −∇2g(x0)

−1d0 then

distΩ(X(t), x0) = t|d0|, t ≥ 0.

Proof. Set y0 = ∇g(x0) and y1 = ∇g(x1). By convexity of Ω∗ we have that

Y (t) = ty1 + (1− t)y0 ∈ Ω∗, ∀t ∈ [0, 1].

This curve is a geodesic in Ω∗ and so, By virtue of [22, Proposition 5.6], the
curve X(t) = ∇g∗(Y (t)) is a geodesic on Ω. Hence, Lemma 3.2 implies

distΩ(x0, x1) ≤ ℓ(X) = ℓ(Y ) = |y0 − y1|.

On the other hand, for any ε > 0, there exists a piecewise differentiable
curve γε : [0, 1] → Ω joining x0 and x1 such that

ℓ(γ) ≤ distΩ(x0, x1) + ε.

Since γ̃ = ∇g◦γ is a piecewise differentiable curve joining y0 and y1 we have
that ℓ(γ̃) ≥ |y0 − y1|. Therefore, by Lemma 3.2 the length of γ and γ̃ have
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the same value, so letting ε → 0 we get (10). The last equation is a direct
consequence of Proposition 3.1. �

On the other hand, the completeness of a Riemannian manifold can also
be studied. There are some conditions that ensure this property in the so
called self-concordant case; see, for instance [24]. We present a sort of dual
characterization for squared Hessian Riemannian metrics on convex sets.

Corollary 3.2 (Completeness). The Riemannian manifold associated with
a Legendre zone consistent pair (Ω, g) is geodesically complete if and only if
Ω∗ = R

n, where Ω∗ is given by (5). Furthermore, (Ω, distΩ) is a complete
metric space if and only if Ω∗ = R

n.

Remark 3.5. Notice that in Remark 3.3, we can verify that Ω∗ = R
n and

the geodesics are defined for all times.

Proof. Notice that (6) provides an explicit formula for the geodesic starting
from x0 ∈ Ω with initial velocity v0 = −∇2g(x0)

−1d0. Therefore, we can
check that the geodesic is defined for every t ∈ R if and only if∇g(x0)−td0 ∈
Ω∗ for every t ∈ R. Since Ω is an open set, we have no restriction over the
vector d0, so Ω∗ must be the entire space Rn. The last equivalence is a direct
consequence of the Hopf-Rinow’s Theorem ([22, Theorem 6.13]). �

4. Application to Optimization.

In this section we investigate constrained mathematical programs over sets
that can be seen as a squared Hessian Riemannian manifold. We show that
it is possible to study this kind of problems by means of other optimization
problems which are likely unconstrained.

Let f : Rn → R∪{+∞} be a given function. We consider the mathemat-
ical program

inf{f(x) | x ∈ Ω}.(P)

Let ϕg : Ω∗ → R be the function defined by

ϕg(y) = f(∇g∗(y)), ∀y ∈ Ω∗.(11)

By virtue of the Legendre coordinate transformation y = ∇g(x)

(12) ∀x ∈ Ω, ∃y ∈ Ω∗ such that f(x) = ϕg(y).

(13) ∀y ∈ Ω∗, ∃x ∈ Ω such that f(x) = ϕg(y).

Therefore, we can associate to (P) an auxiliary optimization problem defined
on the dual space Ω∗ which plays the role of dual problem

(D) inf{ϕg(y) | y ∈ Ω∗}.

Remark 4.1. If f ∈ Γ0 (R
n) then the duality scheme proposed here is dif-

ferent from the classical notions of duality in Convex Analysis. The reason
is simple: in the classical cases, the convexity of the problem is preserved



SQUARED HESSIAN RIEMANNIAN METRICS 11

under duality. However, in our case, the dual (resp. primal) function is not
necessarily convex even if the primal (resp. dual) function is convex.

Furthermore, we can easily deduce the following result.

Theorem 4.1. Let (Ω, g) be a Legendre zone consistent pair satisfying (4)
and let f : R

n → R ∪ {+∞} be a given. Suppose {xk} ⊆ Ω, then it is
a minimizing sequence for (P) if and only if {∇g(xk)} is a minimizing
sequence for (D). Moreover, if f is continuous on its domain and val(P)∈ R,
then val(P)=val(D). Besides, x ∈ Ω is a local minimizer (maximizer) of f
if and only if ∇g(x) is a local minimizer (maximizer) of ϕg.

Proof. Note that by (12) and (13) the affirmation for the minimizing se-
quence holds true. Suppose that val(P)∈ R, then there exists a minimizing
sequence {xk} such that f(xk) →val(P). For every k ∈ N we can find x̃k ∈ Ω
so that f(x̃k) ≤ f(xk) +

1
k
. Hence, noticing that f(x̃k) →val(P) and using

that {∇g(x̃k)} is minimizing sequence for (D) we get the result.
Finally, from (12) and (13) the affirmation about the local optimizers is

straightforward. �

Remark 4.2. Consider the function

f(x1, x2) :=











1
2 log

2 x1 + exp
(

tanx2 sec
2 x2

)

if x1 > 0, x2 ∈ (−π
2 ,

π
2 )

1
2 log

2 x1 if x1 > 0, x2 = −π
2

+∞ otherwise.

Let Ω = (0,+∞) × (−π
2 ,

π
2 ) and take g(x1, x2) = x1 log x1 − x1 +

1
2 tan

2 x2.
We see that (Ω, g) is a Legendre zone consistent pair satisfying (4).

Let us consider the mathematical program

(P1) min
{

f(x1, x2) | 0 < x1,−
π

2
≤ x2 <

π

2

}

.

Hence, the dual problem is

(D1) min

{

1

2
y21 + exp y2 | y1, y2 ∈ R

}

.

Notice that the solution of (P1) is (1,−π
2 ) ∈ bdry Ω and the solution of

(D1) is not attained, but {(0,−k)}k is a minimizing sequences for the dual
problem and consequently, val(P1) = val(D1).

As one may expect, differentiability properties on the primal function are
inherited by the dual function ϕg, and vice versa. This is summarized in
the following statement.

Proposition 4.1. Let (Ω, g) be a Legendre zone consistent pair that satisfies
(4). Suppose that f is Gâteaux differentiable at x ∈ Ω, then ϕg is Gâteaux
differentiable at y = ∇g(x) as well with

ϕ′
g(y, d) = f ′(x,G(x)−1d), ∀d ∈ R

n.
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Moreover, f is Frechet differentiable at x ∈ Ω if and only if ϕg is so at
y = ∇g(x). In such a case we have

∇ϕg(y) = ∇Gf(x) := G(x)−1∇f(x).

Proof. It is enough to use the chain rule and the properties of g and g∗. �

Now this type of result can also be stated for non differentiable func-
tions. Indeed, it is possible to characterize the viscosity subgradients (resp.
supergradients) of ϕg when it is only lower (resp. upper) semicontinuous.

Definition 4.1. Let υ : Rk → R∪{+∞} be a given function and z ∈ domυ.

a. If υ is lower semicontinuous, a vector ζ ∈ R
k is called a viscosity

subgradient of υ at z if and only if there exists a continuous function
ψ which is differentiable at z so that

∇ψ(z) = ζ and υ − ψ attains a local minimum at z.

The set of all the viscosity subgradients of υ at z is called the viscosity
subdifferential and it is denoted by ∂Dυ(z).

b. If υ is upper semicontinuous, a vector ζ ∈ R
k is called a viscosity

supergradient of υ at x if and only −ζ ∈ ∂D(−υ)(z). The set of all
the viscosity supergradients of υ at z is called the viscosity superdif-
ferential and it is denoted by ∂Dυ(z).

The following result is going to be useful in section 6 where we use the
viscosity sub and supergradients to investigate the Value Function of a Mayer
problem in the application to Optimal Control.

Proposition 4.2. Let (Ω, g) be a Legendre zone consistent pair that satisfies
(4). Suppose that f is lower semicontinuous, then

∂Dϕg(∇g(x)) = G(x)−1∂Df(x), ∀x ∈ Ω.

If on the other hand, f is upper semicontinuous, then

∂Dϕg(∇g(x)) = G(x)−1∂Df(x), ∀x ∈ Ω.

Proof. Suppose f is lower semicontinuous, the other case is analogous. Let
x0 ∈ Ω, y0 = ∇g(x0) and ζ ∈ ∂Dϕg(y0), then there exist δ > 0 and a
continuous function ψ, differentiable at y0 such that ∇ψ(y0) = ζ and

ϕg(y)− ψ(y) ≥ ϕg(y0)− ψ(y0), ∀y ∈ B(y0, δ).

Set O = ∇g∗(B(y0, δ)) and consider ψg : O → R given by

ψg(x) = ψ(∇g(x)), ∀x ∈ Ω.

This function is continuous on O and differentiable at x by Proposition
4.1 with ∇ψ(x) = G(x)−1∇ψg(x). Furthermore, by Proposition 4.1, x0
is a local minimizer of f − ψg. Hence ψg is an admissible test function
and ∇ψg(x0) ∈ ∂Df(x0), so ∂Dϕg(∇g(x0)) ⊆ G(x0)

−1∂Df(x0). The other
inclusion is similar, therefore the conclusion follows. �
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As we showed in the previous section, if the Squared Hessian Riemannian
manifold is complete then Ω∗ = R

n and so, for any cost f we can associate
a dual problem to (P) which has no constraints. In the incomplete case, the
dual problem is constrained as well. However, under suitable hypotheses
we can show that, if the minimum is achieved, it belongs to Ω∗ because ϕg

blows up at the boundary of Ω∗.

Proposition 4.3. Let f : Rn → R ∪ {+∞} be a coercive function on its
domain and let (Ω, g) be a Legendre zone consistent pair that satisfies (4).
Then, for any {yk} ⊆ Ω∗ with yk → y ∈ ∂Ω∗,

lim inf
k→+∞

ϕg(yk) = +∞.

Proof. Let {yk} ⊆ Ω∗ with yk → y for some y ∈ ∂Ω∗ and let ℓ = lim inf ϕg(yk).
Let xk = ∇g∗(yk), then

lim inf
k→+∞

ϕg(yk) = lim inf
k→+∞

f(∇g∗(yk)) = lim inf
k→+∞

f(xk).

Recall that g∗ is also a Legendre function, so |∇g∗(yk)| = |xk| → +∞.
Hence, since f is coercive on its domain, ℓ = +∞. �

5. Gradient-like algorithms for solving optimization problems.

5.1. Geodesic search methods. Inspired by the dual scheme proposed in
the previous section, we study an interior point algorithm for the constrained
optimization problem (P). This strategy can be seen as a line search algo-
rithm on the dual space Ω∗ transported to the original space by means of
the isometry given by Lemma 3.2.

In this section we assume


















(i) (Ω, g) is a Legendre zone consistent pair satisfying (4).

(ii) f : Rn → R ∪ {+∞} belongs to C1(Ω).

(iii) inf{f(x) | x ∈ Ω} = inf{f(x) | x ∈ Ω} ∈ R.

(iv) (Ω, G2) is a complete Riemannian manifold.

(H0)

The general scheme we propose is the following:

a. Choose x0 ∈ Ω.
b. If ∇f(x0) = 0 then x0 solves the problem → stop,

else → set X(t) = ∇g∗(∇g(x0) + td0) for some d0 ∈ R
n.

c. Choose step length t0 > 0 such that f(x0) > f(X(t0)).
d. Set x0 = X(t0), return to b.

We call this method the Squared Hessian Riemannian Geodesic Search
algorithm (SHRGS for short) associated with the Legendre zone consistent
pair (Ω, g). This strategy can be classified as a Geodesic search method; see
for instance [28, 33]. However, the principal difference with those techniques,
and also the main difficulty for the analysis, is that our Riemannian manifold
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Ω is in reality an open set and so, solution of (P) may lie at the boundary
of Ω which is no longer a part of the manifold.

Remark 5.1. The line search strategy in R
n is a particular case of the

SHRGS method. Indeed, if Ω = R
n, then g(x) = 1

2 |x|
2 is an admissible

Legendre function for (i) and (iv) in (H0) to hold and furthermore, G(x) is
the identity matrix, and so,the geodesics in this case are just line segments.

For a given x0 ∈ Ω, the SHRGS method generates the following sequence:

(14) xk+1 = ∇g∗(∇g(xk) + tkdk) ∀k ≥ 0,

where tk > 0 with X(tk) ∈ Ω and f(xk+1) < f(xk) whenever dk 6= 0.

5.2. Riemannian descent directions. The interest of this algorithm re-
lies in the dual lecture that we can give to (14). First of all, note that by
Corollary 3.2 and (H0) the dual space is the whole space R

n. So the dual
problem (D) is unconstrained. Moreover, if we transport the equation (14)
to the dual space Ω∗ by means of the isometry∇g(·) and we set yk = ∇g(xk),

yk+1 = yk + tkdk, ∀k ≥ 0.

This sequence correspond to a line search strategy on the dual space Ω∗.
So, considering this, we have a natural way to define descent directions and
rules for choosing the step-size tk based on the line search methods applied
to the unconstrained problem (D). Recall that ∇Gf(x) = G(x)−1∇f(x).

Definition 5.1. Let (Ω, g) be a Legendre zone consistent pair satisfying (4)
and f differentiable at x ∈ Ω. We say that d is a descent direction for the
function f on (Ω, G2) at x provided 〈∇Gf(x), d〉 < 0.

The next table shows some suitable choices for the descent directions.
By Proposition 4.1 we have that ∇ϕg(yk) = ∇Gf(xk), and so we can also
exhibit the expressions in terms of the dual variable yk.

SHRGS method dk in Ω dk in Ω∗

Steepest descent −∇Gf(xk) −∇ϕg(yk)
Quasi-Newton −M−1

k ∇Gf(xk) M−1
k ∇ϕg(yk)

Table 1. Some descent directions for a given point xk.

In Table 1, Mk is a real nonsingular matrix. Note that the directions
of Table 1 yield the steepest descent and the quasi-Newton method for the
dual problem (D), respectively. In particular, the way in whichMk is chosen
can be based on conditions involving the dual function ϕg. We refer to the
reader to [25, Chapter 6] for more details about the Quasi-Newton methods.

Remark 5.2. Other choices for the descent directions, not based in the dual
problem, are also possible; in fact, they have been already studied for convex
mathematical programming. In [4] the authors considered the iteration

xk+1 ∈ argmin{λk〈∇f(xk), x〉+Dg(x, xk) : x ∈ Ω}, ∀k ∈ N.
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In the light of Proposition 3.2, this algorithm corresponds exactly to a SHRGS
iteration with dk = −∇f(xk).

Proposition 5.1. Let (Ω, g) be a Legendre zone consistent pair satisfying
(4) and f ∈ C1(Ω). Let x0 ∈ Ω and take d0 ∈ R

n a descent direction for the
function f on (Ω, G2) at x0. Then there exists t0 > 0 such that

f(x0) > f(∇g∗(∇g(x0) + t0d0)).

In particular, the sequence (14) is well-defined whenever dk is a descent
direction for f on (Ω, G2) at xk and {f(xk)}k≥0 is non-increasing.

Proof. By Proposition 3.1 there exist Tmin < 0 < Tmax such that X(t) =
∇g∗(∇g(x0) + td0) is for any t ∈ (Tmin, Tmax). Let φ(t) = f(X(t)). Hence

d

dt
φ(t) = −〈∇f(X(t)),∇2g∗(∇g(x0) + td0)d0〉, ∀t ∈ (Tmin, Tmax).

Recall that ∇g∗(∇g(x)) = x for any x ∈ Ω, this implies that

∇2g∗(∇g(x)) = [∇2g(x)]−1, ∀x ∈ Ω.

Therefore, d
dt
φ(t) = 〈∇Gf(X(t)), d0〉. Consequently, since φ(0) < 0 and

t 7→ ∇Gf(X(t)) is continuous, there exists δ > 0 such that d
dt
φ(t) < 0 for

any t ∈ [0, δ). So the conclusion follows. �

Remark 5.3. Thanks to Proposition 4.3, hypothesis (iv) in (H0) can be
replaced by requiring the coercivity of f . In this case, the sequence generated
by (14) is well defined because the ϕg blows up at the boundary of Ω∗.

5.3. Step length and convergence. We can also define rules for choosing
the step length tk by transferring the information from the Euclidean case
to the Riemannian one.

Definition 5.2. Let (Ω, g) be a Legendre zone consistent pair satisfying (4)
and f : R

n → R be a differentiable function on Ω. Let d0 be a descent
direction for f on (Ω, G2) at x0. Consider X(t) = ∇g∗(∇g(x0) + td0) for
any t ∈ R. Let t0 > 0 be a given step length. We say that t0 satisfies:

(i) the Riemannian exact line search or Cauchy rule if

t0 ∈ argmin{f(X(t)) | t > 0}.

(ii) the Riemannian Wolfe rule if there exist 0 < c1 < c2 < 1 so that
{

f(X(t0)) ≤ f(x0) + c1t0〈∇Gf(x0), d0〉,

〈∇Gf(X(t0)), d0〉 ≥ c2t0〈∇Gf(x0), d0〉.

Note that the Riemannian exact line search and the Riemannian Wolfe
rules correspond to apply the exact line search and the Wolfe rules to the
dual problem, respectively; see for instance [25, Chapter 3] for a concise
exposition about there rules. Hence, it is not difficult to see that under
(H0) these rules are well defined; we refer the reader to [25, Lemma 3.1].

On the other hand, we can also present an adapted version of the Zou-
tendijk theorem of convergence.
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Proposition 5.2. Suppose that (H0) holds and let x0 ∈ Ω. Consider the
sequence given by (14) with dk a descent direction for f on (Ω, G2) at xk
and tk is chosen with the Riemannian Wolfe rule. Then ∇Gf(xk) → 0 as
k → +∞ provided that

a. there exists δ > 0 such that

cos θk = −
〈∇Gf(xk), dk〉

|∇Gf(xk)||dk|
> δ, ∀k ∈ N.(15)

b. x 7→ ∇Gf(x) is Lipschitz in the following sense: ∃L > 0 so that
∀x, x′ ∈ {x ∈ Ω | f(x) ≤ f(x0)} we have

|∇Gf(x)−∇Gf(x
′)| ≤ L distΩ(x, x

′).(16)

Proof. By Proposition 4.1 and Corollary 3.1 we get that (16) implies that
y 7→ ∇ϕg(y) is L-Lipschitz on {y ∈ R

n | ϕg(y) ≤ f(x0) = ϕg(y0)}. Since
the Riemannian Wolfe rule corresponds to apply the Wolfe rule on the dual
problem, we have that the so-called Zoutendijk condition holds for the dual
function ϕg; see for instance [25, Theorem 3.2]. Therefore,

∞
∑

k=0

(

〈∇ϕg(yk), dk〉

|ϕg(yk)||dk|

)2

|∇ϕg(yk)|
2 < +∞.

Finally, by (15) and Proposition 4.1 we get that

∞
∑

k=0

|∇ϕg(yk)|
2 < +∞.

Hence, in particular ∇Gf(xk) = ∇ϕg(yk) → 0 as long as k → +∞. �

5.4. Convexity properties and value convergence. In this section we
investigate the special case when the function f is convex on (Ω, G2) in the
Riemannian sense as in Definition 2.3.

In the case of squared Hessian Riemannian manifolds, the convexity of f
on (Ω, G2) yields to the convexity (in the classical sense) of dual function
ϕg. Indeed, by (6) we have an expression for every geodesic on Ω

{

γxy(t) = ∇g∗(∇g(y) + t(∇g(x)−∇g(y))),

γxy(0) = x ∈ Ω and γxy(1) = y ∈ Ω.

Then, since f = ϕg ◦ ∇g and if we set u = ∇g(x), v = ∇g(y) we have

f ◦ γxy(t) = ϕg(v + t(v − u)).

Moreover,

tf(y) + (1− t)f(x) = tϕg(v) + (1− t)ϕg(u),

so ϕg is convex in classical sense on Ω∗.
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Remark 5.4. Consider f as in Remark 4.2 and Ω = (0,+∞) × (−π
2 ,

π
2 ).

We also take g(x1, x2) = x1 log x1 − x1 +
1
2 tan

2 x2 as well. In this case, f

is convex on the Riemannian manifold (Ω, G2), because its dual function is

ϕg(y1, y2) =
1

2
y21 + exp y2, (y1, y2) ∈ Ω∗ = R

2.

In this case the theorem of convergence is stated as follows.

Theorem 5.1. Let f be convex on (Ω, G2) in the Riemannian sense. Let
{xk} the sequence induced by (14) starting from x0 ∈ Ω. Assume that (H0)
holds and that x 7→ ∇Gf(x) is Lipschitz on the level sets of f . Take tk ∈
[0, hmax] with 0 < hmax <

2
L
and

∑

tk = ∞ where L is the Lipschitz constant
of [f ≤ f(x0)] and consider the steepest descent direction in (14).

a. Then f(xk) → infΩ f as long as k → ∞.
b. If argmin f ∩Ω 6= ∅, then the sequence induced by (14) converges to

x∞ ∈ argmin f ∩ Ω.

To prove the previous theorem we need to recall a convergence result for
the gradient method in the convex case; see, for instance [12].

Lemma 5.1. Let Ω∗ ⊆ R
n be nonempty, open and convex. Let ϕg ∈ Γ0 (R

n)
be such that ϕg|Ω∗ ∈ C1(Ω∗). Suppose that ϕg is bounded from below and
that ∇ϕg is Lipschitz on the level sets of ϕg. Let {yk} ⊆ Ω∗ be a sequence
such that {ϕg(yk)} is nonincreasing and

yk+1 = yk − hk∇ϕg(yk), k ∈ N,

starting from y0 ∈ R
n, hk ∈ [0, hmax] with 0 < hmax <

2
L
, where L is the

Lipschitz constant of [ϕg ≤ ϕg(y0)] and
∑

hk = ∞. Then

a. ϕg(yk) → infΩ∗ ϕg as long as k → ∞.
b. If argminΩ∗ ϕg 6= ∅, ∃y∞ ∈ argminΩ∗ ϕg such that yk → y∞.

Proof of Theorem 5.1. Recall that by (H0) Ω∗ = R
n. Hence, by the hy-

pothesis on the statement, ϕg ∈ C1(Rn) and is also convex. Moreover, ϕg is
L-Lipschitz continuous on level sets of ϕg, indeed, we know that

distΩ(x, y) = |∇g(x)−∇g(y)|,

and so

|∇ϕg(u)−∇ϕg(v)| = |∇Gf(∇g
∗(u))−∇Gf(∇g

∗(u))|

≤ L distΩ(∇g
∗(u),∇g∗(v))

≤ L|u− v|.

Therefore, by Proposition 5.1, ϕg(yk) → inf ϕg that implies the first conclu-
sion. Besides, if argmin f ∩ Ω 6= ∅ then S := argminϕg 6= ∅. Hence, there
exists y∞ ∈ S such that yk → y∞, and consequently xk is a minimizing
sequence for (P), which in addition converges to x∞ := ∇g∗(y∞). �
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6. Application to Optimal Control problems.

In this section we present an application to an infinite dimensional opti-
mization problem with dynamics constraints. We consider an optimal con-
trol problem of Mayer type with convex state constraints.

It is well known that, unless some compatibility condition between con-
straints and dynamics holds, the Value Function has not enough regularity,
or can fail to be the unique constrained viscosity solution of a Hamilton-
Jacobi-Bellman equation. In this section explore the fact that the origi-
nal optimal control problem can be transported into an unconstrained one,
and we use this to characterize the original Value Function in terms of the
Hamilton-Jacobi-Bellman equation. We want to emphasis that the class of
systems of concern do not satisfy either the IPC or the OPC.

Consider the differential inclusion
{

Ẋ(t) ∈ F (X(t)) a.e. t ∈ [τ, T ],

X(τ) = x,
(17)

where T > 0 is the final horizon, τ ∈ [0, T ] is the initial time and F : Rn ⇒

R
n is a set-valued map called the dynamics. Under mild hypothesis, for any

x ∈ R
n, the differential inclusion (17) admits solutions in the space of the

absolutely continuous functions; see for instance [3, Chapter 2]
We are interested in optimal control problems where the arcs of (17) are

confined to a closed state constraints set. We are specially concerned with
sets that are the closure of a nonempty open convex set Ω, that is,

X(t) ∈ Ω, ∀t ∈ [τ, T ].(18)

We denote by SF
Ω
(τ, x) the set of absolutely continuous functions satisfying

(17) and (18) with initial condition X(τ) = x.
Let f : Rn → R ∪ {+∞} be a given function. Thus, the Mayer problem

associated with the state-constrained control systems (17)-(18) is

V (τ, x) := inf
{

f(X(T )) | X(·) ∈ SF
Ω
(τ, x)

}

, ∀(τ, x) ∈ [0, T ]× Ω.(19)

Where V : [0, T ] × Ω → R ∪ {+∞} is the Value Function related to the
Mayer problem (19) that satisfies

V (T, x) = f(x), ∀x ∈ Ω.

Let us see some properties of the Value Function.

Proposition 6.1. Suppose that f : Rn → R∪{+∞} is lower semicontinuous
on Ω and that F : [0, T ]× R

n ⇒ R
n satisfies



















i) F (x) is nonempty compact and convex, ∀x ∈ Ω.

ii) x 7→ F (x) has closed graph on Ω.

iii) ∃cF > 0 such that ∀x ∈ Ω

max{|v| | v ∈ F (x)} ≤ cF (1 + |x|).

(20)
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If V (τ, x) ∈ R then there exists an optimal trajectory x̄ ∈ SF
Ω
(τ, x). Further-

more, the V : [0, T ]× Ω → R ∪ {+∞} is lower semicontinuous.

Proof. Let (τ, x) ∈ [0, T ]×Ω. Suppose that V (τ, x) ∈ R and let {εk} ⊆ (0, 1)
be a sequence such that εk → 0 as k → +∞. Thus for each n ∈ N, there
exists an absolutely continuous function Xk(·) ∈ SF

Ω
(τ, x) for which

f(Xk(T )) ≤ V (τ, x) + εk.(21)

By (20) and the Gronwall’s Lemma, {Xk} is uniformly bounded on [τ, T ]

and {Ẋk} is dominated by a function in L1([τ, T ];Rn). Thus, by [3, Theo-
rem 0.3.4], we derive that there exist a function X ∈W 1,1([τ, T ];Rn) and a
subsequence, still denoted by Xk, which converges uniformly to X on [τ, T ]

and Ẋk converges weakly to Ẋ in L1([τ, T ];Rn). Then, by (20) and the Con-
vergence Theorem [3, Theorem 1.4.1] we get that X ∈ SF

Ω
(τ, x). Therefore,

taking the limit inferior in (21), using the lower semicontinuity of f we get
that X is a minimizer.

Let {(τk, xk)} ⊆ [0, T ] × Ω converging to some (τ, x). Without loss of
generality we can restrain our attention to the case V (τk, xk) ∈ R. By the
previous part, there exists Xk ∈ SF

Ω
(τk, xk) so that

V (τk, xk) = f
(

Xk(T )
)

.(22)

Assume that τ ≥ τk for every n ∈ N. Otherwise, we can extend the trajec-
tory Xk on the interval [τ, τk). Using the same argument as in the first part,
there exists X ∈ SF

Ω
(τ, x), such that Xk → X uniformly in [τ, T ]. Hence,

taking the limit inferior in (22), using the lower semicontinuity of f and the
definition of the Value Function we conclude the proof. �

6.1. Dual optimal control problem. Suppose that there exists g ∈ Γ0(R
n)

for which (Ω, g) is a Legendre zone consistent pair such that (Ω, G2) is a
complete Riemannian manifold.

Take x ∈ Ω and τ ∈ [0, T ]. Let X(t) be a solution of (17) that satisfies
X(t) ∈ Ω for any t ∈ [τ, T ]. Then the arc t 7→ Y (t) := ∇g(X(t)) is a solution
of the differential inclusion

{

Ẏ (t) ∈ Φg(Y (t)) a.e. t ∈ [τ, T ],

Y (τ) = y,
(23)

where y = ∇g(x) and Φg(y) =
[

∇2g∗(y)
]−1

F (∇g∗(y)).

Remark 6.1. Let Ω be given and suppose that there exists a Legendre func-
tion g ∈ Γ0(R

N ), together with two matrices A and B of dimensions n× n

and n×m, respectively, for which

∇2g(x)F (x) = {A∇g(x) +Bu : u ∈ [−1, 1]m}, ∀x ∈ Ω.

Then in this case we get that the dual differential equation (23) is a linear
system because

Φg(y) = {Ay +Bu : u ∈ [−1, 1]m}, ∀y ∈ R
N .
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Furthermore, if there exist two vector fields F1, F2 : R
n → R

n so that

∇2g(x)F (x) = {F1(∇g(x)) + F2(∇g(x))u : u ∈ [−1, 1]m}, ∀x ∈ Ω,

the dual differential equation (23) is a control affine system.

Similarly as done earlier, we denote by SΦg(τ, y) set of absolutely contin-
uous functions satisfying (23) with initial condition Y (τ) = y.

Remark 6.2. Clearly, we can associate to any solution to (23) a solution
to (17) by means of the isometry ∇g(·). Moreover, that solution lies in Ω,
the interior of the state constraint. Note that the converse is also true.

Whenever (Ω, G2) is a complete Riemannian manifold, by Corollary 3.2,
Y (·) dwells in Ω∗ = R

n, and so we can associate to (23) an unconstrained
Mayer problem in the following way:

Wg(τ, y) := inf
{

ϕg(Y (T )) | Y (·) ∈ SΦg(τ, y)
}

, ∀(τ, y) ∈ [0, T ]× R
n,(24)

where ϕg is given by (11) and Wg : [0, T ] × R
n → R ∪ {+∞} is the Value

Function associated with the Mayer problem (24).
By remark 6.2, we see that V (τ, x) ≤ Wg(τ,∇g(x)) for any x ∈ Ω and

without additional hypotheses we can not expect the equally. However,
under an interior approximation hypothesis it is possible to obtain it.

Proposition 6.2. Suppose that the Riemannian manifold associated with a
Legendre zone consistent pair (Ω, g) is complete. Assume that f is uniformly
continuous of modulus ωf (·) and that the following holds:











∀ε > 0, ∀τ ∈ [0, T ], ∀x ∈ Ω, ∀X(·) ∈ SF
Ω
(τ, x)

∃Xε(·) ∈ SF
Ω
(τ, x) such that:

Xε(t) ∈ Ω, ∀t ∈ [τ, T ] and |X(T )−Xε(T )| ≤ ε.

(H1)

Let V and Wg be the Value Functions of (19) and (24) respectively. Then

Wg(τ,∇g(x)) = V (τ, x), ∀(τ, x) ∈ [0, T ]× Ω.

Remark 6.3. An interior approximation hypothesis is a quite natural hy-
pothesis in the convex context where we are working in. This hypothesis does
not require the existence of solutions for any initial state, so in particular,
(H1) may hold even if Ω is not a viable domain for the dynamics F . For a
stronger sufficient condition for (H1) to hold we refer to [7, Theorem 3.2].

Proof. If V (τ, x) = +∞, by Remark 6.2 we get that Wg(τ,∇g(x)) = +∞.
Assume that V (τ, x) < +∞ and take {εk} ⊆ (0, 1) a sequence such that

εk → 0 as k → +∞. Thus, for any n ∈ N, there exists Xk(·) ∈ SF
Ω
(τ, x) for

which

f(Xk(T )) ≤ V (τ, x) + εk.

Besides, by (H1), for any n ∈ N there exists X̃k(·) ∈ SF
Ω
(τ, x) such that

X̃k(t) ∈ Ω, ∀t ∈ [τ, T ] and |X̃k(T )−Xk(T )| ≤ εk.
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Hence

f
(

X̃k(T )
)

≤ f(Xk(T )) + ωf (εk) = V (τ, x) + εk + ωf (εk) .

Moreover, since Ỹk(·) := ∇g
(

X̃k(·)
)

∈ SΦg(τ,∇g(x)),

f
(

X̃k(T )
)

= ϕg

(

Ỹk(T )
)

≥Wg(τ,∇g(x)) ≥ V (τ, x).

So, letting k → +∞, we get the desired equality.
�

The importance of the previous result relies in the fact that for optimal
control without state constraints the Value Function can be characterized
as the unique solution to a Hamilton-Jacobi-Bellman equation. In this case
the corresponding equation related to (24) is written as

υτ +H (y, υy) = 0, (τ, y) ∈ (0, T )× R
n,(25)

υ(T, y) = ϕg(y), y ∈ R
n.(26)

where H : Rn × R
n → R is given by:

H(y, p) := sup {− 〈w, p〉 | w ∈ Φg(y)} .

Remark 6.4. The Hamiltonian can be written in term of the original dy-
namics F as follows

H(y, p) := sup
{〈

∇2g(∇g∗(y))w, p
〉

| w ∈ F (∇g∗(y))
}

.

Solutions to (25) are understood in the so called viscosity sense introduced
by Crandall and Lions; see for instance [5, Chapter 3]. We mention also that,
solutions to (25) can be understood in other equivalent senses; we refer to
[14, Chapter 4.7] or [32, Chapter 12] for a more detailed discussion.

Recall the definition of the viscosity subgradients and supergradients in
Definition 4.1. We make precise the notion of viscosity solution.

Definition 6.1. A continuous function υ : [0, T ] × R
n → R is a viscosity

solution to (25) if

θ +H(y, ζ) ≤ 0, ∀(τ, y) ∈ (0, T )× R
n, ∀(θ, ζ) ∈ ∂Dυ(τ, y),

θ +H(y, ζ) ≥ 0, ∀(τ, y) ∈ (0, T )× R
n, ∀(θ, ζ) ∈ ∂Dυ(τ, y).

We are interested in providing a characterization of the auxiliary Value
Function Wg as the unique viscosity solution in the sense of the previous
definition. For this purpose we are going to study a particular type of
controlled systems that exhibits an absorbing property at the boundary.

Proposition 6.3. Consider the state-constrained control system (17)-(18)
and assume that (20) holds and that f is continuous.
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Suppose that there exists g ∈ Γ0(R
n) such that (Ω, G2) is a complete

Riemannian manifold. We assume that the control system (17)-(18) is ab-
sorbing at ∂Ω in the sense that

max
v∈F (x)

|v| ≤ cF

(

1 + |∇g(x)|

|∇2g(x)|

)

∀x ∈ Ω.(27)

We also assume that F satisfies a Lipschitz-like property for the riemannian
distance, that is, ∀R > 0, ∃LR > 0 so that

∇2g(x)F (x) ⊆ ∇2g(x̃)F (x̃) + LR distΩ(x, x̃)B, ∀x, x̃ ∈ Ω ∩ B(0, R).(28)

Then Wg is continuous and it is the unique viscosity solution to (25)-(26).

Remark 6.5. We say that (27) is an absorbing property at the boundary of

Ω because we can extend the function ω(x) =
1 + |∇g(x)|

|∇2g(x)|
in a continuous

way up to Ω by setting ω(x) = 0 whenever x ∈ ∂Ω and so F (x) = {0} on
∂Ω. The extension is justified by the Fundamental Theorem of Calculus.

Proof. Since (20) holds, we can check that Φg(·) has nonempty convex com-
pact images on R

n. By the absorbing property (27), we have that Φg(·) has
linear growth on R

n and by (28) we have that it is locally Lipschitz. So by
[14, Proposition 4.7.10] we get the desired result. �

Theorem 6.1. Suppose the same assumptions as in Proposition 6.3 with f
uniformly continuous. Then V is uniformly continuous on Ω and it is the
unique viscosity solution of

Vτ + min
v∈F (x)

〈v, Vx〉 = 0, (τ, x) ∈ (0, T )× Ω,

V (T, x) = f(x), x ∈ Ω.

Proof. First of all, note that (H1) holds. Indeed, since under our assump-
tions Φg(·) has nonempty convex compact images on R

n, it has linear growth
and is locally Lipschitz, the set of trajectories SΦg(τ,∇g(x)) is nonempty
for every (t, x) ∈ [0, T ]× Ω. Let Y0(·) ∈ SΦg(τ,∇g(x)), notice that

X0(·) = ∇g∗ ◦ Y0(·) ∈ SF
Ω
(τ, x) and X0(t) ∈ Ω, ∀t ∈ [τ, T ].

Let ε > 0 and X(·) ∈ SF
Ω
(τ, x). Let σ = |X0(T ) − X(T )| and assume first

that σ ≥ ε. Consider Xε : [τ, T ] → R
n given by

Xε(t) =
ε

σ
X0(t) +

1− ε

σ
X(t), ∀t ∈ [τ, T ].

Notice that Xε is an absolutely continuous arc that dwells in Ω. Fur-
thermore, since F is convex-valued Xε ∈ SF

Ω
(τ, x) and by construction,

|Xε(T )−X(T )| ≤ ε, so, as stated earlier, (H1) holds.
If σ < ε it is enough to take Xε = X0. Therefore, (H1) holds as well.
By Proposition 6.2 we have that V (τ, x) = Wg(τ,∇g(x)) on [0, T ] × Ω.

Furthermore, by Proposition 4.2 we get that (θ,∇g(x)ζ) ∈ ∂DV (τ, x) if
and only if (θ, ζ) ∈ ∂DWg(τ,∇g(x)). A similar relation also holds for the
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viscosity superdifferential of V and Wg. Hence, the characterization of the
Value Functions is a direct consequence of Proposition 6.3. �
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