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Abstract. Many model checking methods have been developddpplied to
analyze cryptographic protocols. Most of them caalyze only one attack
trace of a found attack. In this paper, we propmsery simple but practical
model checking methodology for the analysis of twgpaphic protocols. Our
methodology offers an efficient analysis of allaak traces for each found
attack, and is independent to model checking tollsontains two novel
techniques which are on-the-fly trace generatioth xtual trace analysis. In
addition, we apply our method to two case studigsiclv are TMN
authenticated key exchanged protocol and Micaldet@act signing protocol.
Surprisingly, it turns out that our simple methadviery efficient when the
numbers of traces and states are large. Also, wedfanany new attacks in
those protocols.

Keywords: Formal methods for cryptographic protocols, Modakaking,
Cryptographic protocols.

1 Introduction

Cryptographic protocols are protocols which useptographic techniques to achieve
certain tasks while preventing malicious partiesattack the protocols. There are
many applications of cryptographic protocols, foxample, authenticated key
exchange protocols, web security protocols, e-paymprotocols, e-banking

protocols, e-voting protocols, etc.

The design and analysis of cryptographic protoaoésdifficult to achieve because
of the increasingly attacking capabilities and tbemplex requirement of the
applications. Attacks in many cryptographic proiecbave been found later after
they have been designed [1, 2] and even implemesgedi3, 4]. Thus, it requires a
method to analyze all possible attacks to the pmto Such kind of method would
offer a comprehensive understanding of all vulniiteEds of protocols and certainly
would help in developing a better protection foerth Note that in this paper we
focus on only message replay attacks [5].



Many model checking methods [6-16] have been dgezland applied to analyze
cryptographic protocols. Most of them can analyaly @ne attack trace of a found
attack. In fact, all of them emplaff-the-flytrace generation technique. It means that
after a state space is generated either partiallylly and an attack state is found, an
attack trace is then computed. This kind of traeeegation is calledff-the-flysince
the trace computation occurs after the state spagenerated. An attack trace is
constructed by searching for a path from an ingiate to an attack state. Since the
searching for all paths between two states is ewhg time-consuming, only one path
is searched, instead, in most methods. Howeverarlhaéysis of single attack trace is
rather limited since one path or one attack trag@esents only one way amongst
many possible ways to carry out an attack. In &diafter one attack trace is found,
avisualizationtechnique is normally employed to illustrate andlgze the attack, for
example, message sequence charts [31] and graptis.viBualization technique can
provide an intuitive analysis of a single attackce. However, when the number of
traces is large, for example thousands, it is baahalyze them by visualizing, eg. to
classify them into groups.

In this paper, we propose a very simple but prattitodel checking methodology
for the analysis of cryptographic protocols. Ourtmogology offers an efficient
analysis of all attack traces for each found afteahd is independent to model
checking tools. The study of all attack traces éndficial since it offers a deep
understanding on all attackers’ capabilities to poymise a system. Our method
contains two novel techniques which arethe-flytrace generation artéxtualtrace
analysis. In our method, while a state space i®gged, attack traces for states are
computed at the same time and stored at the dtaeselves. We call in-the-fly
trace generation since the trace computation oaiurse same time as the state space
computation. Thus, after the whole state spaceispated and an attack is found,
then attack traces for the attack can be extrafrted attack states of the attack
immediately. Thus, all attack traces can be compuwiry efficiently without any
path searching. This technique provides a big imgmeent in the computation time
for all attack traces when the number of attackeasaand the number of states are
large.

The number of attack traces obtained can be qaitgel For example, we found
1,020 traces for an attack in the TMN protocol. We,proposdextualtrace analysis
technique to classify such large number of attaekes. Those attack traces are
classified by using attack patterns. Attack patteare minimal but necessary protocol
traces for an attack. Attack traces that contaenghme attack pattern are classified
into the same group of attack traces. While theetbgpment of an attack pattern is
manual, the attack classification is automatic. lBng our two new techniques,
protocol designers could obtain a deep and thoreungttysis of all possible attacks to
cryptographic protocaols.

To demonstrate the practical uses of our approaetgpply our new methodology
to two case studies which are Micali's contractngig protocol (ECS1) [17] and
TMN authenticated key exchange protocol [18]. Welement our methodology in a
model checker tool called CPNTools [19,20]. Not&t tBPNTools originally provides
the off-the-fly trace generation only. Then, we compare the eddtween ouon-
the-fly trace generation and theff-the-fly trace generation both in CPNTools.
Surprisingly, it turns out that oun-the-flytrace generation is more efficient than the



off-the-flytrace generation when the numbers of traces aelssare large. For TMN,
our result shows that when the numbers of statdstraices are 74,244 and 13,056,
respectively, our method improves on the computatiimes for 6,777 %. For ECS1,
our result shows that when the numbers of statdstraces are 235,564 and 7,032,
respectively, our method improves on the computaiimes for 116.75 %.

Because our method can analyze all attack tracedound many new attacks in
the two protocols in our previous works [21-24].rRAdicali’'s contract signing
protocol, we found one new single-session attadq ghd two new multi-session
attacks [22]. Also, we found three new attacks [@PBao et. al.’s modified version
of ECS1 [27]. For TMN protocol, we found two new Itigession attacks [24]. In
fact, our new attacks in TMN protocol are quitepsigingly since TMN have been
analyzed quite extensively [9, 11, 13, 18, 27-28lr preliminary results were
reported in [21-24], but this paper extends ourvimgs works by not only
generalizing them into the two new techniques, Whare theon-the-fly trace
generation and thdextual trace analysis, but also analyzing the comparative
performance between the two trace generation msthod

In section 2, we provide the background on Micai€S1 and TMN protocol. In
section 3, we compare our new method with existeigted works. In section 4, we
present our new CPN methodology and apply it taweecase studies.

2 Background

We use the following notations throughout the pafesR : M means that user S
sends message M to user R. JI@) represents party X’s signature on a message M
and we assume that M is always retrievable fromy@U}. The encryption of a
message M with party X's public key is denoted tNCx(M). Also, H(C) stands for
the hash of message C, angM) means symmetric encryption on message M by key
K. Note that a single session means the single utiec of the protocol whereas
multi-sessions mean the multiple and concurrent@ti@ns of the protocol.

2.1 TMN authenticated key exchange protocol (TMNJ18]

TMN is a cryptographic key exchange protocol forbif® communication system.
TMN allows user A to exchange a session key wittr by the help of server J. The
user A is called an initiator, but the user B ilatha responder. The detail of TMN is
described as follows.

1. A—J:(B,ENGKy) A

2. J>B:A

3. B—>J:(A ENGK4y)), B

4. J > A:B, Eq(Ka)

Where Ky, is an exchanged session key dfiglis A’'s secret which is used to
transport the session key at the last step. Natethie session key is created by user
B. In [18], it is suggested that the one-time pad &SA algorithm are used as the
underlying symmetric encryption and the public kegryption, respectively.



2.2 Micali’s contract signing protocol (ECS1) [1Y

Micali proposed an efficient optimistic fair exclggnprotocol for contract signing.
The protocol aims to ensure that two exchangingigsaget each other commitment
on an agreed contract or neither of them does.eTaer three kinds of parties in the
protocol : Alice as an initiator of the protocoblBas an responder of the protocol and
a third trusted party who resolves a dispute betwaéce and Bob during the
exchange.

We denote Alice, Bob and a trusted party by A, Bl &TP, respectively. It is
assumed that both Alice and Bob have already agyeedplaintext contract C before
the exchange. Alice is committed to contract C asiratiator if Bob has both
SIGA(C,Z2) and M where Z=ENg&r(A,B,M) and M is random. On the other hand,
Bob is committed to C as a responder if Alice hathbSIG(C,Z) and SIG(2).
However, there is no need for Alice to verify Zpimve Bob’s commitment.

The following is the detail of a slightly modifiedersion [25] of the original
protocol to strengthen the dispute resolution retjaestep (4).

Al: 1) A—B: SIGA(C,2)

B1: 2) B>A: SIG(C,2), SIG(2)

A2: If Bob’s signatures in step 2 are both valltgn

3) AB:M
B2: If Bob receives valid M such that Z=ENG(A,B,M)
then the exchange is completed
else Bob requests TTP to resolve a dispytad following step
4) B>TTP: SIG(C,2), SIG(C,2), SIG(Z)

To resolve the dispute, TTP performs the following.

TTP1: If both Alice’'s and Bob's signatures in step are valid and
Z:ENCTTP(A,B,M) then

5a) TTP>A: SIG(C,2), SIG(Z)
5b) TTP>B: M

3 Related works

3.1 Model checking for cryptographic protocols

Many model checking methods [6-16] have been dgeslcand applied to analyze
cryptographic protocols. All of them except for NRL5] and Proverif [16] can
analyze only one attack trace of a found attacKatn, all of them are based on the
off-the-flytrace generation which means that an attack ieacemputed after a state
space is generated either partially or fully. Tdféthe-fly trace generation for all
attack traces involves the searching for all paletween two states which is
extremely time-consuming. Indeed, the searchingafbpaths can be seen as a core
part of algorithms for solving the traveling salesmproblem which is known to be
NP-complete.



Avispa [6,7] is a research project which developsr fstate-of-the-art model
checking methods to verify cryptographic protocdleey provide high performance
analysis of protocols and a large number of prdsodeave been analyzed.
Surprisingly, they found some new attacks in somwqggols. In [8], Spin which is a
widely used model checker tool is employed to arelst cryptographic protocol. A
known attack to a protocol can be detected. FDRlwié a model checker for CSP
has been applied to analyze many cryptographicopotg in [9,10]. It can detect
many new attacks successfully in many protocols[1th12], Murphi which is a
general model checker has also been applied totagsgphic protocols, and it
discovered new attacks in some protocols. In [13-Retri nets-based model
checking methods are employed to analyze crypttigaprotocols, and they can
detect known attacks only. All of the model chegkmethods discussed so far can
analyze only one attack trace of a found attack.

There are two model checking methods which anafgaéiple attack traces of a
found attack, namely NRL [15] and Proverif [16]. I¢hNRL computes all attack
traces of a found attack, Proverif explores onsdrieed set of attack traces which
often contains only one trace. In fact, NRL is quibefficient partly due to the
computation of all paths in thef-the-flyapproach.

3.2 Analysis of TMN and ECS1

In [25], Bao et al. analyzed ECS1 manually and ébthree message replay attacks in
ECS1, and one attack in a simple modification ofSECThey also proposed an
improved ECS1 which can prevent all found attatik$26], Zhang and Liu applied a
manual model checking technique to analyze ECS®yTbund one new single-
session attack in Micali's ECS1 and two new mudgsion attacks in Bao et. al.’'s
modified version of ECSL1. In fact, their attacke atso independently discovered by
our method, but we found more attacks. In particuge found one new single-
session attack of Micali's ECS1, two new multi-sessattacks in Micali's ECS1 and
three new attacks of Bao’s modified version of E@8Dbf which cannot be detected
by Zhang and Liu’s method. Since Bao et. al.’s &hdng and Liu's methods are
done by hands, their analysis does not cover atdnckoughly.

TMN has been analyzed quite comprehensively. Ij, [$8nmon analyzed TMN
manually and found a multi-session attack by usirgghomomorphic property of the
underlying public key cryptographic algorithm. Ir27], three formal method
approaches, namely NRL, Interrogator and Inatestcfyptographic protocols have
been applied to TMN. Both NRL and Interrogator deta single-session attack.
However, Inatest can only reproduce Simmon'’s attatkll], Murp can reproduce
Simmon’s attack, and detect a new multiple sesattack. In [9], CSP/FDR is used
by Lowe and Roscoe to discover one new single eessitack and one new multi-
session attack. In [13], Al-Azzoni et. al. appli€®N to detect a variant form of the
attack found by Mup [11]. In [26], by using a manual model checkindnarig and
Liu found some variant forms of Lowe and Roscodiscks [9] in both a single
session and multiple sessions. Even though there b@en many analyses on TMN,
we found two new attacks on it.



4 Our Model

4.1 Our new methodology

In general, our model checking methodology for #mealysis of cryptographic
protocols consists of five steps which are (1) ot and attacker representation, (2)
state space and trace generation, (3) characterizand search for attack states, (4)
attack trace extraction and (5) attack trace diaasion. However, our new method
for computing all attack traces of a found attacktains two novel techniques which
are on-the-flytrace generation angéxtual trace analysis. While then-the-flytrace
generation is employed in steps 2 and 4,téxtual trace analysis is used in step 5.
We focus our discussion on the two techniques lsotexplain some relevant steps if
necessary. We discuss thie-the-flytrace generation first.

Assuming that a protocol and an attacker modetepyeesented. The representation
depends on a model checker approach. Then, a sfate is generated from the
representation. During the state space generatiben a state is generated, an attack
trace to the state is computed at the same timerendomputed trace is stored at the
state. This computation is the core of tirethe-flytrace generation. It is important to
notice that an attack trace of a state is storékeastate itself. Conceptually, an attack
trace for a state is constructed by simply extegcin attack trace stored in the
previous state. Thus, there is no need to alwayspote an attack trace from the
initial state, and such computation is vey expensiv

For simplicity, we assume that each state storés ame attack trace. Thus, our
state space in general may contain more numbetati#ssthan the state space in the
off-the-fly trace generation. A state which can be reachedwoydifferent attack
traces in theff-the-flymethod becomes two different states in our metfiodeduce
the size of a computed state space in our methe&d.employ a decomposition
technique. In particular, we define a configurattoncompute a decomposed state
space. In this paper, we consider the analysisulfi4sessions of protocol execution.
A configuration consists of the information for tpeotocol execution in a multi-
session setting, for example, the identities ofidtor and responder, the role of
attackers, secrets and nounces in each concuresstos, and a schedule of the
execution of the multiple concurrent sessions. Hobedule specifies that the
decomposed state space is computed for one altegnakecution of multiple
concurrent sessions of protocol runs only, insteddall possible alternating
executions. Exploring all possible alternating exems within a state space is
expensive and causes a huge state space. Howesecamv explore each attack
scenario, eg. a specific alternating execution gpecific initiator and responder, one
by one by computing a decomposed state space wjpkdafic configuration.

After the state space is obtained, attack statesdoh kind of attacks are searched
in the state space. An attack is characterized bylaerability event which is an
event potentially leading to a compromise of protec Vulnerability events are
protocol-dependent. There can be many attack statésh belong to the same
vulnerability event and thus the same attack. Wdreattack state is found in the state
space, an attack trace is extracted from the stateediately. By searching for all



attack states of the same attack, all attack tratése attack can be obtained without
any path searching. In other words, the computdtomll attack traces is reduced to
the searching for attack states which can be ddfigeatly. This on-the-fly trace
generation technique provides a big improvementhian computation time of all
attack traces when the number of attack tracestendumber of states are large.

The number of attack traces obtained can be qaitgel For example, we found
1,020 traces for an attack in the TMN protocol. We,proposdextualtrace analysis
technique to classify such large number of attaekes. Those attack traces are
classified by using attack patterns. Attack paieare minimal but necessary protocol
traces for an attack. The development of an afpattern is manual because an attack
pattern is protocol-dependent. In an attack pattsome parts of the protocol
messages are fixed due to the protocol specifitabiat others can be varied in some
ways.

While the development of an attack pattern is mhrtha attack classification is
automatic. Attack traces that contain the sameclatpattern are classified into the
same group of attack traces. As a result, a lamgsuat of attack traces is reduced to a
reasonable amount of attack patterns which areregsanalyze. Moreover, the attack
classification process is iterative in that whemeav attack pattern is found, it is used
together with the existing patterns to filter tle@naining attack traces. By using our
two new techniques, protocol designers obtain g de®l thorough analysis of all
possible attacks to cryptographic protocols.

Our two new techniques are independent to modetkihg tools. We implement
them in a model checker tool called CPNTools [1P,20riginally, CPNTools
provides theoff-the-flytrace generation only and the search mechanisrarfigrone
attack trace. We employ the simplest approach tplement theon-the-fly trace
generation in CPNTools by using a protocol repregem which records
incrementally a protocol trace by users and attackeo each state. Thextualtrace
analysis for attack classification is realized iPNITools by writing an ML-like
program to extract attack traces from attack staelsprocess them.

4.2 Our analysis for TMN

Our method for TMN. In this section, we discuss the assumptions ofpwatocol
analysis. We also describe vulnerability event3 N, and provide a definition of a
configuration of the protocol execution. Finallye wiscuss attack patterns.

Definition 1: The assumptions of the protocol execution

The following are the assumptions of the executibthe TMN protocol.

1. There are three users who are an initiator, a refgroand a server. And all the
users follow the protocol specification strictlydainonestly.

2. There is one attacker whose abilities are defiredvia

3. The underlying encryption is perfect in that nothioan be inferred from a
ciphertext without the knowledge of the correct K€lgis is known as Dolev and
Yao's assumption [29]. Also, we consider a gengrablic key encryption
scheme, instead of RSA algorithm.



4. We consider the execution of two concurrent sessidrihe protocol where such
execution can be performed in an alternating anmdsemjuential style.

5. Initiator and responder involve in one session pbiyt the server may involve in
more than one session.

6. In a session, there must be at least one authaseic

In assumption 5), the sessions that initiator aegbonder involve may not be the
same. In 6), it means that there is at least octérviuser in a session.

Definition 2 : The attacker abilities

The attacker in our model is capable of the folloyvi

1. The attacker can eavesdrop, modify and drop messaging the transmission
between users.

2. The attacker can send any message to a user.

3. The attacker can either initiate a new session ugtirs or take part in an existing
session with users.

4. The attacker can impersonate any user.

5. The attacker can perform any cryptographic computateg. encryption and
decryption, by using known keys, known messageskand/n ciphertexts with a
reasonable power.

6. The attacker does not attack himself.

7. There is at most one attacker who performs thelathility in 1) on a protocol
step in a session.

The assumptions 1) and 4) mean that the attackeaactaas an external observer or an
impersonator, respectively. In 7), any messageishegnt from an attacker will not be
modified further by any other attacker.

Attack states are characterized by vulnerabilitgrgés. For the TMN protocol,
there are two basic vulnerability events whichseeret disclosure by an attacker and
session key commitment by initiator and responBaised on the two basic events,
the following combined and interesting vulnerapiivents can be created.

Definition 3 : The combined and interesting vulnerability egent
There are three combined vulnerability events.
1. The attacker learnKy;, and Ky, and both A and B commit orKy,

[K abs Kaj][K ab][K ah]

2. The attacker learni§,, andKy, and A is fooled to commit ol§; but B commits
onKap. (Ko K] [K ][K ad]

3. The attacker learns,, andK, and A is fooled to commit oK, but B commits
onKgp. [K ab Kaj][K aj][K ah]

We use the notatiofKB][KB,][KB ;] to describe each combined vulnerability
event where KB stands for keys that are known by the attacked, KB, and KB;
stands for keys that are committed by users A anc&pectively, at the completion
of the protocol.

In the combined event 1, the attacker learns &t kkommunication between A and
B, because the attacker obtains the session kexebptA and B. Lowe and Roscoe’s



multi-session attack [9] belongs to this event. Thenbined events 2 and 3 are our
new attacks. The result of the events 2 and 3 easebn as a kind of timan-in-the-
middle attacks where the attacker situates between ABard event 2, the attacker
can impersonate B to A by using kKi€y while the attacker can impersonate A to B by
using keyKa,. Then, the attacker learns the later communicatiemveen A and B.
The event 3 is similar to the event 2, but B impeegion to A is done by using key
Ka-
]In the following, we provide the definition of a miiguration for computing a
decomposed state space for TMN protocol.

Definition 4 : A configuration of the state space computatmmTiMN
A configuration of a decomposed state space coripataonsists o{(S,, S,...,9),
Sch, Tr)and§ = (s,I,R,T,K,N)for 1<i < n wheren is the number of sessions, and
1. Sis a session information for theh session which consists of
1.1. sis a session identity
1.2. I, R and T are identities for an initiator, a responder andseaver,
respectively.
1.3. K is keys for each party (including attacker) whimimsists of a pair of
public and private keys, and a shared key withezifip party
1.4. Nis nounces used by each party
2. Schis a multi-session schedule which contains a §ipeadternating execution of
multiple concurrent sessions of protocol runs
3. Tris alist of attack traces and their vulnerabitityents

In the configurationg andSchare input parameters for the state space compntati
while Tr is the output from the state space computatiothitnpaper, we consider the
multi-session schedule for thman-in-the-middleattack [30] where the attacker
participates in two sessions and replays messageg&én them synchronously.

We consider the following four configurations ofadwoncurrent sessions which
are all possible configurations regarding to ousuagptions. Note that in the
configurationsK, N, SchandTr are omitted for simplicity.

1. (1,A,B,J) &(2,In,In,J)
2. (1,AInJd) &(2,In,B,J)
3. (1,In,B,J) &(2,A,In,J)
4. (1,In,In,J) & (2,A,B,J)

There are two roles of our attacker which are atererl observer and an
impersonator. In configuratiofi,A,B,J) the attacker behaves explicitly as an external
observer on the communication amongst A, B anad {1,A,In,J)and(1,In,B,J),the
attacker explicitly impersonates B and A, respetyivBut in any configuration, the
attacker can impersonate implicitly any users atiogrto our attacker model.

In TMN, an attack pattern for a session consisttheffour protocol steps where
ciphertexts in steps 1, 3 and 4 are of approptigtes of encryption and they are
obtained from any plaintexts. But identities otiatior in step 2 and responder in step
4 are fixed to A and B, respectively. Also, idelst of initiator and responder
between steps 1 and 3 must be consistent, buteamything. In fact, the important
parts of the attack pattern for TMN are ciphertartsteps 1, 3 and 4 since they
contains session and encryption keys that attackarg to disclose and to forge to



compromise the system, respectively. Thus, we haveattack pattern for each
possible plaintext of the ciphertexts in the thetaps. The following shows one attack
pattern of our new attack which corresponds tactitebined event 2.
1) A—InQ): (B, {Ky}PK-J), A
In(J)— J: (X2, {K}PK-J), X1

1) In(A) = J: (X4, {K}PK-J), X3

2) J—=In(B): X3

2) J—>In(B): X1

InB)-»B:A

3) B—>J: (X1, {KpnPK-J), X2

3) In(B) = J: (X3, {Ky}PK-J), X4

4) J —>1In(A) : X4, Ei(Ky)

4) J >In(A): X2, Ei(Kap)

In(A)— A : B, Eqj(Ki)

wherek; is attacker’s secret keys.

While 1) — 4) describe protocol steps in thesgssion, 1) — 4') indicate protocol
steps in the ¥ session.X1, X2, X3and X4 stand for arbitrary identities that the
attacker creates. In step 1), the message thahdsde J is modified by the attacker.
The original message is indicated Ay— In(J), but the modified message by the
attacker is indicated biy(J) — J. Also, the messages at steps 2) and 4) are madifie
by the attacker.

We found 10 attack patterns for each of the ev@ngsd 3 which are our new
attacks. The details of the attack patterns caioled in [24].

Performance. In the following, we compare the results between authe-flyand
the off-the-flytrace generation methods both of which are impfeetein CPNTools
model checker. The experiment is done by using avRCIntel Core2 Duo 2.33 Ghz
and 2 GB of RAM.

In table 1, we show the comparison of the sizeb@ftate spaces between the two
methods for the four configurations. In the confagions, session and server
identities are ignored. In the worst case the nurobstates and arcs in toa-the-fly
method are increased for 40.5 % and 37.9 %, raspBctHowever, in the best case
the number of states and arcs are increased fpr90BI% and 6.2%, respectively.

In tables 2 and 3, we compare the computation tiiorestate spacest{ and traces
(tr) in the two methods for two configurations. Taki®eand 3 are for the cases of the
large number and the small number of states, résphc The event 4 represented by
[Kal[K o][K 2] means that the attacker learns A’s secret and #@dab commit to A's
secret as a session key. The events R1 and RRarernaining vulnerability events
where the attacker leari, andK;, respectively. Note that in the events 2 and 3 in
table 3, information is omitted since no attackérés found for the events.

It is clear that ouron-the-fly method improves the total computation times
tremendously. When the numbers of states and trawesarge, for example in the
event R2 of table 2, it takes about 16 minutesOd $ec.) in our method, but about 19
hours (68,913 sec.) in thadf-the-fly method. When the numbers of states and traces
are small, for example in the event 4 of tablet3akes about 2 minutes in our
method, but about 11 minutes (5,376 sec.) iroffighe-flymethod.



Table 1. The comparison of the sizes of state spaces

On-the-fly Off-the-fly | Increment (%
Configurations| nodes arcs nodes arc$ nodes arcs
1. (A,B)(In,In) | 104,346 109,47¢ 74,244 79,344  40\5 7.93
2. (A,In)(In,B) | 73,806 77,568 55,656 59,780 32/6 829.
3. (In,B)(A,In) | 51,212 52,639 46,637 49,543 9.8 6.2
4.(In,IN)(A,B) | 34,160 | 35,095| 30,974 33,061 102 56/1

Table 2. The comparison of the computation times for corfijon (1,A,B,J) & (2,In,In,J)

Attack On-the-fly Off-the-fly Improvement
Events Traces Time (sec) Time (sec) %
st | tr | total| st tr total

1. Event 2 360 976 0 976 369 1839 2208 126
2. Event3 360 976 0 976 369 1774 2143 119.5¢
3. Event4 1,020 976 ( 976 369 5239 5608 474
4.EventR1| 8,226 | 976 10| 986 369 40028 403p7 4,039
5. Event R2| 13,056| 976] 26 1002 369 | 68544| 68913 6,777

Table 3. The comparison of the computation times for confijon (1,In,In,J) & (2,A,B,J)

Events Attack On-the-fly Off-the-fly Improvement
Traces Time (sec) Time(sec) %
st | tr| Total| st| tr total
1. Event 2 0 - - - - - - -
2. Event 3 0 - - - -

3. Event 4 360 12( 120 80 568 688 473.33
4.EventR1| 684 120/ O] 120| 80 1556 1,636 1,263.33
5.EventR2| 2,388 | 120] 1| 121] 80 5296 5,376 4,380

Indeed, oupn-the-flymethod requires more times for state space cortipuotdut
the off-the-flymethod requires more times for trace generatimwever, the time for
trace generation in theff-the-flyexceeds greatly the time for state space computati
in theon-the-flymethod. It should be noticed that in both tabldsen the number of
traces is increased, the time for trace generatiothe off-the-fly method grows
greatly, but the time for trace generation in o@tmod is almost constant.

4.3 Our analysis for ECS1

Our method for ECS1. Our method for the analysis of ECS1 is similarhattfor
TMN discussed previously. So, we discuss only ttenndifferences between them
here.

The assumptions of the protocol execution for EC8& similar to those
assumptions in definition 1 except for assumptiokdr ECS1, the same initiator and
responder may participate in more than one sesdida.assume two kinds of



attackersi andAr. The attacker is exactly the same as the attackediscussed in
definition 2. HoweverAr is different and is a malicious user who partitisain a
session and conspires with attackéry sharing some information. More specifically,
Ar can be either an initiator or a responder, butamogxternal observer. Note that one
attack found by Bao et. al. [24] involves these kirals of attackers.

There is one vulnerability event in ECS1 protocdiich is an unfair exchange
state. An unfair state means that one party, wheither initiator or responder, gets
another party commitment, but the latter does mottiye former commitment. There
are two unfair states.

— The initiator has the responder’'s commitment, bettesponder does not have
the initiator's commitment.

— The responder has the initiator's commitment, hatibitiator does not have the
responder’'s commitment.

We found one new single-session attack and two mauti-session attacks of

Micali's ECS1, and three new attacks of Bao’s miedifversion of ECS1. The details
can be found in [22].

Performance. In the following, we compare the results betweea tiivo methods
implemented in CPNTools. The experiment is doneubiyng a notebook computer
with Intel Core2 Duo 2 Ghz and 3 GB of RAM.

Table 4. The comparison of the sizes of state spaces

Configuration On-the-fly Off-the-fly Increment %
nodes Arcs nodes arcs noge argc
1.(1,Ar,c1,mil1)(l,B,c1,mi2) 235564 235563 235564 288 0 0
2.(1,B,c1,mil1)(l,Ar,c1,mil) 118774 119049 1187714 Q49 0 0
3.(1,B,c1,mil)(Ar,l,c1,mi2) 92498 92497 9249§ 92497 0 0
4.(Ar,l,c1,mil)(1,B,c1,mi2) 86470 86469 85582 857051.03 | 0.89
5.(1,B,c1,mil)(l,B,c2,mi2) 70082 70081 68509 68629 29| 2.11
6.(1,B,c1,mil) (Ar,l,cl,mil) 68694 68693 68110 681730.85 | 0.76
7.(1,B,c1,mil) (Ar,l,c2,mil) 68694 68693 68110 681730.85| 0.76
B
0]

8.(1,B,c1,mi1)(I,B,c1,mil) 48728| 49355 3882 39488 525 24.9
9.(A,B,cl,mal)(l,Ar,c2,mil) | 34930] 34929 3493 34929 0 0

In table 4, we show the comparison of the sizeth®fstate spaces between time
the-fly and the off-the-fly trace generations for some configurations. Each
configuration consists of the information of twoncarrent sessions, and each session
is represented bff,,i»,c,m)wherei; andi, are identities for initiator and responder,
is a contract andth is the random. The table shows that in most csesumber of
states and arcs in the two methods are identicalveider, in the worst case the
number of states and arcs are increased for onty%@5and 24.9%, respectively.

In table 5, we compare the computation times fatesspacesSf) and tracesT()
in the two methods for the same configurationsaddet4. The attack traces in the
table are for the two unfair states in the vulnditstevent.

It is clear that oupn-the-flymethod improves the total computation times gyeatl
when the number of states and traces are largpaiticular, for the best case the



improvement is 116.75%. However, when the numbetatks and traces are small in
some cases, for example in the configuration 9 lwhimntains 34,930 nodes, tbe-
the-fly method performs better. Note that when the nunmidfeattack traces is
increased, the time for trace generation inafighe-flymethod grows greatly, but the
time in our method grows very slowly.

Table 5. The comparison of the computation times

attack On-the-fly Off-the-fly Improve-
Configuration| traces Time (sec) Time(sec) ment %
St Tr | Total St Tr Total

1.0,An(1,B) | 7,032 9863] 307 10,17p 709D 14954 22,04 116.75
2.(B)(,A) | 2,664 | 2871 139 3,01 1865 3096 4,961 4.98
3.(B)Arl) | 3648 | 1721] 114 1,839 994 1563 2,557  3a9.
5
7

4(Ar1)(1,B) | 4104 | 1548] 125§ 1,673 863 1565 2,428  145.
5.(1,B)(,B) 1272 | 1091 133 1,224 694 1207 1,901  55.31
6.(1.B) (Ar,) | 1,876 1077] 88] 1,16 693 663 1,356 3m6.
7.(B) (Ar,) | 1,876 1077] 184 1,259 6424 714 1,356 7 7.
8.(1,B)(1,B) | 1,116] 610| 42| 652| 251 414 664 1.99
9.(AB)(L,A) | 1,210 740| 41| 781| 186] 256 427 -76.60

Similar to the result in the analysis of TMN, aun-the-flymethod requires more
times for state space computation, but dffethe-fly method requires more times for
trace generation. But here there is a case whiatcanfiguration 9 where the time for

trace generation in thaff-the-flydoes not exceed the time for state space compntati
in our method.

5 Discussion

According to the results obtained, we argue that oun-the-fly method is
complementary to theff-the-flymethod, and should be used to deal with the aase f
a large state space and a large number of attem&sst Similarly, outextual trace
analysis is also complementary to visualizatiorfitégue in that when the number of
traces is large, it is more suitable to employtthe@ualtrace analysis. However, when
the number of traces is very small, visualizatiechnique can provide some intuitive
illustration of the traces.

It is true that ouron-the-fly trace generation method requires more amount of
memory than theoff-the-fly method. In particular, each state in our method is
augmented with an attack trace. Moreover, a stdtehwcan be reached by two
different attack traces in theff-the-fly method becomes two different states in our
method. However, theff-the-fly method also requires a large amount of memory to
store and process attack traces during the pathhseg for all attack traces. But our
method avoids the complex path-searching computatiod speeds up the whole
computation time.

We hope that our very simple method would be uskfulother applications of
model checking for the analysis af errors in any system. As a future work, we aim



to optimize our method for the memory requirememtg to apply our method to
analyze for other cryptographic protocols.

6 Conclusion

In this paper, we propose a very simple but prattitodel checking methodology for
the analysis of cryptographic protocols. Our methogy offers an efficient analysis
of all attack traces for each found attack, anddependent to model checking tools.
It contains two novel techniques which ame-the-fly trace generation antxtual
trace analysis. We apply our method to two casdiestu The result shows that when
the numbers of states and traces are large, olnoghét more efficient. In some case,
our method improves the computation time overdfii¢he-flymethod for 6,777%. In
addition, we found many new attacks in the two tgdies.
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