
HAL Id: hal-01055072
https://inria.hal.science/hal-01055072v1

Submitted on 11 Aug 2014

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Knowledge Mining Biological Network Models
Stephen H. Muggleton

To cite this version:
Stephen H. Muggleton. Knowledge Mining Biological Network Models. 6th IFIP TC 12 International
Conference on Intelligent Information Processing (IIP), Oct 2010, Manchester, United Kingdom. pp.2-
2, �10.1007/978-3-642-16327-2_2�. �hal-01055072�

https://inria.hal.science/hal-01055072v1
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Knowledge Mining Biological Network Models  
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Abstract:  In this talk we survey work being conducted at the Cen-

tre for Integrative Systems Biology at Imperial College on the use of 

machine learning to build models of biochemical pathways. Within 

the area of Systems Biology these models provide graph-based de-

scriptions of bio-molecular interactions which describe cellular ac-

tivities such as gene regulation, metabolism and transcription.  One 

of the key advantages of the approach taken, Inductive Logic Pro-

gramming, is the availability of background knowledge on existing 

known biochemical networks from publicly available resources such 

as KEGG and Biocyc. The topic has clear societal impact owing to 

its application in Biology and Medicine. Moreover, object descrip-

tions in this domain have an inherently relational structure in the 

form of spatial and temporal interactions of the molecules involved. 

The relationships include biochemical reactions in which one set of 

metabolites is transformed to another mediated by the involvement 

of an enzyme.  Existing genomic information is very incomplete 

concerning the functions and even the existence of genes and me-

tabolites, leading to the necessity of techniques such as logical ab-

duction to introduce novel functions and invent new objects. Moreo-

ver, the development of active learning algorithms has allowed 

automatic suggestion of new experiments to test novel hypotheses. 

The approach thus provides support for the overall scientific cycle of 

hypothesis generation and experimental testing. 
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Learning, particularly in the field of Inductive Logic Programming. 

Over the last decade he has collaborated increasingly with biological 

colleagues, in particular Prof Mike Sternberg, on applications of 

Machine Learning to Biological prediction tasks. These tasks have 
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