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Abstract. More and more mobile phones are equipped with multiple senstag to
This creates a new opportunity to analyzers’ daily behaviors and evolve mobile
phones into truly intelligent personal devices, which provide accurate
contextadaptive and individualized services. This paper proposed a MAST
(Movement, Action, and Situation over Time) model to exp&domg this direction
and identified key technologies required. The sensing results gathenedome
mobile phone sensors were presented to demonstrate the feasibilignabte
always sensing while reducing power consumption for mobile phoaes
independent sensor subsystem and a phone-cloud collaboratidel mere
proposed. This paper also ésttypical usage models powered by mobile phone
sensor based user behavior prediction.

Keywords: mobile computing, sensor, user behavior analysis, pattern prediction,
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1. Introduction

Sensors are essential components of mobile phones from the beginméngiajor
functionality of early mobile phones is voice call, for which the microplsemsor is
the input device. Later on, the camera sensor is integrated into mobile phones as a
must-have featureloday’s mobile phones are far different from a decade ago. More
and more sensors are integrated into mobile phones to provide revanytiaser
experience. For exnple, Apple’s iPhone [1] uses multi-touch screen, gravity sensor,
light sensor to enable a unique user interfadereas Google’s Nexus One [2] is
equipped with dual microphones, one is on the front, the other is oratketb do
noise cancellation. With the fast development of highly-integrated MEMS sdB%ors
mobile phones with multiple useful sensors will become affordable fassm
consumersThis creates a new opportunity to analyze users’ daily behaviors and
evolve mobile phones into truly intelligent personal devices, which provideatecur



contextadaptive and individualized services. This paper presents a preliminaky wo
on this focus. Section 3 proposes a MAST (Movement, Action, andtiBituover
Time) model to characterize human behaviors, and progigesbabilistic method to
analyze and predict user behavior patterns. Key technologies required for this
research are discussed in Section 4. Finally, we list three typical usagés rnased

on user behavior pattern analysis and prediction using mobile pbosers.

2. Reated Work

User behavior analysis is not a new topic. Plenty of research wdk Hds been
done by analyzing applications and contents that users interact with. Hotheger,
analysis tools are either embedded in applications or in the service provider’s servers
which are not taking into account the new and powerful sensirgpitiéy of next
generation mobile phone$ome work on wearable sensors [7] utilized multiple
sensors, but assuming sensors are worn on several positiomsiaf body, which is
very different from the usage model of mobile phones. Orother hand, existing
research on sensors mainly foesien the environmental infrastructure buildup and
inter-device communications, such as ubiquitous computing [8], pervasiyaitng
[9], and wireless sensor network(]. Different from the above research, the work
presented in this paper is mobile phone centric, and will be complementanhevith t
advancement of above research and form synergy for mobile computing.

3. MAST Modd

3.1 Concept

This section proposes a simple model for mobile phone user behaviosiganalye
basis of user behavior analysis is to understand human activities anthdmkto
other factors. In general, human daily activities can be classified intemamts and
actions according to their effect&rst, we give thieg definitions in our context.
® A movement is a salient physical activity which causes location change or
pose change of human body, e.g., sit down, walk, run, etc.
® An action is a subtle physical activity which genesatapact to the rest of
the world other than location change or pose change of humanégdy,
talk, press on a key, tap arscreen, etc.
There are two important factors related to human activities, time and situEtioa.
is the natural time perceivable by human, measured by secS8itdation is the
location where human activities happen and the environment that affecen hum
activities. Note that the meaning of location in the situation defined heret ithe
same as the precise geographic location which is measured by longituldditade.
It is what human regard as‘place’, such as office, home, bus, etc.



Movements and actions have different relations with time and situation.
Movements usually take measurable time, and it may bring hutmanoie situation
to another, while actions take variable time (very short for pressing arkpsetty
long for watching a video), and it does not lead to situation chaRggse 1 shows
an example of recording a person’s behavior over a short period of time, where S;
(i=1..3) denote different situations,; Ni=1..4) denote different movements, and A
(i=1..5) denote different actions.

: )

> Time
Fig. 1. Temporal record of a person’s behavior over time

From Figure 1, one can clearly determine where the person is andhetpsrson
is doing at any particular time. We call this the MAST (Movement, Actionafito
over Time) model. Mj, A(t) and S{) denote the value of movement, action and
situation at time, respectively.

3.2 Probabilistic model

If we use one day as the analyzing period for human behd4(9r,A(t) and S{) may
be different at the sameof different dates. Therefore, BI( A(t) and S{) are not
scalar values, but vectors containing probabilities of possible valuesxgorple,
suppose the possible movements of a person at a particular time @rd M), M()

=[Py, P, .., R], where Ris the probability of Mhappening at that time, ad{P, =1.0.
Same for Af) and S{). M(t), A(t) and S() are denoted as column vectors.

M(t), A(t) and S{) can be independently observed over time and over days. Since a
person’s daily life does show certain patterns due to his/her occupation and habits,
M(t), A(t) and SY) will converge after a certain period. They may converge at more
than one peaks, e.g., corresponding to weekday pattern, weekend dtteiiis
will be useful to predict a person’s movement, action or situation by time. However,
the prediction is sensitive to the possible time shift of human activitgh€©aoontrary
the correlations among movements, actions and situations are less tiitieesests



that they are more robust to characterize human behavior patterns. Figomes2ise
probabilistic relations among M)( A(t) and S{). In short, when a user is observed in
state M(), A(t) or S¢) at timet, how possible he/she will be in statetii(t), A(t+4t)

or S¢+4t) after time At, where 4t is the time interval between observation and
prediction.

1 L > Time
t t+At

Fig. 2. Probabilistic relation model among (A(t) and SY)

Below are the physical meanings of probabilities defined in Figure 2, whenee

indexes of possible actions, movemeantsituations.

®  P,(A|A) indicates when Ahappens &t the probability of Ahappening att (+4t).
P,(M|A) indicates when Ahappens & the probability of Nthappening att (+At).
P.(S|A) indicates when /happens & the probability obeing § at ¢ +4t).
P,(M|M) indicates when Mhappens &t the probability of Mhappening att (+At).
P,(A|M) indicates when Mhappens &, the probability of Ahappening att (+At).
P,(S|M) indicates when Mhappens &t the probability obeing S at ¢ +4t).
P,(S|S) indicates when being&t, the probability of being;St ¢ +4t).
P,(A|S) indicates when being &t, the probability of Ahappening att (+4t).

®  P,(M|S) indicates when being &tt, the probability of Mhappening att (+4t).
Therefore, for a specified timg P4(Y|X) is a two-dimension probability matrix
which is trained by daye-day observations of user activitielss row dimension
equals to the dimension of (and its column dimension equals that of)YEor any
given X detected at timg Py(Y|X) stores the probability of each Wappening after
At. The minor time shifts of user activities should be considered gldraining
P4(Y|X). When X¢) or Y(t) is updated with new observation datg(¥X) should be
updated as well

With the converged MAST probability model trained from user activities over
many days, one can extract many interesting user behavior patterns by
time-movement correlation, time-action correlation, time-situation correjation



movement-movement correlation, movement-action correlation, etc. It is also
interesting to extract time-related correlations and time-unrelated correlations.

3.3 MAST-based behavior prediction

The MAST probabilistic model described in the above section is designed for
characterizing a user’s daily behavior pattern. As long as the model has been trained
to converge, it is very useful to predict the user’s next activity based on his/her current
adivity being detected. For example, assuming time is always a known ballosy
is a basic flow for predicting action by movement.
i Detect a human movement, denoted hy M
ii. Using the current timeas a starting point, search the neighborhood af M(
for a local probability peak for M
iii. If the local peak is larger than a threshold, a strong predictionecamate;
otherwise, a weak prediction is made;
iv. Get the time’ corresponding to the local peak;
V. Using ¢’ as the starting point, search the neighborhood gAR) for a
local probability peak for M
Vi. Take the Acorresponding to the local peak as the prediction.
The prediction flows for other input/output requirements are similar.canealso
further develop to use more than one input to predict more precisely.

4. Key Technology

There are many methods, such as Bayesian-based methods [11] and as$kid-b
methods [12], available for training the MAST probabilistic model, soweatio not
repeat them in this paper. This section describes the other key technobagiied
for user behavior pattern analysis and prediction based on mobile sgsws. They
include user activity detection, independent sersubsystem, and phone-cloud
collaboration.

4.1 User activity detection

Whenusing sensors embedded in a mobile phone to collect its user’s activity data in a
non-intrusive way, the detectable movements and situations are nohpasnthose
detectable by surrounding sensors or wearable sensors. On théharidernot all
human movements and actions are concerned for user behavior ariEdydes 1
shows some concerned movements, actions and situations.



Table 1. Concerned movements, actions and situations

Movements Actions Situations
Sit down Phone call Home
Stand up Read news Office
Walk on flat Web search Car
Walk upstairs Read mail Bus
Walk downstairs Write mail Subway
Take lift up Take photo Street
Take lift down Listen music Canteen
Run Watch video Meeting room
Drive Visit SNS website Playfield

Among several sensors on a mobile phone (e.g., Nexus One), weiédetttift the
3-axis accelerometer and the 3-axis orientation sensor (a.k.a. digital cpplpssd
important roles in detecting movements. Figure 3 shows the defioiti®D output of
these two sensors, wheB§i) means gravity acceleration on akis

Fig. 3. 3D output definitions of accelerometer and orientation sensor on a phone

Azimuth
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Figure 4 shows the accelerometer data graphs over time for some typical
movements, which demonstrate salient features. In the figure, ttrrtal axis is
time, and the vertical axis i6(i). Since the accelerometer data are 3-dimension
vectors, 2-dimension and 3-dimension graphics pattern recognitidmadngt3] is
employed to detect movements.
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Fig. 4. Accelerometer data graphs for some typical movements

Orientation sensor data are used to determine the orientation and posmef ph
which does not necessary indicdtt® user’s orientation because there are different
positions that the phone may be placed on human body, e.g.,cstkiet pcoat pocket,
trousers pocket or bagvhen the user is not moving, it is impossible to determine the
user’s orientation from orientation sensor output. Fortunately, we observed that when
the user is doing the same walking movement on flat groundadbelerometer
sensor output has different features for different plpo®es, so that one can derive
the relative position of phone on its usetbody. The user orientation detection



algorithm may fuse the accelerometer output and orientation sensaut dotp
determine user’s current orientation. Table 2 shows some results of user walking
orientation detection using sensor output fusion. In the table, the atoeter output,

G (i), is the averaged pace-wise sum of gravity acceleration values on eadbraxi
walking, and the granularity of fused user orientation i% ih5the 0~36C scope
From the result, we can see that when the phoneeswith user at different poses,
e.g., holding phone in hand to read messages so that the phwelisg front and
facing up, the feature3( (X), G (y), G (2)) varies much, and the fused user orientation
can be significantly different from the origirtéhzimuth” output.

Table 2. Sensor output fusion for user orientation detection

Phone pose Accelerometer output Orientation sensor output Fused user

Heading | Facing | G(x) | G'(y) G (@ | Azimuth | Pitch | Roll orientation
Front Up -0.8 101.1 | 301.4 287 -18° 0° 285
Up Back 49.7 308.9 | -39.3 231° -99° 9 240
Down Front 56.2 | -299.9 | 58.6 43° 75° 10° 75°
Back Down -18.0 -60.1 | -297.9 1022 152 -4° 255°

All concerned actions listed in Tableate through a user’s interaction with the
applications installed in a mobile phone. These actions cannot be detected by, senso
but can be detected by software approach. We used an application mahaxder
monitors the execution status of applications, such as start, active, inaativep@an
Therefore, the user actions can be recorded by the virtual desktop.

For the situation detection, the microphone sensor is most useful. The@vse
pretty good methodEl4] can be used to detect situations by audio only. The fusion
with other sensors, such as accelerometer, will further clear thgyaity between
similar audio scenes, like canteen and playfield, since the body movesnemjsite
different.

4.2 Independent sensor subsystem

Unlike other wearable sensor based user behavior analysis approaahuste
consider the limitation imposed by mobile phone sensors. The most dhititation

is that mobile phone is a battery-powered small deWdeecting a user’s movement
requires always sensing in the background, which means sexrsoworking even the
user does not use the phone or phone is in sleep mode. Thiesélla severe power
consumption issue, sincensor data need CPU processing in today’s mobile phone
SoC (System on Chip) architecture, so that CPU cannot sleep wheors are
working. Figure 5 shows a typical mobile phone SoC architecture.
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Fig. 5. Current mobile phone SoC architecture

In details, following reasons make the architecture in Figure 5 not suitable for

always sensing.

i. Sensors’ always-on traffic characteristic is different from other low-speed
peripherals;

ii. There are two levels of buses to separate high-speed and low-spfesl traf
to alleviate burden on main bus. However, sensor data need to travel
upwards to be buffed and processed by CPU. It does not make sense
either to keep the high-speed bus on just waiting for the low-spestrs
data;

iii. Furthermore, there is no direct communication between sensors, which
prevents sensors from autonomous inter-control and collaboration.

To save the power consumption for always sensing, we proposesigndan
independent sensor subsystem in mobile phone SoC to resolve the alibempras
shown in Figure 6. This design isolates the core network frometh&os network. It
not only allows CPU and main bus to sleep while one or more sarnssyssems are
working, but also adds intelligence to sensor peripheral for inter-sensor
communication, sensor data manipulation, and sensor data fusion.
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Fig. 6. Independent sensor subsystem

Isolation of the core network from the sensor network mainlyurscén two
different aspects- power and clocking. There are well-known techniques in IC
(Integrated Circujt design for creating different power islands and clock
sub-networks, so they will not be repeated here. Adding intelligentieetesensor
network is more complicated. On the one hand, we do not want to pidessing
block to each sensor, as it creates significant overhead. On the otteithamot a
good idea to have one processing block for all sensors, as this w&é aaignificant
burden on the routing and processing capability. Instead, what weog@sing is a
network of sensor subsystems, where each subsystem bas ipgocessing unit. The
size of each subsystem depends on the sensor processing reqjsiresize of chip
and capability of the processing unit. We can employ power savingdeelsrto such
a network of sensor subsystems by further dividing the osesigbsystems into
sub-groups.

4.3 Phone-cloud collaboration

It’s well known that probabilistic model training is computation intensive. Mobile
phone itself is not an ideal platform to do that, unless there is speaifivare
accelerator for that, which is not true nowadays. Therefore, howvéralge the
network side capability is essential. With the fast development of wdrele
communication, always-connected mobile phones will become mainstreatheand
average available bandwidth forchauser will exceed 1Mbps at the 4G era. In this
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circumstance, cloud computing and storage service [15, 16] is going tioe most
easyto-access and always-available computation and storage resource for mobile
phones. We propose a phone-cloud collaboration model to fully exploit the
advantages of both sides, as shown in Figure 7.

4 N

Phone

Always sensing
S

Cloud

Detection .
result upload ‘ Privacy Management ‘
Sensor data fusion | MAST model storage |
Movement detection | MAST model training |
= Prediction P —

Action detection

€
result download behavior prediction

Situation detection

/)

Fig. 7. Phone-cloud collaboration model

In this collaboration model, the phone acts like a sensory orgadle thk cloud
acts like a brain. The cloud must emphasize privacy management, so thatsitieak
like they are using a private computer. The MAST probabilistic moded faser is
stored in the cloud side, so that switching phones does not impact bednaaligsis
The cloud provides standard interface to interact with phones. The phonésuses
sensors and/or software to detect its user’s movements, actions and situations. The
detection results are sent to the cloud for two purposes. One is to trainABE M
probabilistic model for a specific user; the other is to serve as inputetiict the
user’s next behavior. With this partition, the communication data rate is very low
since only results are transmitted

5. Usage Mode

Mobile phone sensor based user behavior pattern analysis and prediction is the
foundation of evolving mobile phones from a life-enriching devicandntelligent

user behavior assistant. This section depicts three usage models powetad
technology.

5.1 Proactive Ul adaptation

This usage model is between user and phdoéay’s mobile phone contains many
applications that cannot be easily navigated on the small screen. Even therggh
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are many Ul innovations on mobile phones, but they still cannot fulfill individual’s
need. From the user behavior analysis, the user pattern about ustrapplieation at
what time, what situation, and after what movement, what action is kiwlitn the
realtime user behavior prediction result, the phone’s UI can be reorganized to adapt
to the next action or situation, so that the user will always see the applicatite h
wants to use on the first screen.

5.2 Proactive situation adaptation

This usage model is between user and situalibare are two aspects: one is that the
phone adapts to the situation, the other is that the site adapts to the usee For th
former, when a user is in different situations (e.g., home, officeindr playfield,

etc.), he/she wants to use the phone in different modes, such as turnirnggthe
volume louder or lower, declininglaalls, etc For the latter, the same site may need

to change settings or services for different users. For example, lzacad vy several
users need to change seat position and radio channels when a uséngs ¢dith the
real-time user behavior prediction result, the proactive adaptation can be realized.

5.3 Proactive service adaptation

The above two usage models are beneficial to phone users only.sabes model is
between user and service provider. If a user is willing to shalfeehisehavior pattern
information to service providers, service providers can access thebekavior
pattern analysis and prediction interface in the cloud to clagsifyser’s profile and
predict the user’s activity, so that to push accurate commercial services to him/her.
This is a win-win usage model. Users get timely individualized serviwk sarvice
providers save costs on untargeted promotions.

6. Summary

This paper proposed a MAST probabilistic model for using mobile phemsoss to
analyze and predict user behavior patterns. Some concerned new technolagies, lik
user activity detection, independent sensor system and phone-cloudmiltah are
discussed. From those preliminary studies, we find that this research dirisction
promising while challenging. In the future, we will further investigates¢h&ey
technologies and complete a prototype system.
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