N

N

End-to-End Performance Evaluation of Interconnected
Optical Multi-ring Metropolitan Networks
Tilin Atmaca, Tuan Dung Nguyen

» To cite this version:

Tilin Atmaca, Tuan Dung Nguyen. End-to-End Performance Evaluation of Interconnected Optical
Multi-ring Metropolitan Networks. Third IFIP TC6 International Conference on Wireless Commu-
nications and Information Technology in Developing Countries (WCITD) / IFIP TC 6 International
Network of the Future Conference (NF) / Held as Part of World Computer Congress (WCC), Sep
2010, Brisbane, Australia. pp.206-216, 10.1007/978-3-642-15476-8 20 . hal-01054744

HAL Id: hal-01054744
https://inria.hal.science/hal-01054744
Submitted on 8 Aug 2014

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License


https://inria.hal.science/hal-01054744
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr

End-to-End Performance Evaluation of
Interconnected Optical Multi-Ring
Metropolitan Network$’

Talin ATMACA and Tuan Dung NGUYEN

Institut Telecom/Telecom SudParis, 9 rue Charlegieg 91011 Evry-
France

{ tulin.atmaca, dung.nguyen @it-sudparis.eu}

Abstract

Metropolitan ring networks are usually used to @minthe high speed
backbone networks with the high speed access networkkis paper, we
focus on the end-to-end performance of a multi-anchitecture in which
metropolitan access networks (MANS) are interconneloyed metropolitan
core network. These rings are synchronized and bmannterconnected
transparently through single access nodes (Hub)nodenultiple access
nodes. A multi ring architecture consisting of twotted MAN rings
connected by a ring-based slotted metro core wilsibeilated. The major
problem in this architecture is how to resolve tlyackronization shift
between rings while assuring the traffic routedcgfitly from the metro
access to the metro core networks. To ensure ffiiseacy, we use some
optical packet filling mechanisms such as Aggregattechanism, CUM
(CoS-Upgrade Mechanism), DCUM (Dynamic CoS-Upgradehdaism).
Through various simulations, we present some padace results in terms
of jitter and mean end-to-end delay which show thatuse of the pair of
Aggregation/DCUM improves the transmission capabdityHub nodes as
compared with others pairs and provide a cost-éffesblution.

Keywords: Metropolitan Area Network (MAN), Optical MidRing metro
architecture, performance, synchronization, sintatjitter, end-to-end
delay

1. End-to-End Network Architecture

Transport and switching network elements respoadiin the data transmission
between network users is referred to as the trahgpo data) plane. It is
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important to note that the architecture requireddostruct an efficient transport
plane has evolved differently in the backbone, metnd access levels.
Backbone networks (also called long haul networkajry huge loads of
information between countries, through mountainkedep the signal clear and
the loss minimal. Backbone networks provide coriviggtbetween points of
presence (PoPs), consist of multiple edge and mmuriers. Each serves one or
multiple MAN. The number of nodes and links in akizone network can vary
significantly among the different service providétgpically 30-100 nodes and
40-120 links) [1]. The distances between node piesin the order of several
hundreds or even thousands of kilometres, andrétfiictdemand between them
is usually meshed and specified in multiples of wevelength granularity (i.e.,
2.5 or 10 Gbits/s). The average bandwidth on a l@ek link can be up to
several hundreds of Gbits/s.

Metro networks (MAN) interconnect a number of cahtffices (CO) within a
given metropolitan area. These networks have beelitionally deployed using
synchronous optical network/synchronous digitatdmehy (SONET/SDH) rings,
as the traffic grooming technique was needed toamgtee efficient use of the
network bandwidth (the capacity required betwedrspaf CO has been smaller
than the wavelength granularity of SONET/SDH sysentUnlike long-haul
networks, which transport point-to-point trafficetro networks are ring-based in
multiples of the wavelength granularity.
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Fig. 1. Access, Core and Backbone Metro Networks [2]

As showed in Fig. 1, metro rings (core/region neksp interconnect the high-
speed backbone networks and the high-speed acetssrks. The metro rings
can be interconnected transparently through siageess node (Hub node) or
multiple access nodes. Current metro networksygieally SONET/SDH-over-
WDM rings which carry the huge amount of burstyadatffic. The metro core



and regional networks are normally both 2-fibegsinA fiber failure in a metro
access ring does not affect the traffic in the came other access rings. The
network thus becomes more reliable.

The technology evolution for an end-to-end architexcan be: ADSL towards
Passive Optical Network (PON) in the access netwdd® and
SONET/SDH/WDM towards all-optical packet switchibghse WDM in the
metro network. Besides, upstream traffic flux fraBptical Line Terminal
(OLTs) to the access metro is statistically mudtqeld through a DSCU (Distant
Subscriber Connection Unit). A DSCU can be conrteatéth several OLTs
while an access node of the access metro can bedmd with several DSCUSs.
As a result, an access metro (about 10 ring naessupport some thousands of
PONs. A simplified end-to-end architecture in thetropolitan network is shown
in Fig 2.

Access Network

Metro Core Metro Access

Fig. 2. End-to-End Metro Network Architecture

In this architecture, there are about 2 millionsulbers which are connected to
the metro core (primary ring with 10 core statiotispugh access networks and
metro networks. Each core station is connected witkecondary ring (access
metro) composing of 4 access stations (access hdsiesve have a total of 40
stations which are accessible. Each access staiimmects with 25 DSCUs which
manages approximately 2000 subscribers across &6.P@e suppose that the
amount of traffic from each network PON is approxiely equal to 32Mbits/s,
which requires an access metro with a capacity ezhng 200Gbit/s (40
wavelengths of 10Gbit/s responsible for 50%). Nttaet optical frames are
transmitted from ONUs to OLT and from OLTs to DS@bder point-to-point
connections.



2. Multi-Ring Network Simulation

Now, we focus on the proposed simulation. For theesof simplify, we use 3
metro rings in which 2 access metro rings connettet core network through
Hub nodes as shown in Fig. 3. All access nodesmétmo access (the left one)
sends its local traffic to a destination node riegidon another metro access
network (the right one) by passing through a metwe network. These traffics
are then transported to the left Hub node (Hubte-node interconnecting the
metro access network in the left side with the ca®vork) before being routed to
the core metro network into optical fixed-size patskInside the Hub 1, the traffic
can be aggregated with other traffic coming frorheotaccess nodes (because
they have the same destination) or with the Hubelsotbcal traffic. Since the
network architecture is configured with active caments as Packet Optical
Add/Drop Multiplexer (POADM [4]), hence both metrtypes support the
synchronous transmission which allows transportiptical fixed-size packets in
the slotted mode. In the following, we use the based network referring to the
left metro access’s upstream path in the figure.
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Fig. 3. Multi-Ring Network Simulation

In our simulation, the uniform traffic pattern i®rssidered in the bus-based
network. From an access node residing in the bssebaetwork, electronic
packets are encapsulated into optical packets lad ttansported to the Hub 1.
Depending on the mechanism used in the Hub nodepgtical packets might be
directly put on optical buffers (to be ready forrgerouted to the core network) or
be separated again into electronic packets whidh lvéi then contained in
electronic buffers. The second one leads to thetsin that incoming electronic
packets (from different access nodes) might be thegecombined (mutual
combination) or be combined with local electronckets (local combination) of



Hub node (Hub node can be a point of presencedthrib order to create a new
optical packets with a higher filling ratio. Thiehaviour is very similar to GPFO
mechanism [5] (that we have developed in ordentoeiase the filling ratio of the
optical packets by entering electronic packetsniermediary nodes), so-called
GPFO behaviour. In order to limit the complexitytbé simulation, we consider
only GPFO behaviour formed by mutual combinatiomesuming that Hub node
does not function as a POP.
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Fig. 4. Hub node’s traffic

There are two key challenges to simulate a Hub .nddhe first one is the
synchronization between interconnected rings. Trettiag transparently optical
packets through Hub node needs to consider thishsgnization shift. The other
challenge to simulating Hub node is the opticakpts size supported by different
rings. This is referred as “granularity” problem.the second one, optical packets
must be disassembled and re-aggregated, but iarefiff sizes before being
switched to the core network. The problem of syaolmation shift is shown in
the Fig. 5.
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For simplicity, we suppose that three simulatedjgisupport the same optical
packets size and hence the same slot duratiorheSsyhchronization shift has a
‘minor’ impact on the Hub node performance. In gahe control packet will be

dropped when corresponding data packets which doome access nodes, are
received in Hub node. At Hub node, a new contralkpi needs to be created
when a data packet sent to the core network. @értdhis created control packet
must be according to characteristics of the cotavari. The insertion of data

packets must satisfy the discipline of the traffitority at Hub node (Fig. 4)

which is described as follows: the traffic in there network has the priority

higher than that in Hub node.

3. Simulation Parameters

Generally, many performance requirements must beimerder to transport
specified data from the access network to the baokimetwork across a pair of
metro core/region (access) networks. Based on meamequirements for the
metropolitan Ethernet network defined in MEF of FEEWe use performance
parameters in an end-to-end metropolitan networktr@n access/core/access
networks) as follows: the end-to-end Packet LossoR&PLR), the end-to-end
Accumulated Packet Delay (EAPD) and the Electr®dcket Jitter (EPJ). EPJ is
one of the most important parameters which sugdpornteal-time data transfer in
quality-of-service (Qo0S).

We suppose that networks support the fixed-sizeappackets of 12500 bytes
corresponding to the duration of 10us @10Gbps. ¥eéetle multi-class approach
for both network types [4]. We assume 8 CoS fantlipackets in the electronic
domain. The premium traffic is generated from CBRrses, with the packet size
of 810 bytes. The non premium traffic is modelled dn aggregation of IPP



sources with different burstiness levels. Generptatkets are of variable lengths
according to the Internet packet length statigt¢) for each non premium CoS
(classes ID from 3 to 8). The optical buffer sigeegual to 200 Kbytes for the
premium traffic class, 500 Kbytes for silver andore traffic classes, 1000
Kbytes for the BE traffic class.

Since Hub node has not a function as a point afgmie we propose three scenario
cases to study as table 1. Our previous works [4,07 has shown that PEM
(Packet Erasing and Extraction) mechanism doesimptove the network
performance under medium load, so it is disabledhis work. DCUM and
Aggregation Mechanism offer the best performancedgims of access delay and
PLR) [7], so we choose them for metro core networicompare. The GPFO-
behaviour can be activated or deactivated, depgrafireach scenario.

Table 1: End-to-End cases

4, Numerical Results

Metro Access| Metro Core | Metro Access
(10Gbps) (10Gbps) (10Gbps)
Case 1 Aggregation DCUM Aggregation
Case 2 T = 150us DCUM T = 150ps
Case 3 Aggregation Aggregation Aggregatign

Before analyzing simulation results, we note th#t mean values in our
simulation results are computed with an accuraayoomore than a few percents
at 95% confidence level using Batch Means methpd [8
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Fig. 6. The total utile and effective rates (from nod® T} in the left-side access metro
network



Let's call “effective rate” be the rate of opticabntainers being transported on
the optical ring, and let “utile rate” be the rateelectronic client packets which
are travelling inside the optical container (beimgcapsulated in the optical
container). Fig. 6 shows the total utile and effectates from node 1 to node 7 in
the left-side access network for three scenaridsowt GPFO. We observe that
the utile rate has the same value from node 1 te rowhile the effective rate
becomes smaller as long as the timer value incsed$ds is due to the fact that
when the Timer duration is small, the number ofated optical containers is
higher than it is obtained with bigger Timer valaesl increases the probability of
having not full-filled optical containers. The effeve rate with small timer values
thus becomes more important, leading to the wakteaondwidth. This shows
advantage of simple aggregation mechanism compacedlimited-timer
mechanism [10].
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Fig. 7. PLR at Hub 1

Now, we focus on the Hub 1 which interconnectshbthe-based network with the

metro core network. Fig. 7 presents the total PalRc{asses of service) obtained
at Hub node with three cases in function of theessdoad. Since the core load in
observation (shown in Fig. 3) is set up to 70%t(ika have supposed), so the
total load can be up to a very high proportion dhercore network capacity (e.g.

it occupies about 95% core network capacity wheratttess load equal to 25%).
As expected, all four curves show a very high lssonsidered load increases.
This is due to the fact that as the access loagases, the total load of the core



network increases also. When the access load e@cBethe Hub node’s output
capacity hence becomes saturated (100% core neteapécity filled). As a
result, a very high packet loss is observed whenaittess load surpasses this
threshold.

For this reason, we focus on access loads whiclsraedler than 0.3. Regarding
case 1, with or without GPFO, the difference of paeket loss is not significant.
Since the simple aggregation always provides a maxi filling ratio, thus the
remaining space inside an optical packets filledhsy simple aggregation is not
enough to be continuously filled in intermediateles Hence GPFO-behaviour is
not necessary when the simple aggregation is eshable

Among three studied cases without GPFO-behaviowtb lHode in case 2
performs the worst performance, followed by casehBe case 1 offers the best
performance. Case 2 begins show the packet lokerahan that in case 1 and 3
(15% in comparison to 20% of the access load). bla@e in case 2, although
DCUM is used in the core network, the timer sizd®us set up at metro access
network cannot improve the PLR, even under lighdgded network (PLR
observed with the access load of 0.15 has showa than 1% loss). So, we think
that the simple aggregation used in the metro aconeswork, connecting to a
metro core network implementing DCUM is the bespich, based on obtained
performance results. Theoretically, DCUM can beléngented in metro access
side, but it is more expensive in terms of consumsdurce since the algorithm
used in DCUM is more complex than that in the sevaxigregation.
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Fig. 8. Filling Ratio observed at Hub 1

Fig. 8 shows the filling ratio obtained for 3 sceos with and without GPFO.
Having a lower filling ratio, the optical containierthe scenario 2 without GPFO
wastes more bandwidth than other cases, notablyh®rPremium class. We
observe that the filling ratio obtained in scenswrioand 3 without GPFO is the
same for 4 CoS and always smaller than that olstdaimecenarios 1 with GPFO.
The difference of the filling ratio obtained froniffdrent scenarios is clearer for
the premium traffic but it becomes vaguer as theripy of traffic decreases. An
explanation for this phenomenon is that we useftictor 1 for the premium



traffic’s timer (T1 = T) while we use respectiveahe factor 2, 10 and 20 for other
classes of service (T2 = 2*T, T3 = 10*T and T4 =DJ10].

Fig. 9a plots the accumulated access delay inifumcif access nodes with bus-
based network load fixed to 15%. We observe thassels of lower priority
provide slightly higher accumulated access delayliccases as compared to that
obtained with classes of high priority. For ins@n®remium traffic with the
simple aggregation provides a low average accugtlldelay (less than 1 ms) at
all nodes as compared to accumulated delays obdtayelasses of lower priority
(e.g. CoS 4 and CoS 8). Regarding the maximumlamdierage of the electronic
packet jitter shown in Fig. 9b, we observe thatehtases provide nearly identical
average electronic packet jitter at all nodes. Addally, electronic packet jitter
obtained from CoS 1 and 2 seems to be the sams.iFldue to the fact that
electronic packets which are encapsulated in aicabgtacket will be received in
the same time when the optical packets finishrétgd at the destination node. In
general, there are about from ten to hundred eleictpackets encapsulated inside
an optical container, leading to small inter-ardrtime measured at the destination
node. Packet jitters obtained by CoS 1 and 2 aedlanthan values specified by
MEF. This could be considered as satisfaction im$eof QoS, even for strictly
delay-sensitive voice traffic, regardless of usetkas mechanisms.
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5. Concluding Remarks and Future Works

In this article, we have presented an interconardichitecture of optical multi-
rings metropolitan networks. We studied the endsftd- performance and the
functionality of the interconnection interface gihshronous metropolitan rings.
Comparing three cases scenario of optical pack#ingfi mechanisms:
CUM/DCUM, Aggregation/Aggregation and Aggregatio@OM, respectively
used for metro access and metro core networks awe dbserved that the pair of
Aggregation/DCUM mechanisms was the best choicek#h&o the algorithmic
simplicity of the aggregation mechanism in accesksta efficiency of DCUM in
metro core to obtain quite good results in termgtef and end-to-end delay.

Aggregation/DCUM mechanisms implemented in a paimetro networks have
well achieved its objective: its configuration cstnongly improve the network
performance, providing an end-to-end metro netwdth the capability of being
stable while guaranteeing good performance in tesimkw packet loss, low
accumulated delay and high resource utilizatioreundrious workloads.

In the future, we will take into account the “gréamty” problem in which each
network supports different size of the optical gaskThis work also will include
the performance evaluation of a network where gnasonous ring (i.e DBORN
[9]) connected to a synchronous ring, while theaci#ty of the metro core should
be several times larger than that of the metrosscoetwork.
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