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Abstract. Recommender Systems (RS) have emerged to help users make good 

decisions about which products to choose from the vast range of products 

available on the Internet. Many of the existing recommender systems are 

developed for simple and frequently purchased products using a collaborative 

filtering (CF) approach. This approach is not applicable for recommending 

infrequently purchased products, as no user ratings data or previous user 

purchase history is available. This paper proposes a new recommender system 

approach that uses knowledge extracted from user online reviews for 

recommending infrequently purchased products. Opinion mining and rough set 

association rule mining are applied to extract knowledge from user online 

reviews. The extracted knowledge is then used to expand a user’s query to 

retrieve the products that most likely match the user’s preferences. The result of 

the experiment shows that the proposed approach, the Query Expansion 

Matching-based Search (QEMS), improves the performance of the existing 

Standard Matching-based Search (SMS) by recommending more products that 

satisfy the user’s needs. 

Keywords: Recommender system, opinion mining, association rule mining, 

user review. 

1   Introduction 

The large amount of information that is available on the Internet leads to an 

information overload problem [1]. Recommender systems (RS) have emerged to help 

users deal with this problem by providing product suggestions according to their 

needs and requirements.  Nowadays, recommender systems have been widely applied 

by major e-commerce websites for recommending various products and serving 

millions of consumers [2]. However, many of the recommender systems are 

developed for recommending inexpensive and frequently purchased products like 

books, movies and music. Many of the systems that are currently available for 

searching infrequently purchased products like cars or houses only provide a standard 



matching-based search function, whereby the system retrieves products that match 

exactly with the user’s query. This query is normally short and does not reflect the 

user requirements fully. In addition, many users do not have much knowledge about 

the products, thus, they cannot provide detailed requirements of the product attributes 

or features. Therefore, a recommender system that can predict users’ preferences from 

the initial input given by the users is needed for recommending infrequently 

purchased products. 

Many of the current recommendation systems are developed using a collaborative 

filtering (CF) approach [2][3][4]. The collaborative filtering approach utilizes a large 

amount of ratings data or users’ previous purchase data to make meaningful 

recommendations. This approach is not suitable for recommending infrequently 

purchased products because there is no previous users’ purchase history or explicit 

ratings data about the available products, as the products are not often purchased by 

the users during their lifetime, and users are not able to provide ratings for products 

they never use. Fortunately, with the popularity of e-commerce applications for 

selling products on the web, users are given more opportunity to express their opinion 

on products they previously owned via the online merchant websites and, as a result, 

more and more users share reviews concerning their experience with the products. 

These reviews provide valuable information that can be used by recommender 

systems for recommending infrequently purchased products. 

This paper proposes a recommender system approach that utilizes knowledge 

extracted from user reviews for recommending infrequently purchased products. 

Opinion mining and rough set association rule mining are applied to extract 

knowledge from the user review data to predict a user’s preferences. The knowledge 

about user’s preferences is used to expand a user’s query to improve the 

recommendation result.  

The following sections of this paper are organized as follows. First, the related 

work will be briefly reviewed in section 2. Then, the proposed approach will be 

discussed in section 3. The experimental results and evaluation will be discussed in 

section 4. Finally, the conclusion will be given in section 5.  

2   Related Work 

Recently, automatic review mining and summarization of extracting product features 

values from user reviews is becoming a popular research topic [5][6][7]. Review 

mining and summarization, also called opinion mining, aims at extracting product 

features on which the reviewers express their opinion and determining whether the 

opinions are positive or negative [7]. [5] proposed a model of feature-based opinion 

mining and summarization, which uses a lexicon-based method to determine whether 

the opinion expressed on a product feature is positive or negative. The opinion 

lexicon or the set of opinion words used in this method is obtained through a 

bootstrapping process using the WordNet. Then, [6] proposed a technique that 

performs better than the previous methods by using the holistic lexicon-based 

approach. This technique deals with context dependent opinion words and 



aggregating multiple opinion words in the same sentence, which are the two main 

problems of the existing techniques.  
 Despite the growth in the number of online reviews and the valuable information 

that they can provide, not much work has been done on utilizing online user reviews 

for creating recommendations [4]. [8] employed text mining techniques to extract 

useful information from review comments and then mapped the review comments 

into the ontology’s information structure, which is used by the recommender system 

to make recommendations. In their approach, users must input the features of the 

product that are most important to them and the recommendations are generated based 

on the features provided by the users. In contrast, our approach aims to predict users’ 

preferences about the product features from the initial input given by them, and use 

the knowledge to recommend products to the users. The following section will discuss 

the proposed approach in detail.  

3   Proposed Approach 

User reviews contain written comments expressed by previous users about a particular 

product. Each comment contains a user’s opinion or how the user feels about the 

product’s features (e.g. good or bad). Opinion mining techniques are applied on user 

reviews to determine each user’s sentimental orientation towards each feature, which 

indicates whether the user likes or dislikes the product in terms of this feature. The 

overall orientation of each review is also determined to summarize whether a user’s 

opinion about the product is positive, negative or neutral. The user’s opinions 

generated from the reviews reflect their viewpoint concerning the quality of the 

products. A review with a positive orientation indicates that the reviewer (i.e. the 

user) was satisfied with the product in some aspects. This means that at least some 

attributes of this product were attractive to the user. If we can identify these attractive 

attributes for each product, based on these attributes we can determine the products 

that will be of most interest to the user. Based on this idea, we propose to apply 

association rule mining techniques to generate patterns and association rules from 

users’ positive reviews. By using the extracted patterns and association rules for a 

target user, we can predict the user’s preferred product attributes and, thus, 

recommend products that best match the user’s preferences.  

      The proposed recommender system approach contains three main processes: i) 

Opinion mining to extract a user’s sentimental orientations to the product features 

from the user online reviews, summarizing and presenting the reviews in a structured 

format, ii) Rough set association rule mining to generate association rules between the 

product attribute values, and iii) Query expansion to expand a user’s query by using 

association rules between product attribute values. The following sections will 

provide the definitions of the concepts and entities involved and the specific problems 

of this research. In addition, they will also explain each process in detail. 



3.1   Definitions 

This section first defines the important concepts and entities used in this paper and 

then highlights the specific problems that we aim to solve. 

 •   Product  

Products include any type of product or online service for which users can search for 

information or purchase. This paper focuses particularly on infrequently purchased 

products such as cars or houses. A product p  
can be represented by two-tuple ( ,   

 is a set of attributes representing the technical characteristics of the 

product defined by domain experts and 

),FC

},...,,{ 21 ncccC =
},...,{ 21 mfffF =

 
is a set of usage features 

representing the usage performance of the product defined by domain experts or the 

users of the product. The usage features are usually the aspects commented upon by 

the users of the product.  In this paper, we assume that both the product attributes and 

usage features have been specified. For example, for the online car search domain on 

which we conducted our experiments, the following car characteristics and usage 

aspects were chosen as the car attributes and usage features: 

 
C= {Make, Model, Series, Year, Engine Size, Fuel System, Fuel Consumption, Tank Capacity, 

Power, Torque, Body Type, Seating Capacity, Standard Transmission, Drive, Turning Circle, 

Kerb Weight, Dimension, Wheelbase}   

 

F= {Comfort Practicality, Price Equipment, Under Bonnet, How Drives, Safety Security, 

Quality Reliability, Servicing Running Costs, Aesthetics Styling}   
 • User Reviews  
For a product, there is a set of written reviews about the product given by users. Each 

review consists of a set of sentences comprised of a sequence of words.  In many e-

commerce websites, the product features to be reviewed have been specified so that 

users can provide their comments and opinions on each particular feature. For reviews 

that are not classified according to any specific feature, opinion mining techniques 

can be used to identify the product features that are addressed by each sentence in a 

review [5]. In this paper, we assume that the sentences in each review have been 

divided into groups, each of which consists of the sentences that talk about one 

feature of the product.  Let R },...,,{ 21 mRRR=
 
be a review given by a user to a 

product, 
 
is a set of sentences that are comments concerning feature . By applying 

opinion mining techniques, which will be discussed in the next section, we can 

generate the user’s sentimental orientation concerning each feature, denoted as 

 and an overall orientation of the review , where o , 

. 

iR if

},{ 1 mooO = i

,,{ neutralnegativeOall ∈

),,,( allOOFCsr = F

allO,...,2o

positive }

 • Structured review  

A structured review is a 4-tuple consisting of the sentimental orientations to a product 

generated from a review and the product’s attributes and features, denoted as 

, where C  and  are the attributes and features of the product, O  



and  are the sentimental orientations to the features and the overall orientation of 

the review, respectively. Let 

allO

 be a set of all structured reviews. },...,,{ ||21 SRsrsrsrSR =
 

 •   Information System 

 contains 2-tuple of information, denoted as Information system, I ),( AUI = , where 

 is a set of objects, and U A  is a set of attributes for each object. In this paper, U  is a 

set of structured reviews and A  consists of the product attributes, features, the 

sentimental orientations to the features and the overall orientation of the review, i.e.  

. A = ,...,{ 1c ,...,, 1n ffc , 1m o ,..., o }, allm O

 

The problems that we aim to solve are as follows: 

i) Given a user review R  on a product , the review has to be summarized and 

represented in a structured review . Then from a set of all structured reviews 

, an information system 

p

isr

ISR  has to be generated using only reviews  that have 

a positive or neutral overall orientation 

isr{ }neutralpositive , .   Oall ∈
ii) From the information model I , a set of association rules between product 

attribute values  has to be extracted using rough set association rule mining to 

represent users’ preferences.  

ic

iii) To develop a query expansion technique by utilizing association rules extracted 

from information model I , to retrieve products that best meet the users’ 

preferences. 

3.2   Opinion Mining 

We adopted the approach proposed by [5] to perform the opinion mining process. The 

first task in this process is to identify the sentimental orientations concerning the 

features. A user expresses a positive, negative or neutral opinion o , on each feature 

, in a review  using a set of opinion words W

i

if iR },...,,{ 21 nwww= . To find out 

opinion words used by the user (e.g. good, amazing, poor etc.) that express his/her 

opinion on a product feature ,
 
all adjectives used by the user in a review 

 
are 

extracted. The orientation of each opinion word 

if iR

},{ positivenegativeowi ∈  is then 

identified by utilizing the adjectives synonym set and antonym set in WordNet [9]. In 

WordNet, adjectives share the same orientation as their synonym and opposite 

orientations as their antonyms. To predict the orientation 
 
of a target adjective 

word , a set of common adjectives with known orientation 

iow

2sSiw ,{ 1s },...., ns=
 
called 

as seed adjectives, and WordNet are searched to find the word’s synonym or antonym 

with the known orientation. If the word’s synonym is found, the word’s orientation is 

set to the same orientation as its synonym and the seed list is updated. Otherwise, if 

the word’s antonym is found, the word’s orientation is set to the opposite of the 

antonym and is added to the seed list. The process is repeated for the target words 



with unknown orientation and the words’ orientations are identified using the updated 

seed list. Finally, the sentimental orientation  of each feature  is identified by 

finding the dominant orientation of the opinion words in the sentence through 

counting the number of positive opinion words 

io if

}{positiveowi ∈  
and the negative 

opinion words , for a review . If the number of positive opinion 

words is more than the negative opinion words, the orientation  of the feature  is 

positive , otherwise negative o

iR

{

}{negativeowi ∈

}positive

io

}negative

if

{oi ∈ ∈i
. If the number of positive 

opinion words equals the negative opinion words, the orientation  of the feature 
 

is neutral o . 

io

isr

if

)

}neutral

R

{i ∈
      Finally, opinion summarization is performed to determine the overall orientation 

of each review 
 
and represent the review in a structured review ,,,( OFC allO= . 

 is determined by calculating the number of positive features , 

neutral features , and negative features 

allO }{positiveoi ∈
}{neutraloi ∈ }{negativeoi ∈  for the review. If 

the number of positive features and neutral features is more than negative features, the 

overall orientation  for the review is positive 
allO }{positiveOall ∈ , otherwise negative 

. If the number of positive features and neutral features is equal to the 

negative features, the overall orientation  for the review is neutral .  

Oall ∈ }negative{

allO }{neutralOall ∈

3.3   Rough Set Association Rule Mining 

Standard online product search engines perform a match process to find products that 

satisfy a user’s query, which usually consists of the product attributes or 

characteristics that the users are looking for. However, many users do not have 

sufficient knowledge about the product and may not know the exact product 

attributes. Therefore, the attributes in the query may not be the right attributes to 

query. Online user reviews are provided by users who have used the product and the 

opinions about the product reflects the users’ viewpoints concerning the product 

based on their experience of using the product. The products that are positively 

reviewed must possess attractive attributes or characteristics that pleased their users.  

Based on this intuition, we propose to find the associations between the product 

attributes from the users’ reviews that have a positive orientation. These associations 

can be used to predict users’ preferences to product attributes. In this paper, we utilize 

the rough set association rule mining approach [10] to find hidden patterns in data and 

generate sets of association rules from the data. We chose the rough set association 

rule mining technique because it allows us to easily select the condition and decision 

attributes of the rule.  

Rough set data analysis starts from a data set that is also called a decision table or 

an information system. In the table, each row represents an object, each column 

represents an attribute, and entries of the table are attribute values. An attribute can be 

a variable or an observation or a property, etc.  As we have defined above, an 

information system is written as I ),( AU= , in this paper, U  is a set of structured 



reviews and A  consists of the product attributes, features, and the sentimental 

orientations , i.e.  .      },,...,,,...,,,...,{ 111 allmmn OooffccA =
),( AUIIn this paper, the information system =  is created from the structured 

reviews with positive/neutral orientation. Let SRsr∈  be a structured review,   

be the value of attribute ,  

)(asr

Aa∈ (,|{ OsrSRsrsrU all }},{ neutralpositive)∈= ∈
 
is the set 

of objects in the table. The information system contains attribute values for a set of 

products that have received good comments from the reviewers.   

The next step in rough set association rule mining is to partition the information 

system into two disjointed classes of attributes, called condition  and decision D  

attributes. The information system is then called a decision table ,  

where  and  are disjointed sets of conditions and decision attributes, respectively. 

The condition and decision attributes are selected from product attributes C  and 

features  in 

C

,,( CUS = )D

D

A

C

F  in the information system I . The attributes chosen as the condition 

are the product attributes or features that are usually provided by a user as the initial 

input in a query and the decision contains other attributes and features of the products. 

For example, for the online car search on which we conducted our experiments, the 

car make, model, price, etc are chosen as the condition. Then, association rules are 

generated from the decision table through determining the decision attributes values 

based on the condition attribute values. The association rules between the product 

attributes values show the relationship between the initial product attribute values 

given by a user with other product attributes in which the user may be interested.  

Thus, these association rules can be used to represent the user’s preferences to 

retrieve products that will most likely fit the user’s requirements. 

3.4   Query Expansion 

The query expansion process aims to improve the initial user’s query in order to 

retrieve more products that might fit the user’s requirements. A user’s query Q  is 

represented by a set of terms },...,,{ 21 nqqqQ =  that the user provides to the search 

engine. In the product search, the terms in the query are attribute values of the product 

that the user is looking for. The query, generally, is very short and lacks sufficient 

terms to present the user’s actual preferences or needs. Query expansion involves 

adding new attribute values },...,,{ 21 neeeE =  to the existing search terms 

 to generate an expanded query }nq,...,,{ 21 qqQ = )}(|{ QEeqeqEQ ∪= ∈ . The 

attribute values eq  are used to retrieve products to recommend to the user.  All 

products that have attribute values that match with any attribute values of the 

expanded query e are selected as the candidate products CP

EQi ∈
iq  . Th},....,,{ 21 ncpcpcp= e 

similarity between each product CPcpi ∈  and th

e

late

e expanded query EQ  is calc ted 

by matching each attribute value of the product 
icp  with e value of the same 

product attribute 
ieq
 
in th  expanded query. The similarity value 

iv  for th roduct 

icp  with  expanded query EQ  is calcu d as the total number of attribute values 

ula

 th

e p

 the



of the product that match with the attribute values in the expanded query. Then, the 

products are ranked based on the similarity value. The top-N products are 

recommended to the user based on their ranking. The proposed system may retrieve 

products that exactly match the user’s input, as well as other products in which the 

user may be interested by predicting the user’s preferences from his/her initial input.  

4   Experiment and Evaluation 

4.1 Experiment Method 

A case study was conducted for the cars domain. Data was collected from one of the 

arMake(Toyota), CarModel(Camry) -> Year(>2000_and<=2005), 

, BodyType(SEDAN), 

6Kw), 

    Two search techniques were developed - the Standard Matching-based Search 

he 

xi

 

car selling websites that contains reviews provided by users for cars previously owned 

by them. The dataset contains 5,504 reviews and 3,119 cars.   Online reviews on cars 

from previous users were used to extract rules between attribute values. The opinion 

mining technique was first applied to generate structured reviews from the online 

reviews. Then ROSETTA [11], a rough set mining tool was used for extracting rules 

from the information system generated from the structured review. Four processes 

were involved in extracting rules  i) Data pre-processing and attribute selection, which 

included preparing a dataset and selecting important attributes to be included in the 

decision tables, ii) Data categorization, which involved transforming the attribute 

values into categorical values to reduce the dimensionality of the data and to reduce 

the number of rules generated, iii) Selection of decision and condition attributes and 

iv) Rule induction, which generated rules representing associations between query 

terms (e.g. car make and model) and other product attributes (e.g. series year, price 

new, engine size, fuel system etc.) from the decision table. The example of the rule is 

shown below: 

 
C

Price(>30000_and<=50000),  EngineSize(>1.6L_and<=3.0L), Seat(4_5)

Drive(FWD), FuelSystem(FUEL_INJECTED), FuelConsumption(>9.0L_and<=11.5L), 

TankCapacity(>51L_and<=70L),  StandardTransmission(4A), Power(>82Kw_and<=14

Torque(>150Nm_and<=284Nm),  TurningCircle(>11.20m), Wheelbase(>2710mm),  

KerbWeight(>1126Kg_and<=1520Kg),  Dimension(>4794) 

 

  

(SMS) and the Query Expansion Matching-based Search (QEMS). The SMS 

technique retrieves cars that match with a user’s query terms exactly. In addition, the 

QEMS technique retrieves cars based on the expanded query of the user’s preferences 

predicted from the rules generated from rough set association rule mining process.  

 For evaluating the proposed approach, previous users’ navigation history from t

e sting system log data was used as a testing data. A sequence of cars viewed by 

each user was generated from the log data. The first car in each user’s sequence was 

chosen as the input and some of the attributes of the car, such as car make and car 

model, were considered as the query for that user. The other cars in the sequence were 

considered as the cars that the user is interested in and they were used as the testing 

cars to test whether the two search engines recommend these cars to the user.  For 



each query (i.e. the first car of a user), cars recommended by both systems for a 

different number of the top retrieved results (N=10, 20, 30, 40 and 50) were compared 

with the testing cars for that user. The recall and precision values for each user were 

calculated for both techniques by using the following formula: 

 

NT

NM
recall =

   NR

NM
precision =  

                                                        

Where NM is the number of cars retrieved that match with the testing cars, NT is 

the

4.2 Results 

The graphs in Figure 1 and Figure 2 show the evaluation results of the proposed 

       

and 

 

 number of testing cars, and NR is the number of retrieved cars. Finally, the 

average recall and precision values for all users were calculated for both techniques.  

approach. The evaluation results show that the Query Expansion Matching-based 

Search (QEMS) outperformed the Standard Matching-based Search (SMS), in that 

this approach can retrieve more car models that the users are interested in without 

requiring much effort from them. The expanded query can improve the retrieval 

performance of the Standard Matching-based Search as it provides more keywords to 

represent a user’s requirements or preferences.  

 

  
 

Fig. 1. Precision for different number of top retrieved results of the SMS and QEMS 

 

    

 

 

Fig. 2. Recall for different number of top retrieved results of the SMS and QEMS 
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mender system approach for recommending infrequently 

zing user reviews data. The evaluation result shows that 

our recommendation approach leads to recommendations novelty or serendipity, 

., Konstan, J., Riedl, J.: E-commerce Recommendation Applications.  Data 

nowledge Discovery. 5(1-2), 115--153 (2001) 

2. Leavitt, N.: Recommendation Technology: Will It Boost E-Commerce?.  Computer 

 

11.   

 

c per was partially supported by the Smart Services CRC 

operative Research Centres, Australia)”. 

Conclusion  

We have proposed a recom

purchased products by utili

where more unexpected or different items that meet the users’ interests will be 

recommended to the users.  This approach is able to predict a user’s preferences and 

may suggest more products that fit the user’s requirements and, also, may help online 

vendors promote their products. In future work, we intend to utilize sentimental 

orientations of the features for improving the product recommendations.   
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