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# On symbolic representations of maximum matchings and (un)directed graphs 

Beate Bollig<br>LS2 Informatik, TU Dortmund, 44221 Dortmund, Germany


#### Abstract

The maximum matching problem is one of the most fundamental algorithmic graph problems and OBDDs are one of the most common dynamic data structures for Boolean functions. Since in some applications graphs become larger and larger, a research branch has emerged which is concerned with the theoretical design and analysis of so-called symbolic algorithms for classical graph problems on OBDD-represented graph instances. Typically problems get harder when their input is represented symbolically, nevertheless not many concrete non-trivial lower bounds are known. Here, it is shown that symbolic OBDD-based algorithms for the maximum matching problem need exponential space (with respect to the OBDD size of the input graph). Furthermore, it is shown that OBDD-representations for undirected graphs can be exponentially larger than OBDD-representations for their directed counterparts and vice versa.
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## 1 Introduction

Since modern applications require huge graphs, explicit representations by adjacency matrices or adjacency lists may cause conflicts with memory limitations and even polynomial time algorithms seem to be not applicable any more. As time and space resources do not suffice to consider individual vertices, one way out seems to be to deal with sets of vertices and edges represented by their characteristic functions. Ordered binary decision diagrams, denoted OBDDs, introduced by Bryant in 1986 [6], are well suited for the representation and manipulation of Boolean functions, therefore, a research branch has emerged which is concerned with the theoretical design and analysis of so-called symbolic algorithms for classical graph problems on OBDD-represented graph instances (see, e.g., [11, 12], [13], [18, 19], [21], [23, 24], and [28]). Symbolic algorithms have to solve problems on a given graph instance by efficient functional operations offered by the OBDD data structure.

Representing graphs with regularities by means of data structures smaller than adjacency matrices or adjacency lists seems to be a natural idea. But problems typically get harder when their input is represented implicitly. For circuit
representations this has been shown in $[1,10,20]$. These results do not directly carry over to problems on OBDD-represented inputs since there are Boolean functions like some output bits of integer multiplication whose OBDD complexity is exponentially larger than its circuit size $[2,7]$. In [8] it has been shown that even the very basic problem of deciding whether two vertices $s$ and $t$ are connected in a directed graph $G$, the so-called graph accessibility problem GAP, is PSPACE-complete on OBDD-represented graphs. Nevertheless, OBDD-based algorithms are successful in many applications and despite the hardness results there are not many concrete non-trivial lower bounds known for the complexity of problems on OBDD-represented graph instances. In [23] exponential lower bounds on the space complexity of OBDD-based algorithms for the single-source shortest paths problem, the maximum flow problem, and a restricted class of algorithms for the reachability problem have been presented. Recently, the last result has been generalized and an exponential lower bound on the space complexity of all OBDD-based algorithms for reachability analysis has been shown in [3]. The results are not very astonishing but the proofs present worst-case examples which could be helpful to realize why OBDD-based algorithms are successful in many applications by characterizing the special cases that can be handled efficiently and the cases that are difficult to process. In this paper one aim is to present concrete exponential lower bounds and not only existence proofs that there have to be objects of large size or that exponential blow-ups may happen for various problems.

Due to the problem's rich area of applications the maximum matching problem has received a considerable amount of attention for explicit graph representations. Answering an open question posed by Sawitzki (page 186, table 7.4.1 in [22]), we prove that OBDD-based representations of maximum matchings can be exponentially larger than the OBDD representation of the input graph. Using simple counting arguments it can be shown that there exists a complete bipartite graph whose OBDD complexity is small and for which there exists a maximum matching whose OBDD complexity is large. In order to present concrete proofs we present such a graph and a corresponding maximum matching. Searching for advantageous properties of real-world instances that cause an essentially better behavior than in the worst-case, the complexity of graph problems with respect to structured properties of input and/or output OBDDs is interesting. In [21] and [28] symbolic algorithms for maximum flow in 0-1 networks and topological sorting have been presented which have polylogarithmic running time with respect to the number of vertices of a given grid graph. These results rely on the very structured input graph and on restrictions on the width of occuring OBDDs during the computation. Our first result on the size of maximum (perfect) matchings shows that constant input OBDD width is not sufficient to guarantee polynomial space complexity for the maximum matching problem. Afterwards we present a graph whose edge set can be represented by OBDDs of small size but for which the implicit representation of its unique maximum matching needs exponential OBDD size.

By simple counting arguments it is easy to see that almost all graphs on $N$ vertices cannot be represented by OBDDs of polylogarithmic size with respect to $N$. On the other hand, it is quite obvious that very simple structured graphs, e.g., grid graphs, have a small OBDD representation. Therefore, in $[18,19]$ the question has been investigated whether succinct OBDD representations can be found for significant graph classes. In this paper we consider whether undirected graphs can be exponentially larger than their so-called directed counterparts and vice versa. Our results can be summarized as follows.

Theorem 1. Symbolic OBDD-based algorithms for the maximum matching problem need exponential space with respect to the size of the implicit representation of the input graph.
Theorem 2. There exists a directed graph $G_{d}$ and a corresponding undirected graph $G_{u}$, obtained from $G_{d}$ by changing the directed edges into undirected ones, such that the symbolic OBDD representation of $G_{u}$ is exponentially larger than the OBDD representation of $G_{d}$.

The paper is organized as follows. In Section 2 we define some notation and present some basics concerning OBDDs, symbolic graph representations, and the maximum matching problem. Section 3 contains the proof of Theorem 1. Finally, in Section 4 Theorem 2 is shown and we discuss why the result is not as obvious as it seems to be at first glance. For a slightly more general model than OBDDs the representation size for the corresponding undirected counterparts of directed graphs can only be by a factor of 2 larger than the size for the directed graph. Furthermore, we will look at an undirected graph $G_{U}$ and a corresponding directed graph $G_{D}$, obtained from $G_{U}$ by changing each undirected edges into one directed edge, such that the symbolic OBDD representation of $G_{D}$ is exponentially larger than the OBDD representation of $G_{U}$.

## 2 Preliminaries

In order to make the paper self-contained we briefly recall the main notions we are dealing with in this paper.

### 2.1 Ordered Binary Decision Diagrams

When working with Boolean functions as in circuit verification, synthesis, and model checking, ordered binary decision diagrams are one of the most often used data structures that support efficiently all fundamental operations on Boolean functions, like binary operators, quantifications or satisfiability tests. (For a history of results on binary decision diagrams see, e.g., the monograph of Wegener [27]).

Definition 1. Let $X_{n}=\left\{x_{1}, \ldots, x_{n}\right\}$ be a set of Boolean variables. A variable ordering $\pi$ on $X_{n}$ is a permutation on $\{1, \ldots, n\}$ leading to the ordered list $x_{\pi(1)}, \ldots, x_{\pi(n)}$ of the variables.

In the following a variable ordering $\pi$ is sometimes identified with the corresponding ordering $x_{\pi(1)}, \ldots, x_{\pi(n)}$ of the variables if the meaning is clear from the context.

Definition 2. $A \pi-\mathrm{OBDD}$ on $X_{n}$ is a directed acyclic graph $G=(V, E)$ whose sinks are labeled by Boolean constants and whose non-sink (or decision) nodes are labeled by Boolean variables from $X_{n}$. Each decision node has two outgoing edges one labeled by 0 and the other by 1 . The edges between decision nodes have to respect the variable ordering $\pi$, i.e., if an edge leads from an $x_{i}$-node to an $x_{j}$-node, then $\pi^{-1}(i) \leq \pi^{-1}(j)\left(x_{i}\right.$ precedes $x_{j}$ in $\left.x_{\pi(1)}, \ldots, x_{\pi(n)}\right)$. Each node $v$ represents a Boolean function $f_{v} \in B_{n}$, i.e., $f_{v}:\{0,1\}^{n} \rightarrow\{0,1\}$, defined in the following way. In order to evaluate $f_{v}(b), b \in\{0,1\}^{n}$, start at $v$. After reaching an $x_{i}$-node choose the outgoing edge with label $b_{i}$ until a sink is reached. The label of this sink defines $f_{v}(b)$. The width of a $\pi$-OBDD is the maximum number of nodes labeled by the same variable. The size of $a \pi$-OBDD $G$ is equal to the number of its nodes and the $\pi-\mathrm{OBDD}$ size of a function $f$ is the size of the minimal $\pi$-OBDD representing $f$.

It is well known that the size of an OBDD representing a function $f$ that depends essentially on $n$ Boolean variables (a function $g$ depends essentially on a Boolean variable $z$ if $\left.g_{\mid z=0} \neq g_{\mid z=1}\right)$ may be different for different variable orderings and may vary between linear and exponential size with respect to $n$.

Definition 3. The OBDD size or OBDD complexity of $f$ is the minimum of all $\pi-\mathrm{OBDD}(f)$.

The size of the reduced $\pi$-OBDD representing $f$ is described by the following structure theorem [25].

Theorem 3. The number of $x_{\pi(i)}$-nodes of the minimal $\pi-\mathrm{OBDD}$ for $f$ is the number $s_{i}$ of different subfunctions $f_{\mid x_{\pi(1)}=a_{1}, \ldots, x_{\pi(i-1)}=a_{i-1}}, a_{1}, \ldots, a_{i-1} \in\{0,1\}$, that essentially depend on $x_{\pi(i)}$.

Theorem 3 implies the following simple observation which is helpful in order to prove lower bounds. Given an arbitrary variable ordering $\pi$ the number of nodes labeled by a variable $x$ in the reduced $\pi$-OBDD representing a given function $f$ is not smaller than the number of $x$-nodes in a reduced $\pi$-OBDD representing any subfunction of $f$.

Partitioned binary decision diagrams, denoted PBDDs, have been introduced in [14] as a generalized OBDD model allowing a restricted use of nondeterminism and different variable orderings. They are restricted enough such that most of the essential operations can be performed efficiently and they allow polynomial-size representations for more Boolean functions than OBDDs.

Definition 4. A $k$-PBDD consists of $k \mathrm{OBDD} s$ whose variable orderings may be different. The output value for an input $b$ is defined as 1 iff at least one of the OBDD s computes 1 on $b$. A PBDD is a $k$-PBDD for some $k$. The size of a $k$-PBDD is the sum of the sizes of the $k \operatorname{OBDD} s$.

### 2.2 Symbolic OBDD-based graph representations and the maximum matching problem

In the following for $z=\left(z_{n-1}, \ldots, z_{0}\right) \in\{0,1\}^{n}$ let $|z|:=\sum_{i=0}^{n-1} z_{i} 2^{i}$. Let $G=$ $(V, E)$ be a graph with $N$ vertices $v_{0}, \ldots v_{N-1}$. The edge set $E$ can be represented by an OBDD for its characteristic function, where

$$
\mathcal{X}_{E}(x, y)=1 \Leftrightarrow(|x|,|y|<N) \wedge\left(v_{|x|}, v_{|y|}\right) \in E, x, y \in\{0,1\}^{n} \text { and } n=\lceil\log N\rceil .
$$

Undirected edges are represented by symmetric directed ones. In the rest of the paper we assume that $N$ is a power of 2 since it has no bearing on the essence of our results. OBDD-represented graphs on $N$ vertices are typically only defined on $\log N$ Boolean variables in comparison to other implicit graph representations where at least $c \log N$ bits for some constant $c>1$ are allowed [16,26]. One of the reasons is that the number of variables of intermediate OBDDs during a symbolic algorithms can be seen as a performance parameter. Multiplying the number of variables on which an OBDD depends by a constant $c$ enlarge the worst-case size asymptotically from $S$ to $S^{c}$. (See, e.g., [9] for the importance to keep the number of variables as low as possible.)

A matching in an undirected graph $G=(V, E)$ is a subset $M \subseteq E$ such that no two edges of $M$ are adjacent. A matching $M$ is maximum if there exists no matching $M^{\prime} \subseteq E$ such that $\left|M^{\prime}\right|>|M|$, where $|S|$ denotes the cardinality of a set $S$. A perfect matching is a matching of cardinality $|V| / 2$. In the symbolic setting the maximum (perfect) matching problem is the following one. Given an OBDD for the characteristic function of the edge set of an undirected input graph $G$, the output is an OBDD that represents the characteristic function of a maximum (perfect) matching in $G$. A graph $G=(V, E)$ is bipartite, if $V$ can be partitioned into two disjoint nonempty sets $U$ and $W$, such that for all edges $(u, w) \in E$ it holds $u \in U$ and $w \in W$ or vice versa.

## 3 The maximum matching problem on OBDDrepresented graphs

In this section we prove Theorem 1 and demonstrate that an exponential blowup from input to output size for the maximum matching problem is possible in the symbolic setting.

Our proof structure is the following one. First, we define an input graph $G$ for the maximum matching problem. It is not difficult to see that the size of the corresponding OBDD representation for the characteristic function of its edge set is polynomial with respect to the number of Boolean variables. Afterwards we prove that there exists a maximum matching in $G$ represented by its edge set for which the corresponding characteristic function has exponential OBDD complexity. Therefore, every OBDD-based algorithm solving the maximum matching problem need exponential space with respect to its input length. We start with a very simple input graph and show that there exists a maximum matching whose

OBDD complexity is exponentially larger than the OBDD complexity of the input graph. The investigated maximum matching is also a perfect matching. Afterwards we present an example where the maximum matching is unique but not a perfect matching because the input graph contains many isolated vertices. Now, we make our ideas more precise.

1) The definition of the input graph $G$ :

Our input graph $G=(V, E)$ is a complete bipartite graph on $2^{n^{2}+1}$ vertices. The vertex set $V$ is partitioned into two nonempty sets $U$ and $W$ of equal size such that there exists no edge incident to two vertices in $U$ respectively $W$. The Boolean encoding of a vertex $v \in V$ consists of $n^{2}+1$ Boolean variables $z, x_{11}, \ldots, x_{n n}$, the variable $z$ indicates whether $v$ is in $U(z=0)$ or in $W(z=1)$. The $x$-variables can be seen as a Boolean matrix of dimension $n \times n$.
2) The polynomial upper bound on the OBDD size for the characteristic function of the edge set of $G$ :
$G$ can be represented by an OBDD of size 5 . The characteristic function $\mathcal{X}_{E}$ of $E$ is defined on the variables $\left(\left(z^{1}, x_{11}^{1}, \ldots, x_{n n}^{1}\right),\left(z^{2}, x_{11}^{2}, \ldots, x_{n n}^{2}\right)\right)$. The function value is $1 \mathrm{iff} z^{1} \oplus z^{2}=1$.
3) A maximum matching in $G$ and an exponential lower bound on the OBDD size for its characteristic function:
It remains to show that there exists a maximum matching in $G$ defined by the characteristic function of its edge set whose OBDD complexity is exponential. Note, that our aim is to present a constructive and not only an existence proof. A vertex $v$ in $G$ has the property $\mathcal{P}$ iff the $x$-variables of its Boolean encoding correspond to a Boolean matrix that contains exactly one 1-entry in each row and in each column. Now, we are ready to define a maximum matching in $G$ whose OBDD complexity is exponential. The crucial idea for the definition of a perfect matching with large OBDD size is the following. Vertices with property $\mathcal{P}$ are matched to vertices with property $\mathcal{P}$ and vertices without $\mathcal{P}$ to vertices without property $\mathcal{P}$. To be more precise, let $z^{u}, x_{11}^{u}, \ldots, x_{n n}^{u}$ be the variables of the Boolean encoding of a vertex $u \in U$ and $z^{w}, x_{11}^{w}, \ldots, x_{n n}^{w}$ those of a vertex $w \in W$. The vertices $u$ and $w$ are matched if both have the property $\mathcal{P}$ and $x_{i j}^{u}=x_{j i}^{w}$ for all $i, j \in\{1, \ldots, n\}$ or if both have not the property $\mathcal{P}$ and $x_{i j}^{u}=x_{i j}^{w}$ for all $i, j \in\{1, \ldots, n\}$. Obviously, this is a complete definition of a perfect matching in $G$. Let $\mathcal{X}_{M}$ be the characteristic function of this edge set. Next, we prove that the OBDD complexity of $\mathcal{X}_{M}$ is exponential. In [15, 17] exponential lower bounds on the size of so-called nondeterministic read-once branching programs (a more general OBDD model) representing the Boolean function $\mathrm{PERM}_{n}$, the test, whether a Boolean matrix contains exactly one 1entry in each row and in each column, are presented. In the following we consider an arbitrary OBDD for a carefully chosen subfunction of $\mathcal{X}_{M}$ and we investigate several paths from the source of the OBDD to the 1-sink. Here, for the choice of the considered paths and for the estimation of the number of different chosen
subpaths some of the ideas presented in $[15,17]$ are used but because of the different definition of our investigated function we have to add some ideas.

Let $G_{M}$ be an OBDD on the variables $\left(\left(z^{\prime}, x_{11}, \ldots, x_{n n}\right),\left(z^{\prime \prime}, y_{11}, \ldots, y_{n n}\right)\right)$ for the representation of $\mathcal{X}_{M}$ and $G_{M}^{\prime}$ be the OBDD obtained from $G_{M}$ by replacing the variables $x_{23}, y_{32}$ by 1 and $x_{32}, y_{23}$ by 0 . The reason for these replacements is that all 1-inputs for the subfunction of $\mathcal{X}_{M}$ represented by $G_{M}^{\prime}$ correspond to edges between vertices in the input graph $G$ with property $\mathcal{P}$. As a result it is a little bit easier to argue that $G_{M}^{\prime}$ and therefore $G_{M}$ need an exponential number of nodes. Furthermore, we set $z^{\prime}$ to 1 and $z^{\prime \prime}$ to 0 . This is not crucial for our lower bound proof but convenient to keep our proof as simple as possible.

Our aim is to show that there is an exponential number of nodes in the OBDD $G_{M}^{\prime}$. For the ease of notations we assume w.l.o.g. that $n$ is an even number. We investigate the paths in $G_{M}^{\prime}$ from the source to the 1-sink called accepting paths. There are $2 n-21$-edges, i.e., variables set to 1 , on these paths and the number of these paths is $(n-2)(n-2)!$. Now, we separate each accepting path $p$ into its initial part $p_{u}$ and into the remaining part $p_{\ell}$ to the 1 -sink. Here, we have to use a different cut as considered in $[15,17]$. A pair $\left(x_{i j}, y_{j i}\right), i, j \in\{1, \ldots, n\}$, is called $(x, y)$-pair. We define a cut through all accepting paths after for exactly $n / 2-2(x, y)$-pairs there exists at least one variable set to 1 for the first time. Let $R_{p_{u}}\left(C_{p_{u}}\right)$ be the set of indices $i$ for which a variable $x_{i *}$ or $y_{* i}\left(x_{* i}\right.$ or $\left.y_{i *}\right)$ is set to 1 on $p_{u}$. If $n / 2-1$ rows and columns are fixed, there are $(n / 2-1)$ ! possibilities to map the indices of the rows to the indices of the columns. Each initial part of an accepting path can be continued by at most ( $n / 2$ )! subpath to the 1 -sink. Therefore, there is a set $P$ of different initial paths from the source to the cut, $|P| \geq\binom{ n-1}{n / 2-1}$, such that for two different paths $p_{u}^{\prime}$ and $p_{u}^{\prime \prime}$ in $P$ we know that $R_{p_{u}^{\prime}} \neq R_{p_{u}^{\prime \prime}}$ or $C_{p_{u}^{\prime}} \neq C_{p_{u}^{\prime \prime}}$. Due to our choice of the considered paths, there are extensions $p_{\ell}^{\prime}$ of $p_{u}^{\prime}$ and $p_{\ell}^{\prime \prime}$ of $p_{u}^{\prime \prime}$ which lead to the 1 -sink. Since $R_{p_{u}^{\prime}} \neq R_{p_{u}^{\prime \prime}}$ or $C_{p_{u}^{\prime}} \neq C_{p_{u}^{\prime \prime}}, p_{u}^{\prime}$ concatenate with $p_{\ell}^{\prime \prime}$ cannot correspond to a Boolean encoding, where in each row and in each column is exactly one 1-entry, and therefore, cannot be an accepting path. Here, we make use of the fact that we investigate a subfunction of $\mathcal{X}_{M}$ whose 1-inputs correspond to edges between vertices with property $\mathcal{P}$ in the input graph. Therefore, the paths in $P$ cannot lead to the same node in $G_{M}^{\prime}$ and the size of the set $P$ is a lower bound on the size of $G_{M}^{\prime}$. Using Stirling's formula we obtain a lower bound of $\Omega\left(n^{-1 / 2} 2^{n}\right)$ and we are done.

Summarizing, we have shown that the maximum matching problem may cause exponential space requirements on OBDD-represented graphs by generating instances with an exponential gap between the input and the output OBDD size. On the other hand, there exists a perfect matching in $G$ whose OBDD complexity is linear. Therefore, the representation sizes for maximum matchings in a graph can be quite different. Now, we show that an exponential gap between input and output size is also possible if the maximum matching is unique. In this way we demonstrate that every symbolic OBDD-based algorithm for the maxi-
mum matching problem need exponential space. We start with the definition of a function which is well known in the BDD literature.

Definition 5. The hidden weighted bit function $\operatorname{HWB}_{n}:\{0,1\}^{n} \rightarrow\{0,1\}$ computes the bit $b_{\text {sum }}$ on the input $b=\left(b_{1}, \ldots, b_{n}\right)$, where sum $:=\sum_{i=1}^{n} b_{i}$ and $b_{0}:=0$.

Bryant [7] has introduced this function as a very simple version of storage access where each variable is control and data variable. He has also already shown that the OBDD complexity of $\mathrm{HWB}_{n}$ is $\Omega\left(2^{(1 / 5-\epsilon) n}\right)$ which has been slightly improved up to $\Omega\left(2^{n / 5}\right)$ in [5].

1) The definition of the input graph $G_{n}$ :


Fig. 1. The input graph $G_{n}$ and the set of hidden difficult edges.

The graph $G_{n}=(V, E)$ consists of $2^{2 n+2}$ vertices $v_{i_{1}, i_{2}, i_{3}}, i_{1} \in\{0, \ldots, 3\}$, $i_{2}, i_{3} \in\left\{0, \ldots, 2^{n}-1\right\}$. Let $b^{i}=\left(b_{0}^{i}, \ldots, b_{n-1}^{i}\right)$ be the binary representation of an integer $i \in\left\{0, \ldots, 2^{n}-1\right\}$. There exists an edge between a vertex $v_{i_{1}, i_{2}, i_{3}}$ and a vertex $v_{j_{1}, j_{2}, j_{3}}$ if one of the following requirements is fulfilled:

$$
\begin{aligned}
-i_{1} & =0, i_{2}=2^{k}, \sum_{\ell=0}^{n-1} b_{\ell}^{i_{3}}=k \text { and } b_{k-1}^{i_{3}}=1, \\
j_{1} & =1, j_{2}=0, \text { and } j_{3}=i_{3}, \text { or } \\
-i_{1} & =2, i_{2}=0, \sum_{\ell=0}^{n-1} b_{\ell}^{i_{3}}=k \text { and } b_{k-1}^{i_{3}}=1, \\
j_{1} & =3, j_{2}=2^{k}, \text { and } j_{3}=i_{3}, \text { or } \\
-i_{1} & =1, i_{2}=0, j_{1}=2, j_{2}=0, \text { and } j_{3}=i_{3} .
\end{aligned}
$$

Figure 1 shows the structure of the input graph $G_{n}$, where isolated vertices are missing. Obviously, the maximum matching in $G_{n}$ is unique (see Figure 2). The important property of $G_{n}$ is that an edge from a vertex $v_{1, i_{2}, i_{3}}$ to a vertex $v_{2, j_{2}, j_{3}}$ belongs to the maximum matching iff $i_{2}=j_{2}=0, i_{3}=j_{3}$, and the binary representation of $i_{3}$ respectively $j_{3}$ corresponds to an input that belongs to $\mathrm{HWB}_{n}^{-1}(0)$. The characteristic function of this edge set is a difficult function but in our input graph this edge set is in some sense hidden (see Figure 1) such that the characteristic function of the edge set of the input graph can be represented by OBDDs of small size.


Fig. 2. The unique maximum matching in $G_{n}$.
2) The polynomial upper bound on the OBDD size of $\mathcal{X}_{E}$ :

Let $x_{0}^{1}, x_{1}^{1}, x_{0}^{2}, \ldots, x_{n-1}^{2}, x_{0}^{3}, \ldots, x_{n-1}^{3}$ be the variables of the Boolean encoding of a vertex $v_{i_{1}, i_{2}, i_{3}}$, where $x_{0}^{1}, x_{0}^{2}$, and $x_{0}^{3}$ denote the least significant bits, the $x^{1}$-variables represent $i_{1}$, the $x^{2}$-variables $i_{2}$, and the $x^{3}$-variables $i_{3}$. The characteristic function $\mathcal{X}_{E}$ of the edge set depends on $2(2 n+2)$ Boolean variables $\left(\left(x_{0}^{1}, x_{1}^{1}, x_{0}^{2}, \ldots, x_{n-1}^{2}, x_{0}^{3}, \ldots, x_{n-1}^{3}\right),\left(y_{0}^{1}, y_{1}^{1}, y_{0}^{2}, \ldots, y_{n-1}^{2}, y_{0}^{3}, \ldots, y_{n-1}^{3}\right)\right)$.

Our aim is to prove that $\mathcal{X}_{E}$ can be represented by OBDDs of size $O\left(n^{2}\right)$ according to the variable ordering

$$
x_{0}^{1}, y_{0}^{1}, x_{1}^{1}, y_{1}^{1}, x_{0}^{2}, y_{0}^{2}, \ldots, x_{n-1}^{2}, y_{n-1}^{2}, x_{0}^{3}, y_{0}^{3}, \ldots, x_{n-1}^{3}, y_{n-1}^{3}
$$

There are three different disjoint edge sets, from $v_{0, \cdot,-}$ to $v_{1,,,-}$, , from $v_{1, \cdot,,-}$ to $v_{2,,,-}$, and from $v_{2,,,-}$ to $v_{3,,,-}$-vertices. We prove that each of them can be represented by OBDDs of small size. Since the different edge sets can be identified by the assignments to the $x^{1}$ - and $y^{1}$-variables which are tested at the beginning of the OBDD, it suffices to add the OBDD sizes in order to obtain an upper bound on the OBDD complexity of $\mathcal{X}_{E}$.

If $x_{0}^{1}=x_{1}^{1}=0, y_{0}^{1}=0$, and $y_{1}^{1}=1$, it is checked whether $y_{0}^{2}=\ldots=y_{n-1}^{2}=0$, and there exists exactly one $x^{2}$-variable set to 1 . If $\left|x^{2}\right|=2^{i}$, the number of $x^{3}-$ variables is counted. The function value is 1 if $\sum_{\ell=0}^{n-1} x_{\ell}^{3}=i, x_{i-1}^{3}=1$, and $y_{\ell}^{3}=x_{\ell}^{3}, 0 \leq \ell \leq n-1$. Since we only have to distinguish $n$ different values for $\left|x^{2}\right|$, this can be done by an OBDD of width $O(n)$.

If $x_{0}^{1}=0, x_{1}^{1}=1, y_{0}^{1}=y_{1}^{1}=0$, the roles of the $x$ - and $y$-variables are exchanged. The cases $x_{0}^{1}=1, x_{1}^{1}=0, y_{0}^{1}=y_{1}^{1}=1$, and $x_{0}^{1}=x_{1}^{1}=1, y_{0}^{1}=0$, $y_{1}^{1}=1$ are similar.

If $x_{0}^{1}=1, x_{1}^{1}=0, y_{0}^{1}=0, y_{1}^{1}=1$, or $x_{0}^{1}=0, x_{1}^{1}=1, y_{0}^{1}=1, y_{1}^{1}=0$, it is checked whether $\left|x^{2}\right|=\left|y^{2}\right|=0$ and $\left|x^{3}\right|=\left|y^{3}\right|$. This can be done by an OBDD of constant width.

Altogether, we have seen that $\mathcal{X}_{E}$ can be represented by an OBDD of size $O\left(n^{2}\right)$.
3) The exponential lower bound on the OBDD size for the characteristic function of the maximum matching $\mathcal{X}_{M}$ in $G_{n}$ :

Due to our definition of $G_{n}$ the maximum matching contains an edge from a vertex $v_{1, i_{2}, i_{3}}$ to a vertex $v_{2, j_{2}, j_{3}}$ if $i_{2}=j_{2}=0, i_{3}=j_{3}$, and the binary representation of $i_{3}$ respectively $j_{3}$ corresponds to an input that belongs to $\operatorname{HWB}_{n}^{-1}(0)$. Our aim is to adapt the ideas for the exponential lower bound on the OBDD size of $\mathrm{HWB}_{n}$ presented in [7]. Therefore, we consider the subfunction of $\mathcal{X}_{M}$, where $x_{0}^{1}=1, x_{1}^{1}=0, y_{0}^{1}=0, y_{1}^{1}=1$, and the $x^{2}$ - and $y^{2}$-variables are replaced by 0 . In the following we assume that $n$ is a multiple of 10 because it has no bearing on the essence of the proof. Let $\pi$ be an arbitrary but fixed variable ordering. A pair $\left(x_{\ell}^{3}, y_{\ell}^{3}\right)$ is called $(x, y)$-pair and $x_{\ell}^{3}$ a partner of $y_{\ell}^{3}$ and vice versa. Now, we define a cut in the variable ordering after for the first time for exactly $(6 / 10) n$ $(x, y)$-pairs there exist at least one variable. $T$ contains the variables before the cut according to $\pi$ and $B$ the remaining variables. Let $P_{H}$ be the set of all pairs $\left(x_{i}^{3}, y_{i}^{3}\right), i \in\{(5 / 10) n+1, \ldots,(9 / 10) n\}$, and $P_{L}$ be the set of all pairs $\left(x_{j}^{3}, y_{j}^{3}\right)$, $j \in\{(1 / 10) n+1, \ldots,(5 / 10) n\}$. Obviously, $T$ contains at least for $(2 / 10) n$ pairs in $P_{H}$ or at least for $(2 / 10) n$ pairs in $P_{L}$ at least one variable. W.l.o.g. we assume that $T$ contains at least for $(2 / 10) n$ pairs in $P_{L}$ at least one variable. In the following we only consider assignments where variables that belong to the same ( $x, y$ )-pair are replaced by the same constant. We consider all assignments to the variables in $T$ where exactly $(1 / 10) n$ pairs in $P_{L}$ are replaced by 1 , all other variables in $T$ are set to 0 . There are at least $\binom{(2 / 10) n}{(1 / 10) n}=\Omega\left(n^{-1 / 2} 2^{n / 5}\right)$ different assignments. Using Theorem 3 it is sufficient to prove that these assignments lead to different subfunctions. For this reason we consider two different assignments $b$ and $b^{\prime}$ to the variables in $T$. Let $\left(x_{\ell-1}^{3}, y_{\ell-1}^{3}\right)$ be an $(x, y)$-pair for which at least one variable is replaced differently in $b$ and $b^{\prime}$. W.l.o.g. $x_{\ell-1}^{3}$ is set to 0 in $b$ and to 1 in $b^{\prime}$. Now, we consider the following assignment $b_{r}$ to the variables in $B$. The variables for which there is a partner in $T$ are replaced by the assignment to the partner according to $b$. The remaining variables are replaced in such a way that there are exactly $\ell-(1 / 10) n$ pairs that are set to 1 . This can be done because there are $(4 / 10) n$ pairs for which both variables are in $B$ and $\ell \leq(5 / 10) n$. Obviously, the function value of the subfunction induced by $b$ on $b_{r}$ is 1 . The function value for the subfunction induced by $b^{\prime}$ on $b_{r}$ is 0 because either $\left|x^{3}\right| \neq\left|y^{3}\right|$ or $x^{3} \in \operatorname{HWB}_{n}^{-1}(1)$.

Altogether, we have shown that the OBDD complexity of $\mathcal{X}_{M}$ is at least $\Omega\left(n^{-1 / 2} 2^{n / 5}\right)$.

## 4 Exponential blow-ups for the OBDD-complexity of directed and undirected graphs

In this section we prove Theorem 2 and consider the OBDD size of directed and undirected graphs.

Definition 6. An undirected graph $G_{u}=\left(V, E_{u}\right)$ is called the counterpart of a directed graph $G_{d}=\left(V, E_{d}\right)$ iff for all edges $(u, w) \in E_{d}$ the edge $(u, w)$ is in


Fig. 3. An OBDD for $\mathcal{X}_{E_{d}}$. Missing edges are leading to the 0 -sink.
$E_{u}$. An asymmetric directed graph $G_{D}=\left(V, E_{D}\right)$ is called a counterpart of an undirected graph $G_{U}=\left(V, E_{U}\right)$ if for all edges $(u, w) \in E_{U}$ the edge $(w, u)$ is not in $E_{D}$ but $(u, w) \in E_{D}$ or vice versa.

In order to prove Theorem 2, we investigate the following directed bipartite graph $G_{d}=\left(V, E_{d}\right)$ defined on $2^{n^{2}+1}$ vertices. $V$ is partitioned into the sets $U$ and $W$ of equal size. The Boolean encoding of a vertex $v \in V$ consists of $n^{2}+1$ Boolean variables $z, x_{11}, \ldots, x_{n n}$, where the variable $z$ indicates whether $v \in U$ $(z=0)$ or in $W(z=1)$. The $x$-variables can be seen as a Boolean matrix $X$ of dimension $n \times n$. There exists an edge from a node $u \in U$ to a node $w \in W$ if there exists a row that consists only of 1-entries in the Boolean encoding $X$ of $u$ and a column that contains only 1-entries in the Boolean encoding according to the $x$-variables of $w$. Next, we prove that $G_{d}$ can be represented by OBDDs of linear size with respect to the number of Boolean variables but the undirected counterpart $G_{u}$ needs exponential size. The characteristic function of the edge set of $G_{d}$ is defined on the variables $\left(z^{1}, x_{11}^{1}, \ldots, x_{n n}^{1}\right),\left(z^{2}, x_{11}^{2}, \ldots, x_{n n}^{2}\right)$. Our aim is to prove that $\mathcal{X}_{E_{d}}$ can be represented by OBDDs of size $O\left(n^{2}\right)$ and constant width according to the variable ordering

$$
z^{1}, x_{11}^{1}, x_{12}^{1}, \ldots, x_{n n}^{1}, z^{2}, x_{11}^{2}, x_{21}^{2}, \ldots, x_{n n}^{2}
$$

i.e., the first $x$-variables are tested in a row-wise manner, variables that belong to the same row are tested one after another, and the last $x$-variables are tested in a column-wise manner. Applying Theorem 3 is is sufficient to prove that there are only a constant number of different subfunctions obtained by replacements of the first $i$ variables for all $i \in\left\{1, \ldots, 2 n^{2}+2\right\}$ with respect to the considered variable ordering. If $z^{1}$ is 1 , the function value is 0 because there are no edges from a vertex $w \in W$ to a vertex $u \in U$. If $z^{1}$ is 0 , the $x^{1}$-variables are tested rowwise and it is checked whether there exists a row that consists only of 1-entries. This can be done by an OBDD of width 1. If the test is negative, the function value is 0 . If the test is positive, the variable $z^{2}$ is tested. The function value is 0 , if $z^{2}$ is 0 , because there are no edges between vertices in $U$. Afterwards the $x^{2}$-variables are tested column-wise and the function value is 1 iff there exists a column that contains only 1-entries. This can also be done by an OBDD of width 1. Figure 3 shows an OBDD for $\mathcal{X}_{E_{d}}$.

For the lower bound proof on the OBDD size for the characteristic function of the undirected counterpart $G_{u}$ let $\pi$ be an arbitrary but fixed variable ordering. We define a cut in $\pi$ where for the first time $n / 2-1$ rows or $n / 2-1$ columns have a tested $x^{1}$ - or $x^{2}$-variable. $X_{U}$ contains the $x$-variables before the cut in $\pi, X_{L}$ the remaining $x$-variables.

Case 1: There are $n / 2-1$ rows for which an $x^{1}$-variable or $n / 2-1$ columns for which an $x^{2}$-variable is in $X_{U}$.
W.l.o.g. we assume that there are $n / 2-1$ rows for which an $x^{1}$-variable is in $X_{U}$. First, we set $z^{1}$ to 0 and $z^{2}$ to 1 . The $x^{2}$-variables are replaced by constants in the following way:

- the variables $x_{11}^{2}, x_{21}^{2}, \ldots, x_{n 1}^{2}$ are set to 1 ,
- the remaining $x^{2}$-variables are set to 0 .

As a result we obtain a subfunction of $\mathcal{X}_{E_{u}}$ whose function value is 1 iff the Boolean matrix defined by $x_{11}^{1}, \ldots, x_{n n}^{1}$ contains a row that consists only of 1entries. Now, we prove that a $\pi$-OBDD for this subfunction needs exponential size. We set the $x^{1}$-variables tested first in the first $n / 2-1$ rows with respect to $\pi$ to all possible assignments. Variables in $X_{U}$ that belong to the same row are set to the same constant. Next, we prove that two different assignments $b$ and $b^{\prime}$ of these $2^{n / 2-1}$ partial assignments lead to different subfunctions. For this reason we consider the following assignment $b_{r}$ to the remaining $x^{1}$-variables in $X_{L}$. Let $\ell$ be a row for which the $x^{1}$-variables in $b$ are set to 1 and in $b^{\prime}$ to 0 (or vice versa). W.l.o.g. we assume that the $x_{\ell \text {.-variables in }} b$ are set to 1 and in $b^{\prime}$
 There exist $x_{\ell}^{1}$-variables in $X_{L}$ because otherwise there are $n$ rows that have a variable in $X_{U}$. The function value of the considered subfunction obtained by $b$ respectively $b^{\prime}$ for $b_{r}$ is 1 respectively 0 , therefore the induced subfunctions are different and we are done.

Case 2: There are $n / 2-1$ columns for which an $x^{1}$-variable or $n / 2-1$ rows for which an $x^{2}$-variable is in $X_{U}$.

By replacing the variables $z^{1}$ by 1 and $z^{2}$ by 0 the case is similar to the first one and we are done.

One might think that our result is not very astonishing because the orientation of an edge can store some kind of information and without this information the representation size may enlarge. Nevertheless, if the characteristic function $\mathcal{X}_{E_{d}}$ of a directed graph $G_{d}=\left(V, E_{d}\right)$ is represented by a circuit, the representation size for the undirected counterpart can only enlarge by a factor of 2 . In the following we show that the same holds for 2-PBDDs which are slightly more general than OBDDs. Let $E_{d}^{R}$ be the set of edges obtained by replacing each directed edge $(u, v) \in E_{d}$ by the directed edge $(v, u)$. Let $G_{E_{d}}$ be an OBDD for the characteristic function $\mathcal{X}_{E_{d}}$ which is defined on $x$ - and $y$-variables. The PBDD consists of two OBDDs according to different variable orderings. The first part represents the edges in $E_{d}$ and is equal to $G_{E_{d}}$, the second part represents $\mathcal{X}_{E_{d}}^{R}$. For the second part of the 2-PBDD we change the variable ordering of $G_{E_{d}}$ by renaming the $x$-and the $y$-variables, i.e., nodes labeled by $x_{i}$ are now $y_{i}$-nodes and vice versa (for all indices). Obviously, the second part of the 2-PBDD has the same size as $G_{E_{d}}$ and represents $\mathcal{X}_{E_{d}}^{R}$. Altogether, our result on the OBDD size of directed graphs and their undirected counterparts is not as obvious as it seems to be.

In the design and analysis of symbolic graph algorithms OBDDs are often ordered according to so-called interleaved variable orderings, where $x$ - and $y$ variables of the same significance (or with the same indices) are tested consecutively (see, e.g., [21] and [28]). This seems to be reasonable, since the characteristic function of an undirected graph is symmetric. If a directed graph $G_{d}=\left(V, E_{d}\right)$ can be represented symbolically by an $\operatorname{OBDD} G_{E_{d}}$ of small size according to an interleaved variable ordering, its undirected counterpart $G_{u}=\left(V, E_{u}\right)$ can also be represented symbolically by an OBDD of small size. To be more precise, if $S$ is the size of $G_{E_{d}}$, the OBDD size of $\mathcal{X}_{E_{u}}$ is bounded above by $O\left(S^{2}\right)$. The reason is the following one. If we modify a $\pi$-OBDD for a function $f$ into a $\pi^{\prime}$-OBDD for $f$, where $\pi^{\prime}$ can be obtained from $\pi$ by only exchanging the position of neighbored variables, the size of the $\pi^{\prime}$-OBDD can only be by a factor of 3 larger than the size of the $\pi$-OBDD (see Theorem 4 in [4]). Afterwards an OBDD for $\mathcal{X}_{E_{u}}$ can be obtained by applying an $\vee$-synthesis on the OBDDs for $\mathcal{X}_{E_{d}}$ and $\mathcal{X}_{E_{d}^{R}}$ because now the OBDDs are ordered with respect to the same variable ordering. Using the well-known results on the worst-case complexity of the synthesis-operation (see, e.g., [6]), the OBDD size for $\mathcal{X}_{E_{u}}$ can be bounded above by the product of the OBDD sizes for $\mathcal{X}_{E_{d}}$ and $\mathcal{X}_{E_{d}^{R}}$.

In the rest of this section we show that also between undirected graphs and their directed counterparts an exponential blow-up in the representation size is possible. Again, we consider the complete undirected bipartite graph
$G_{U}=\left(V, E_{U}\right)$ defined in Section 3. For each undirected edge in $E_{U}$ we have two possibilities to choose the orientation. Using a simple counting argument, it is easy to see that there exists a directed counterpart of $G_{U}$ whose OBDD complexity is exponential. Finally, we present a concrete directed counterpart of $G_{U}$ whose OBDD size is exponential. The graph is defined in the following way. There exists an edge from $u \in U$ to a vertex $w \in W$ iff the $x$-variables of the Boolean encoding of $u$ correspond to a Boolean matrix that contains exactly one 1 -entry in each row and in each column. If we replace $z^{1}$ by 0 and the variables $z^{2}, x_{11}^{2}, \ldots, x_{n n}^{2}$ by 1 , we obtain the function $\mathrm{PERM}_{n}$. As already mentioned in Section 3 the OBDD size of $\mathrm{PERM}_{n}$ is $\Omega\left(n^{-1 / 2} 2^{n}\right)$. Therefore, we are done.

## Concluding remarks

Symbolic graph algorithms on OBDD-based representations are implicitly parallel, since vertices or edges are treated simultaneously if they share their OBDD representations. Sawitzki [24] has shown that a problem is in the complexity class $N C$, which contains the problems that can be solved efficiently in parallel, if it can be solved with a polylogarithmic number of OBDD-operations with respect to the number of the vertices in a given graph. It is an open problem whether the maximum matching problem is in $N C$. Nevertheless, we have seen that symbolic algorithms for this problem need exponential space (with respect to the number of Boolean variables). Since in the complete bipartite graph presented in Section 3 there exists a maximum matching of linear OBDD size (a node in $U$ in matched to a node in $W$ if the $x$-variables in the Boolean encoding are equal) and a maximum matching whose representation size is exponential even for a more general model than OBDDs called nondeterministic read-once branching programs, we have seen that the representation sizes for maximum matchings in an input graph can be quite different.
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