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Abstract

This paper addresses the problem of automatically align-

ing historical architectural paintings with 3D models ob-

tained using multi-view stereo technology from modern pho-

tographs. This is a challenging task because of the varia-

tions in appearance, geometry, color and texture due to en-

vironmental changes over time, the non-photorealistic na-

ture of architectural paintings, and differences in the view-

points used by the painters and photographers. Our contri-

bution is two-fold: (i) we combine the gist descriptor [23]

with the view-synthesis/retrieval of Irschara et al. [14] to

obtain a coarse alignment of the painting to the 3D model

by view-sensitive retrieval; (ii) we develop an ICP-like

viewpoint refinement procedure, where 3D surface orienta-

tion discontinuities (folds and creases) and view-dependent

occlusion boundaries are rendered from the automatically

obtained and noisy 3D model in a view-dependent manner

and matched to contours extracted from the paintings. We

demonstrate the alignment of XIXth Century architectural

watercolors of the Casa di Championnet in Pompeii with a

3D model constructed from modern photographs using the

PMVS public-domain multi-view stereo software.

1. Introduction

Given a set of photographs depicting a static 3D scene,

it is often possible to automatically align the photographs

and recover the corresponding camera parameters and pose,

along with a model of the underlying 3D scene. The ability

to reliably find and match features at interest points, along

with robust procedures for bundle adjustment, has allowed

for the recovery of large-scale 3D models from many im-

ages taken from a variety of viewpoints and under many

viewing conditions [8, 9, 10]. This has allowed several ap-

plications, such as image retrieval [24], virtual exploration

of a site [29], preserving cultural heritage [12], and compu-

tational rephotography [2].
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While much success has been shown for aligning pho-

tographs, we are not aware of work on automatically align-

ing non-photographic depictions of a scene, such as paint-

ings and drawings (herein, for convenience, we will refer

to both paintings and drawings as paintings). Such depic-

tions are plentiful and comprise a large portion of our vi-

sual record. In this paper, we seek to automatically align

paintings and photographs depicting a static 3D scene. Our

main focus in this work is the ability to handle historical

architectural paintings where the artist has made an effort

to accurately portray a 3D scene. Such paintings are often

made with the aid of a camera lucida, so we will assume, at

least to first order, that the paintings are perspective scene

renderings. In spite of this assumption, we will see that this

is still a challenging scenario, and progress in this direction

would be of benefit to fields where paintings were used to

record the state of a given site, such as archaeology. We be-

lieve that the overall system is relevant to scenarios where

local feature matching fails, e.g. texture-less or wiry ob-

jects with significant 3D structure (e.g. chairs, mugs, tables)

or changes due to time/season, which present significant

challenges for current feature-based instance-level match-

ing/recognition techniques. Image to 3D model matching is

also important for applications in urban planning and civil

engineering, where a reference 3D model may be available

but may contain errors or unexpected changes (e.g. some-

thing built/destroyed).

A number of difficulties arise when trying to align paint-

ings and photographs. These difficulties are primarily due

to what makes paintings fundamentally different from pho-

tographs. At first glance, a realistic painting of a scene does

not appear to be very different from a photograph taken

from a similar viewpoint. However, upon closer inspection,

they are usually quite different, since the color, geometry, il-

lumination, shading, shadows and texture may be rendered

by the artist in a realistic, but “non physical” manner. These

differences can be quite difficult to spot, which artists often

exploit to “fake” visual realism with much success [5].

Because of these differences, the main issue is estab-

lishing visual correspondences between paintings and pho-

tographs. Current successful systems for 3D reconstruc-

tion of large-scale data (e.g. PhotoSynth [29]) completely



fail when considering paintings. For example, using SIFT

matching [19], the painting in Figure 5(a), which at first-

glance looks like a clean image rendering of the scene,

only finds 121 putative matches total across all images in

our dataset. Upon visual inspection, none of the putative

painting-image matches are correct. We believe that lo-

cal feature matching, as currently implemented in Bundler,

would not work for this problem.

In this work, we investigate features for reliably align-

ing paintings and photographs. We primarily build upon

recent success in recovering dense 3D points and a triangu-

lar mesh from a set of photographs [9, 15]. We believe that

the use of such a 3D model offers several advantages to aid

in alignment. First, the 3D model allows us to extract view-

point independent features, such as folds and creases, and

viewpoint dependent ones, such as occlusion boundaries.

We argue that such features are better-suited for matching

with paintings, and are not necessarily easily extracted by

reasoning about the photographs independently. Further-

more, while impressive results have been shown to densely

align challenging image pairs exhibiting drastic appearance

changes [13, 27, 30, 31], these approaches do not use a 3D

model and rely on the image pair to have nearby viewpoints.

Such direct matching is difficult when a photograph from a

similar viewpoint is not available. In our case, using a 3D

model allows us to cope with new, previously unseen and

potentially different viewpoints.

For our study, we use modern photographs and historical

drawings and paintings depicting the Casa di Championnet,

which is located amongst the ancient ruins of the Roman

town of Pompeii. As the site sits outside and exposed to the

elements, various components of the site have changed over

time. For example, many of the wall murals that existed

in the earlier paintings have almost completely disappeared

in its present state. Furthermore, the central columns have

changed shape, with one suffering major collapse since its

initial excavation. This site is of particular interest to ar-

chaeologists, who wish to study these changes, in addition

to digitally restoring the site. This poses an additional chal-

lenge for alignment, which must account for these structural

changes across time.

Some of the above issues are partially addressed in prior

work. Procedural modeling is used to build a 3D model

of the Pompeii site [21], with the models manually cre-

ated with the aid of archaeologists. The 4D cities project

seeks to align photographs across time [26]. The Piranesi

project [16] re-photographs historical paintings by manu-

ally finding a similar viewpoint as the painting. While there

have been significant efforts to align photographs to 3D

models, e.g. [14, 17, 18, 25], paintings have been over-

looked so far. Dense alignment of challenging image pairs

(e.g. infrared and visible spectrum imagery) has only been

demonstrated on photographs [13, 27, 30, 31], and the focus

Inputs: painting I, set of photographs J

Output: triangular mesh M, camera parameters Θ for I

1. Recover triangular mesh M from the set of photographs

J using Bundler [29], PMVS [9], and Poisson surface

reconstruction [15] (Section 2).

2. Coarse alignment by view-sensitive retrieval (Section 3)

(a) Generate virtual cameras that uniformly sample the

recovered 3D scene and render the views [14].

(b) Find nearby virtual viewpoint Θ to I by gist feature

matching [23].

3. Fine alignment by matching view-dependent contours

(Section 4)

(a) Extract contours (ridges and valleys [22] and oc-

cluding contours) for Θ from M.

(b) Use shape context features [3] to iteratively match

contours for Θ to gPB contours [20] extracted from

I and estimate Θ from the correspondences.

Figure 1. Algorithm overview.

has been on 2D alignment models. Recently, there has been

work to align silhouettes extracted from topological maps to

photographs, with the initial view obtained by GPS [1]. In

contemporary work [28], painting-to-image matching and

retrieval over a large database has been explored. However,

this work only considers image-based similarity and does

not reason about a 3D model.

Our contribution is the use of a 3D model to extract fea-

tures suitable for matching paintings and photographs. To

the best of our knowledge, this is the first system to au-

tomatically align paintings and drawings with a 3D model

computed from photographs. On the technical level, our

contribution over the current state-of-the-art is two-fold.

First, we combine the gist descriptor [23] with the view-

synthesis/retrieval of Irschara et al. [14] to obtain a coarse

alignment of the painting to the 3D model. The view-

synthesis/retrieval allows reasoning about unseen view-

points [14] while the gist descriptor is sensitive to view-

point [17] and has been shown to generalize across appear-

ance variation for scene category recognition [23]. Second,

we develop a fine alignment procedure based on the Iter-

ative Closest Point (ICP) algorithm [4], where 3D surface

orientation discontinuities (folds and creases) and view-

dependent occlusion boundaries are rendered from the auto-

matically obtained and noisy 3D model in a view-dependent

manner and matched to contours extracted from the paint-

ings. By aligning view-dependent contours, we hope to

overcome the limitations of local feature matching for this

problem by exploiting the ability to recover reliable con-

tours from the painting and 3D model and by building on

the success of contour matching [3]. We demonstrate the

alignment of XIXth Century architectural watercolors of

the Casa di Championnet in Pompeii with a 3D model con-

structed from modern photographs.



(a)

(b)

Figure 2. (a) Example photographs captured of the Pompeii site (563 photographs are used in total). (b) Rendered viewpoints of the

recovered 3D model. Notice the fine-level details that are captured by the model.

2. Overall approach

Given a painting I and a set of photographs J depicting

a 3D scene, our goal is to automatically recover a model of

the 3D scene, along with parameters describing the view-

point of the painting with respect to the recovered model.

We represent the model of the 3D scene by a triangular

mesh M and assume that points in the 3D scene are ren-

dered onto the painting by perspective projection. In other

words, we treat the painting as if it were an image, with the

desired goal of recovering the standard “camera” parame-

ters Θ that describe the painting’s internal calibration and

viewpoint with respect to M. The parameters that we seek

to recover are the camera center, rotation, focal length, and

principal point (we assume zero-skew and square pixels).

Our algorithm is summarized in Figure 1.

To start, our aim is to build a high-quality triangular

mesh of the 3D scene from the input set of photographs.

For this, we use existing algorithms that have shown much

success on a variety of real-world scenes. We start by run-

ning Bundler [29] on the input set of photographs. Bundler

matches features extracted at interest points to recover a

sparse 3D point set, along with camera parameters for each

photograph. The recovered camera parameters are then

used as input for the PMVS algorithm [9], which uses pho-

tometric matching and region growing to recover a dense

3D point set. Finally, the dense 3D point set is used as in-

put for the Poisson surface reconstruction algorithm [15],

which solves a spatial Poisson problem to recover a trian-

gular mesh. To perform these steps, we use existing public-

domain software. An example triangular mesh recovered

from a set of photographs is shown in Figure 2 (more details

about the photographs and mesh are given in Section 5).

Given the triangular mesh M extracted from the pho-

tographs, we wish to recover the parameters Θ of the paint-

ing with respect to M. We begin by coarsely aligning the

painting to the 3D model by matching to virtual viewpoints

that are uniformly sampled across the 3D model [14]. In

this way, we get a set of initial guesses of the painting view-

point. Next, we use the initial viewpoints to validate and

more accurately align the painting to the 3D model. We

discuss in more detail these steps in the following sections.

3. Coarse alignment by view-sensitive retrieval

Our aim is to find a viewpoint that is sufficiently close to

the painting viewpoint, where the depicted scene objects in

the painting are close to their 3D model projection. We wish

to build upon recent successes in view-sensitive matching

in large photo collections [17] and matching to synthetic

views of 3D models [14]. This will allow us to be sensitive

to different viewpoints, while reasoning about unseen views

and generalizing across large appearance variations.

We generate virtual camera matrices that uniformly sam-

ple viewpoints of the 3D model. To densely sample view-

points from the model, we assume that the paintings are

drawn upright at eye-level. Hence, we limit our virtual

viewpoints to live in a plane at approximately eye-level

looking in a direction parallel to the ground plane. To find

the ground plane, we search for the dominant scene plane

using the Hough transform [7] on the PMVS point set. We

determine the eye-level height by finding the average dis-

tance of the camera centers for the input photographs to the

recovered ground plane. We sample camera centers in a

grid and use 12 horizontal orientations at each sample point.

The grid spacing is determined empirically (4% of the scene

width) to ensure reasonable scene coverage. For the camera

intrinsic parameters, we assume zero-skew square pixels,

with the principal point in the center of the image and use

the average focal length of the recovered cameras.

Next, we render each virtual viewpoint using the set of

PMVS points. Figure 3 shows example rendered virtual

viewpoints of the 3D model. We discard viewpoints in

which the 3D model projects to less than 25% of the pix-

els in the rendered viewpoint.

Given the large pool of virtual viewpoints, we wish to

retrieve a small set of candidate nearby viewpoints to the
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Figure 3. Coarse alignment by view-sensitive retrieval. For each painting (left), the top three nearest neighbor virtual viewpoints

generated from the 3D model using gist feature matching [23] are shown. The correctly retrieved viewpoint is highlighted in green. Notice

that the correct viewpoints are retrieved in the top nearest neighbors in all cases.

painting. For this, we match the appearances of the painting

and virtual viewpoints using the gist descriptor [23]. The

gist descriptor has been used for recognizing scenes despite

significant changes in appearance and has been shown to

work well in retrieving similar viewpoints of the same 3D

scene [17]. We find the gist descriptor to provide a good

degree of robustness to the large changes of appearance be-

tween the painting and the rendered viewpoints of the 3D

model, while being sensitive to viewpoint. Also, the de-

scriptor is robust to the noisy rendering of the 3D scene,

which contains holes and incomplete structures. We nor-

malize the descriptors to be unit length and retrieve the set

of nearest neighbor viewpoints that minimize L2 distance.

Figure 3 shows example retrievals. In all cases the correct

viewpoint is retrieved within the top 3 nearest neighbors.

4. Fine alignment by matching view-dependent

contours

Given the retrieved coarsely matching viewpoint, we

wish to refine the viewpoint and align the painting to the 3D

model. For this, we need to find correspondences between

the 3D model and painting. We find that standard local fea-

tures, such as SIFT, are not suitable for establishing reliable

correspondences between paintings and photographs due to

extreme appearance changes. Instead, we establish corre-

spondences by matching contours that are extracted from

the painting and the 3D model. As we have a 3D model

of the scene, we can extract reliable view-dependent con-

tours that are informed by the shape of the 3D surface. With

the established correspondences, we can recover the camera

matrix for the painting via camera re-sectioning [11].

Contours for 3D model and painting. Given the diffi-

culty in matching the appearance of paintings, we wish

to extract features from the 3D model that can be reliably

matched to the painting. For this, we extract contours cor-

responding to folds, creases, and occlusions from the 3D

model, as these are often depicted in the paintings.

To recover folds and creases, we use the ridges and val-

leys algorithm of Ohtake et al. [22]. This algorithm draws

lines at places with high surface curvature. For this, we use

publicly available software [6], which also extracts occlu-

sion contours. We perform smoothing on the surface nor-

mals to remove spurious contours, which result from fine

undulations in the 3D model. Example extracted line draw-

ings are shown in Figure 4. Notice that the lines follow

closely the scene folds, creases, and occlusions.

To match the contours extracted from the 3D model, we

find edges in the painting. For this, we find edges in the

painting using the global probability of boundary (gPB) de-

tector [20]. Each gPB edge point x has a response strength

and edge orientation φ. The edge orientation denotes the

edge direction at the given point, with the orientations quan-

tized into 8 directions (between 0 and π). As a prepro-

cessing step, we perform adaptive histogram equalization

in Lab color space on the original painting. We thresh-

old the gPB response strength (we use a threshold of 0.05)

to obtain binary images BI(x, φ) for each edge orienta-

tion. We perform similar thresholding for the contours ex-

tracted from the 3D model for the nearby virtual viewpoint

Θ and measure the response of a second derivative opera-

tor tuned to the 8 edge orientations to obtain binary images

BM(x, φ,Θ).



Figure 4. Lines for creases, folds, and occlusions extracted from the 3D model. Top row: rendered viewpoints. Bottom row: lines

corresponding to ridges and valleys [22] (red) and occlusion boundaries (green). Notice that the drawn lines follow closely the creases,

folds, and occlusions in the 3D scene.

ICP-like fine alignment. We seek to align the binary im-

ages over edge orientations for the painting and 3D model.

Let SI(φ) = {x | BI(x, φ) = 1} be the set of edge points

for orientation φ in the binary image for the painting. Partic-

ular camera parameters Θ define a similar set of edge points

SM(φ,Θ) for the 3D model. We wish to find the viewpoint

with camera parameters Θ̂ minimizing the following cost

function

min
Θ

∑

φ

∑

xi∈SI(φ)

min
xj∈SM(φ,Θ)

min
(

|xi − xj |
2, γ

)

(1)

where γ is an inlier threshold. This is similar to the trun-

cated reprojection error of 3D points along folds, creases,

and occlusions from the 3D model to the edge points in the

painting. The truncation allows robustness to outlier corre-

spondences. We set the inlier threshold γ to be 0.5% of the

painting diagonal.

To solve the optimization problem of Equation (1), we

begin by searching for putative correspondences between

the oriented edge points for the painting and 3D model. For

this, we use the shape context descriptor [3], which is a rep-

resentation used to describe the shape about a given location

and has shown success in aligning binary image patterns

and for digit recognition.

The shape context descriptor is formed by spatially ac-

cumulating sampled edge points about a given location.

We sample 1000 edge points from the painting and 3D

model, which empirically provides sufficient coverage of

the scene. Spatial log-polar bins are formed around each

sampled point, and sample points landing in each spatial

bin are accumulated. In addition, we use the edge orien-

tation information and accumulate points having the same

edge orientation. In total, we use 3 radial bins (the mini-

mal and maximal bin sizes are 7% and 15% of the painting

diagonal), 12 angular bins, and 8 edge orientations, which

results in a 288 dimensional feature vector. The feature vec-

tor is normalized to sum to one.

Given shape context features fi, fj and edge orienta-

tions φi, φj for points belonging to the painting and the 3D

model, respectively, we use the following match score:

Ri,j = (1− η) X (fi, fj) + η E(φi, φj) (2)

where X (fi, fj) is the Chi-squared distance and E(φi, φj)
is the unsigned difference in edge orientation. We set η =
0.1 to the default setting used in [3]. A putative correspon-

dence is formed for each sampled point in the 3D model

by matching it with the best scoring sample point in the

painting. For each putative correspondence (xi,xj), sam-

pled points belonging to the 3D model are back-projected

to retrieve the corresponding 3D point Xj . The putative

correspondences (xi,Xj) are used for camera resectioning.

Given the putative correspondences, we use RANSAC

to recover the camera parameters Θ and to find inlier

correspondences. To speed-up RANSAC, we use a sim-

pler model (known intrinsics) within the RANSAC loop,

followed by iterative re-estimation using the full camera

model [24]. In particular, we assume reasonable values for

the intrinsic camera parameters (square pixels, focal length

equal to image width and principal point at the image cen-

ter) and recover only the extrinsic parameters corresponding

to the camera rotation and center inside the RANSAC loop.

This results in six parameters, which are computed using

three putative correspondences at each RANSAC iteration

(note that there are up to four solutions, which must all be

validated). We run RANSAC for 1000 iterations.

The camera parameters Θ̂ that minimize the cost func-

tion given by Equation (1) when projecting the 3D points

corresponding to the points in SM(φ,Θ) are returned. In

other words, the sparse set of shape context points propose

camera parameters, which are then validated (scored) with

the dense set of 3D points along the scene creases, folds,

and occlusions. The dense set of painting edge points that

are inliers (i.e. lie within γ distance to a projected 3D model

point), along with the closest 3D model points, are used to
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Figure 5. Final alignment between the paintings and 3D model. For each example, left: painting; middle: 3D model contours projected

onto painting; right: synthesized viewpoint from 3D model using recovered camera parameters Θ. For the examples in (a-c), note how the

final alignment is close to the painting. Our system handles paintings that depict the 3D structure of the scene over time and span different

artistic styles and mediums (e.g. water colors, cross-hatching, copies of originals on engravings). Notice how the site changes over time,

with significant structural changes (e.g. the wall murals decay over time, the columns change). Example failure cases are shown in (d,e).

minimize geometric reprojection error over all of the cam-

era parameters (intrinsic and extrinsic).

Given the camera parameters Θ̂, a new viewpoint is gen-

erated and corresponding new set of contours are extracted

from the 3D model. The new set of contours are used to

iteratively optimize Equation (1). At iteration i, we limit

the search for shape context correspondences to be within

ǫ = ǫ0
2i pixels, with ǫ0 set to be 20% of the painting diago-

nal. The entire process is stopped when ǫ ≤ 1, and the best

scoring set of camera parameters are returned.

5. Experimental results

We have tested our system on paintings of the Casa di

Championnet, which is located amongst the ancient ruins

of the Roman town of Pompeii (VIII 2, 1). The city was

buried during a volcanic eruption in 79 AD, rediscovered in

1599, and was first excavated in 1748. The Casa di Champi-

onnet was excavated in 1798. For our study, we have gath-

ered 9 paintings and drawings depicting the 3D structure of

the site1. The paintings were rendered over different pe-

riods and provide a glimpse of the site as it changed over

time. Example paintings are shown in Figures 3 and 5. We

focus on paintings where the artist had intended to accu-

1The paintings and drawings were collected from publications found in

European archives and libraries: Bibliothèque Nationale de France, Ecole

nationale supérieure des Beaux Arts, Bibliothèque de l’Institut National

d’Histoire de l’Art, Museo archeologico nazionale di Napoli, National Mu-

seum of Stockolm.

rately capture the 3D scene structure. In some cases, it is

believed that a camera lucida was used to assist the artist.

The paintings were manually gathered from archaeologi-

cal archives, which required an expert to correctly identify

that the depictions are of the site of interest. Notice that

different styles are represented, ranging from watercolors

to cross-hatching. Furthermore, drawings and watercolors

were used to produce engravings in the XIXth century pub-

lications, with strong rendering differences.

To recover the dense 3D model, we use 563 photographs

(4752× 3164 resolution) that were captured of the Pompeii

site over two days during sunrise and sunset (to avoid strong

cast-shadows). Figure 2(a) shows example photographs of

the site. The final mesh contains 10M vertices and 20M

triangles. A snapshot of the mesh is seen in Figure 2(b).

Coarse alignment retrieval results. To coarsely align the

painting to the 3D model, we synthesize 16,548 virtual

viewpoints and discard viewpoints that back-project to less

than 25% of the pixels in the rendered viewpoint. This re-

sults in 8,379 virtual viewpoints, which are used to retrieve

a similar viewpoint to the input painting. We show results

for coarse alignment retrieval in Figure 3 for different paint-

ings in our dataset.

For validation, we obtain correspondences between each

painting and the 3D model by hand-clicking on average 19

correspondences at key points in the scene. We use the cor-

respondences to obtain ground-truth camera matrices for the



paintings via camera resectioning by minimizing geometric

error [11]. To declare a virtual viewpoint as correct, we look

at the reprojection error when projecting the 3D points ly-

ing in the painting onto the virtual viewpoint. Correct view-

points are highlighted in green in Figure 3. For all paintings,

the correct viewpoint is retrieved in the top 3 nearest neigh-

bors. This is noteworthy given the size of the set of virtual

viewpoints. In all cases, the correctly retrieved viewpoint is

close to the input painting and forms a good initialization

for fine alignment.

Fine alignment results. Given the retrieved view-

sensitive coarse alignment, we run the ICP-like fine align-

ment procedure five times and return the output with lowest

cost in Equation (1). In Figure 5, we show the final align-

ment of paintings in our dataset to the 3D model. We show

the input painting, extracted contours from the 3D model for

the final viewpoint overlaid on the painting, and a rendering

of the 3D model for the final viewpoint.

For the paintings in Figure 5(a-c), the output viewpoint is

close to the depicted viewpoint and the rendered 3D model

contours mostly follow the contours depicted in the paint-

ing. Moreover, our system is able to successfully align a

variety of different painting styles. Figure 6 shows snap-

shots of the fine alignment procedure at different iterations.

Example failure cases of the fine alignment procedure are

shown in Figures 5(d,e). Many of these failures are due

to unreliable features extracted from the painting. In par-

ticular, pencil strokes indicating shading is difficult for our

system. However, note that for the failure cases, a close-by

viewpoint is successfully retrieved, as shown in Figure 3.

In Table 1 we quantify the fine alignment procedure for

each painting by measuring the average reprojection error

(both in pixels and as a percentage of the length of the

painting diagonal) using the set of hand-clicked correspon-

dences. The fine alignment procedure successfully finds a

viewpoint with average reprojection error within 3% of the

painting diagonal for 5 out of 9 paintings in our dataset,

which corresponds visually to a nearby viewpoint.

In assessing the quality of the final alignment, one diffi-

culty is in determining the exact source of alignment error.

Some 3D model contours do not tightly snap to the painting

contours (e.g. the top of the left-column in the painting in

Figure 5(a)). These errors are often due to the alignment

procedure and features. However, for some depicted fea-

tures in the painting, the error could be due to drawing error.

For example, the columns in Figure 5(b) are depicted closer

to the edge of the central pool than in the reconstructed 3D

model. This is also suggested by the reprojection error for

the ground-truth camera matrix, as shown in Table 1. The

set of paintings that were rendered from the viewpoint de-

picted in Figure 5(b) consistently yield higher ground-truth

reprojection error (normalized errors well above 1%). For

the scene in Figure 5(c), the paintings do not all appear to

(a) (c)(b)

Figure 6. Fine alignment by matching view-dependent con-

tours. (a) Extracted edges (painting - red; 3D model - blue). (b)

Shape context sample points and putative correspondences (green

lines). (c) Dense edge inlier correspondences found by RANSAC.

After each iteration, the viewpoint is updated. Notice that there are

many inliers in the putative set and that the 3D model gets closer

to the input painting with each iteration. The matching converges

after seven iterations, with iterations 1, 2, 3, and 7 shown.

be painted with the same accuracy, as determined by the

reprojection errors of the ground-truth matrices.

6. Conclusion

We have shown successful alignment of historical paint-

ings depicting the Casa di Championnet in Pompeii to a 3D

model constructed from modern photographs of the site. To

achieve this we have developed a two-stage alignment pro-

cedure. We find an approximate viewpoint by retrieval and

then refine the viewpoint by matching to view-dependent

contours extracted from the 3D model. Renderings of the



Fig. 5(a) Fig. 5(b) Fig. 5(c) Fig. 5(d) Fig. 5(e) Mean

Res. 476×600 456×550 474×578 459×550 640×393 640×388 640×390 480×547 475×550

GT 3.60 (0.47) 7.88 (1.10) 8.16 (1.09) 9.79 (1.37) 3.60 (0.48) 6.82 (0.91) 6.31 (0.84) 2.52 (0.35) 4.05 (0.56) 5.86 (0.80)

Alg. 5.65 (0.74) 12.06 (1.69) 17.80 (2.38) 18.25 (2.55) 10.51 (1.40) 128.92 (17.23) 112.52 (15.01) 36.95 (5.08) 46.03 (6.33) 43.19 (5.82)

Table 1. Reprojection error for 19 hand-clicked correspondences between the paintings and 3D model. Res: Painting resolution in pixels.

GT: Error for ground-truth camera matrix computed from hand-clicked correspondences by minimizing geometric error. Alg: Error for

algorithm output. The reprojection error is measured in pixels. In parenthesis, the error is given as a percentage of the length of the painting

diagonal. The scenes depicted in Figures 5(b,c) have additional paintings (not shown in Figure 5) that are rendered in different styles (the

first sub-columns correspond to the displayed paintings in Figure 5). Notice that some paintings have higher error for the ground-truth

camera matrix. This provides an indication of the difficulty of producing an accurate alignment, which may be due to drawing errors.

recovered viewpoint are close to the viewpoint depicted in

the paintings, with contours extracted from the 3D model

following closely the depicted structures in the paintings.

As demonstrated, our method copes with challenges in ap-

pearance that paintings provide, such as color and texture.

Such challenges are difficult for current systems relying on

local feature matching.

While collecting the 3D model was relatively easy, col-

lecting the paintings that were used was challenging, as it

required an expert to correctly identify from archaeological

archives paintings rendered with the intention of accurately

depicting the site of interest. We believe that scaling up to

additional sites is an interesting future direction that may

require successful large-scale painting retrieval [28].
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