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Abstract—The increasing gap between the computation per-
formance of post-petascale machines and the performance tifeir
1/0 subsystem has motivated many 1/O optimizations includng
prefetching, caching, and scheduling techniques. In orderto
further improve these techniques, modeling and predictingspatial
and temporal 1/O patterns of HPC applications as they run has
became crucial.

In this paper we present Omnisc’lO, an approach that builds
a grammar-based model of the I/O behavior of HPC applicatiors
and uses it to predict when future I/O operations will occur,
and where and how much data will be accessed. Omnisc’lO is
transparently integrated into the POSIX and MPI I/O stacks
and does not require any modification in applications or higter-
level 1/O libraries. It works without any prior knowledge of
the application and converges to accurate predictions witim a
couple of iterations only. Its implementation is efficient h both
computation time and memory footprint.

Keywords—Exascale, HPC, Storage, /0O, Prediction, Grammar,
Omnisc’|O

I. INTRODUCTION

long been an important goal in large-scale supercomputers,
researchers have focused mainly on statistical methods (e.
hidden Markov models (HMM) [8] and ARIMA models [6]).
These approaches often focus exclusively on either spatial
or temporal /O behaviors. Furthermore, they require adarg
number of observations to accomplish good prediction; &enc
they either need long execution time (several runs in some
cases) [9] or are doomed to offline trace-based training [10]
in order to converge.

Our work addresses the limitations of current prediction
systems and takes a step toward intelligent I/O managenient o
HPC applications in next-generation post-petascale soper
puters [11] that is capable of run-time analysis and adiptat
to the 1/0 behavior of applications. To this end, we preskat t
design and implementation of Omnisc’lO, a grammar-based
approach for modeling and predicting the I/O behavioaoy
HPC application.

The intuition behind Omnisc’lO is that, on the one hand,
while statistical models are appropriate mostly for pheapnan
that exhibit a random behavior, the (mostly) determinibie

Existing petascale computing platforms often fail to meetyayior of HPC applications, inherent from their code stioet
the 1/O performance requirements of applications running amaes other representations of their 1/0 behavior possiite
scale. This weakness of the 1/0 system relative to computingye other hand, formal grammars, as natural models to form a
capabilities is part of a trenc_i that is worsening as we de;weloSequence of symbols, have been widely applied to areastof tex
ever more capable computing platforms, and we expect th@ompression, natural language processing, music procgssi
next generation of systems to have an even larger gap [1hng macromolecular sequence modeling [12] [13]. Therefore
Moreover, most HPC appllcatlo_ns exhibit a pgeno_dlc behavio 4, approach based on formal grammars is suitable for 1/O
alternating between computation, communication, and 1/Gyepavior modeling, since it detects the hierarchical reatir
phases. The I/O phases are commonly used for coordinatgge code that produced the I/O patterns, with its nestedsloop

checkpointing and/or analysis or visualization outputeyh
produce bursts of activity in the underlying storage systgin
[3] that further limit the overall scalability of the HPC dpp
cation and potentially interfere with other applicationaming
concurrently on the platform [4].

and stacks of function callslo the best of our knowledge,
grammar-based models have never been used in the context
of HPC applications. Omnisc’lO is the first prediction syste
that adopts this appealing approach

Contributions: Omnisc’lO builds a grammar-based model

. To alleviate the performance penalty of the I/O bottleneckyt the 1/0 behavior ofany HPC application and uses it to

in petascale systems, researchers have explored tecBniqugedict when future 1/0 operations will occur (i.e., predict
such as prefetching, caching, and scheduling [4], [S], {] t the interarrival time between I/O requests), as welldmre
improve I/O performance. The effectiveness of such teal8q 5nq how muchdata will be accessed (i.e., predict the file
strongly depends on a certain level of knowledge of the I/Qyeing accessed as well as the location —offset and size— of
access patterns: prefetching and caching indeed require thhe data within this file). It learns its model at run time @sin

location of future accesses (i.e., spatial behavior), evhiD
scheduling leverages estimations of 1/0 requests inigadrr
time (i.e., temporal behavior). The key challenges inheiren

an algorithm inspired by Sequitur [14]. Sequitur is desijne
to build a grammar from a sequence of symbols and has
been used mainly in the area of text compression; one of the

these techniques include the proper comprehension and exyain challenges in our work was to turn it into an algorithm

ploitation of the application’s I/O behavior within the 1&ack

capable ofmaking predictionsln this respect, our algorithmic

itself [7], [S]. Hence modeling and predicting the applications conripution is much more general than its application @ I/

I/O behavior are of utmost importance

pattern prediction.

While predicting the I/O patterns of HPC applications has



Omnisc’IO istransparentlyintegrated into the POSIX and oid fune2Ce) | call stack grammar
MPI 1/0O stacks anddoes not require any modification in gﬁtzf---; J\
applications or higher-level I/O librariesit works without } corieeoxs S—» BBBa
any prior knowledgeof the application, andt converges to void funcl(...) | |func2roxd [ B—p AA
accurate predictions within a couple of iterationks im- { for(.. ) ¢ 9% V A—» ab
plementation is efficient both in computation time (lessntha a();:
a few microseconds to update the model on a recent x86L__* —
hardware) and in memory footprint. Omnisc’lO is evaluated - — ;
with four real HPC applications -CM1, Nek5000, GTC, and access tables prediction
LAMMPS- using a variety of 1/O backends ranging from a: 32 Bytes J\
simple POSIX to Parallel HDF5 on top of MPI-I/O. Our | [} 128 Bytesjla-b: 60sec [ b
experiments show that Omnisc’lO achieves from 79.5% t0 | [ab: contig | o 22m5€C V ;’?ggéii kz’éﬁgf’
100% accuracy in spatial prediction (percentage of matrhin | |b-a: add 64 R

between the predicted segment and the effectively accesse

segment) and an average precision of temporal predictions (2) Architecture of Omnisc'lO

(absolute difference between the predicted and the actaial d Application ’
of the next accesses) ranging from 0.2 seconds to less than a

millisecond. HDF5 || NetCDF W PHDF5 || pNetCDF||...|]
Goals: The primary goal for Omnisc’lO, and the focus of this POSIX MPI-I/G (ROMIO)
paper, is modeling the 1/0 behavior ahy HPC application Omnisc'lO ADIO

and using this model to accurately predict the spatial and T

temporal characteristics of future /O operations. Oniiisc (b) Integration of Omnisc’lO in the I/O stack

can therefore be applied at the core of many 1/O optimization

including prefetching, caching, or scheduling. Fig. 1: Overview of the Omnisc’'lO approach.

In order not to undermine the generality of our approach,
this paper does not present the use of Omnisc’lO in a paaticul context symbols. The application of Sequitur to the field of
context (i.e., prefetching, caching, or scheduling). @teve  application behavior modeling is novel and constitutes pér
already demonstrated the benefits of applying 1/O predinati our contribution.
to enhance the performance in each of these techniques [8)) Spatial (size, offset, file) and temporal (interarriviahe)
[6], [9], [10]. We focus our study on the prediction capai®k  access patterns are recorded in tables associating ceytext
of Omnisc’lO. bols or transitions among symbols with access patternsefiow
The paper is organized as follows. Section Il presentseft part of Figure 1(a)). The intuition is (for the example
our contribution, followed by an extensive evaluation af it of the access size) that a given context symbol will often be
prediction capabilities in Section I1l. Related work thaishat- ~ associated with the same access size or with a reduced number
tempted spatial and/or temporal I/O access predictiondi@ H of sizes whose sequence can also be learned.
applications is presented in Section IV. Section V preseats 4) We improved on the Sequitur algorithmriwake predictions

conclusions and suggestions for future work. of future context symbols. It then becomes easy to predict
the characteristics of future accesses by looking up thesscc
II. OMNISC'IO APPROACH patterns associated to the predicted context symbols in the

aforementioned tables (lower-right part of Figure 1(a)j)ning
Sequitur into a prediction system is a challenge that, to the
best of our knowledge, has never been addressed before.
The algorithmic details of our prediction model therefore
constitutes another important part of our contribution.

This section first gives an overview of Omnisc’lO, then
dives into its technical and algorithmic details.

A. Overview of Omnisc’'lO

Figure 1 presents an overview of Omnisc’lO. Omnisc’'lO
captures each atomic request to the file system (open, closB, Algorithmic and technical description

read, write) in a transparent manner, without requiring any  As shown in Figure 1(b), Omnisc’lO is integrated within
change in the application or I/O libraries. At each operatio the POSIX 1/O layer and the ADIO layer in MPI-I/O. In the
Omnisc’lO operates as follows. following, we provide more details on the four steps desatib

1) Thecontextin which the operation is executed is extracted@bove.

by recording the call stack of the program (upper-left pdrt o 1) Tracking applications behaviorTo give a context to
Figure 1(a)). This is a known technique [15] that helps captu each atomic 1/0O operation, we use the libacktrace
the structure of the code that issues the 1/0O operations. Thieinction to retrieve the list of stacked program countersafa
context is abstracted ascantext symbofa in the figure). of voi d+ pointers). When called within a functioh, this

2) A grammar-based model of the stream of context symbol&ist of addresses characterizes the series of return exfres
(upper-right part of Figure 1(a)) is updated by using thethat leads fromf back to mai n. Different calls tof in
Sequitur algorithm. Sequitur has been applied to text comeélistinct places in the program (or libraries) lead to diietcall
pression in the past [12] because of its ability to deteceéisdvy  stack traces Omnisc’lO callsbackt r ace within wrappers
occurrences of substrings in a text and to store them intof 1/O functions, stores the returned array in a dictionary,
grammar rules. We have adapted it to model the repetitivand associates it with a unique integer. In the followingshsu
behavior of an HPC application, represented as a stream daftegers are calledontext symboland represent the context



in which an 1/0 operation occurs.

Omnisc’lO is based on the observation t{lBYa particular
context is likely to be associated with fixed parameters.(e.g
two calls tow it e within the same context are likely to
involve the same amount of datg®) transitions between two
contexts can also be associated with fixed parameters ifigack
the evolution of the offset can be done by tracking transgio
between contexts) and with little-varying transition tsnand,
most important(3) the stream of context symbols is eventually
predictable, and a model of it can be built at run time.

TABLE I: Examples of context-free grammars. Lowercase
letters represent terminal symbols, while uppercase réette
represent rules and their instances. Example 1 is correst fr
a Sequitur perspective. Example 2 violates the rule utility
(rule A is used only once; it should be deleted an its only
instance should be replaced by its content). Example 3teisla
the digram uniqueness (digramb appears twice; a new rule
B — ab can be created to replace it).

In our prototype, we overloaded the POSIX I/O functions
(write,read...) and the libc functionsfwi t e, fread...)

Example 1 | Example 2 | Example 3
S — abAAe S — abAe S — ababAAe
A—cd A—cd A—cd

using a preloaded shared library. In MPI-I/O we added an

intermediate layer within the ADIO layer in ROMIO, a popular
implementation of MPI-1/O [16], to track the lowest-levéOl
functions that access files metadata (open, close...) andat

complexity both in space and in time.
b) Predictions using the grammar modelSequitur

functions that access contiguous blocks of data and are uségilds a grammar from a stream of symbols, but it does not

by more elaborate I/O algorithms.

While working at the lowest level of the 1/O stack is
necessary to capture the 1/0 behavior at a fine grain (i.e

predict the next incoming symbols from past observations.
Therefore, we enriched the algorithm to be able to make such
a prediction.

a series of atomic requests to the file system), the use of This improvement works by marking some of the terminal
backtraces lets Omnisc’lO have information also on the uppesymbols in the grammar gsredictors This predictor char-

layers that issued the I/O, including I/O middleware, liis,
and the application itself.

a) Learning the grammar of the applicationhile
capturing a stream of symbols representing the behavior ¢

the application, we aim to predict the next symbols givert pas

observations. Omnisc’lO models the stream of symbols usin
a context-free grammar. This grammar is learned at run tim
using an algorithm inspired by Nevill-Manning and Witten’s
Sequitur algorithm [14].

As background, a context-free gramniris a quadruple
(3,V,R,S), whereX is a finite set ofterminal symbols (in
our case the symbols defined by the call stack tracésy; a
finite set ofnonterminalsymbols disjoint from:; R is a finite
relation fromV to (V U X)*, usually written as a set of rules
in the form A — x;...x, wherez; € (VUX); andS € V
is a starting symbol. In the following, we cali; the nested
symbolsof A.

acteristic is extended to nonterminal symbols by using the
following constraints:

if

Predictor nesting: A nonterminal can be a predictor only
ft least one of its nested symbols is a predictor.

=

EPredictor utility: If symbolx (terminal or not) is a predictg
in rule Y, then there exists at least one rufesuch that af
instance ofY” is a predictor inZ.

n

These constraints enforce th@j if the grammar contains
at least one predictor, then rul§ contains at least one
predictor, and(2) all the terminal predictors of the grammar
can be reached from a predictorSnproofs of these properties
are trivial). The relations linking predictors togetherrfoa
direct acyclic graph within the tree structure of the gramma
These two structural properties have to be carefully puesker

Sequitur builds a context-free grammar from a stream ofvhen updating the grammar.

symbols by updating the grammar at each input. It starts with

a single ruleS. At each new input, it appendse to the end
of rule S and recursively enforces two constraints:

Examples of context-free grammars are given in Table |
some of which violate the Sequitur constraints. In the folo

ing, the grammar built from the context symbols is called the

main grammarf Omnisc’lO. Sequitur has a linear worst-case

In order to make predictions from the set of predictors,
two operations are defined, respectively, to update the fset o
predictors and to find new ones.

. - - Updating predictors: We call incrementing a predictothe
D|gram2 uniqueness: Any sequence of two Symb.OBb € operation that consists of unmarking a symbol previously
(VUX)? (digram) cannot appear more than once in all ryles. marked as a predictor and marking as a predictor the
If one does, a new rul® — ab is created, and the constraints symbol that immediately follows it in the rule where it
are enforced recursively. appears.Updating predictorsconsists of first unmarking

all terminal predictors that did not correctly predict thastl
input, enforcing the predictor’s constraints, and themenc
Rule utility: All rules should be instantiated at least twice. menting all remaining terminal predictors. If a predictsr i
If a rule appears only once, its instance is replaced by the the last symbol of a rule, then nonterminal predictors that
content of the rule, the rule is deleted, and the constraints  reference it are incremented recursively. Examples of this
are enforced recursively. operation are shown in Table Il, where predictor symbols

are marked in red and underlined.
Discovering predictors: If all predictors have been removed
because none of them correctly predicted the last input, a
new step is necessary to rebuild a set of predictors. This
step is completed by navigating through the grammar and



TABLE II: Predictors incrementation matching a given input_execuuon, r.“a"'”g It easy to pre_d|ct the exact size of the nex
The predictors are marked in red and underlined. In the&ccesses given a correct prediction of the next context eisnb
first input, « does not match and disappears from the set of For the minority of symbols associated with several access
predictors,c matches and is incremented d and A stays  Sizes, C_)mmsc’IO keeps track _of all access sizes encouht(_ere
a predictor. In the second exampl, matches but has no and builds a grammar from this sequence of sizes. The sizes
successor in ruled; thus A4 is incremented toe in rule S. constitute the terminal symbols of this grammar, which we
The resulting models correspond to the grammars before th@all alocal size grammarThe local size grammar associated

input is appended and Sequitur’s constraints are applied. ~ With a context symbol is updated whenever the context symbol
is encountered, and it evolves independently of thain

Before Update Input After Update grammarand independently of local size grammars attached
S abAde c T abAde to other symbols. It can then be used to make predictions of
A—cd Ased the size.

S — abAAe d S — abAAe If the number of different access sizes observed for a
A—ced A —cd given symbol is too large (typically larger than a configueab

constantN), the local size grammar is replaced by a simple
] ] ] average, minimum value and maximum value that are updated
TABLE liIl: ~ Discovery of new predictors matching the last whenever the context symbol is encountered. For our experi-

input (b, appended at the end of rul). The predictors ments, after analyzing the distributions of different ascsizes
are marked in red and underlined. The symbdlecomes a per symbol, we choosa' = 24.

predictor wherever it appears, and recursively any rule tha
leads to an occurrence bbecomes a predictor. The predictors
are then updated to predict the next expected input (here

More elaborate methods could be implemented to predict
the access sizes for context symbols that exhibit appgrentl
random sizes. We show in Section Ill, however, that the

or e). three cases presented above have been sufficient to cover the
. . behavior of all our applications.

Before Discovery After Discovery After Update . PP ) _

S abAAch S abAAch S abAAch b) Tracking offsets:Many prefetching systems, includ-

A = edb A cdb A = cdb ing those implemented in the Linux kernel [17], are based

on the assumptions of consecutive accesses; that is, the nex
operation is likely to start from the offset where the prexgo
tone ended. As we will show in our experiments, this assump-
tion is held for the POSIX-based applications that we tested
&ut it fails for applications that use a higher-level librauch

@s HDF5. Indeed such libraries often move the offset pointer
L _ . ackward or forward to write headers, footers, and metadata
only within the context of its corresponding rule and thus

reduces the number of predictors and narrows down the 10 Predict the offset of the next operation, we define the
prediction. An example of this operation is shown in notion of offset transformationAn offset transformation can

Table Ill. After the discovery of these new predictors, an®) 'eﬁve the offse_t as it was at the e’?d of the_ previous
; operation ¢onsecutive access transformafip(?) set it to a
updateis necessary. - . /
o specific absolute valueabsolute transformation or (3) set it
The prediction of the model corresponds to the set of to a value relative to the offset after the previous operatio
terminal symbols marked as predictors after inserting a neyelative transformatiop Since it is not possible at low level
input, updating the predictors, and enforcing the constsai to distinguish between absolute and relative transfoonati
Although statistical methods could be used to weight eactbmnisc’lO uses absolute transformations only for openatio
predicted symbol with a probability of appearance, conside  that reset the offset to Oopen and cl ose). All other
equal probability for all predicted symbols appeared to benonconsecutive offset transformations are considereativel
sufficient to achieve good results in our experiments. to the previous offset.

To implement our algorithm, we reused the simple C++  Omnisc’lO associates transitions between context symbols
code provided by the authors of Sequitéfor comparison, the  with offset transformations the same way it associatesestnt
original code has 358 lines, whereas our improved versisn hasymbols with access sizes. For instance, if symBdbllows
982 (without counting the 1/O wrappers and the code relatedi in the execution andd left the offset at a value from
to access tables, which is explained later). which B starts, then the transitiol — B is associated

2) Context-aware access behaviofhe final step in Om- with asequential transformatioiWhen a transition encounters
nisc’lO is the actual bookkeeping of per-context accesabeh different types of offset transformations, Omnisc’lO bisila
ior. This is done differently for each type of tracked medric local offset grammarfor the transition. Local offset gram-

a) Tracking access sizesAccess sizes are tracked on mars are the counterpart of local size grammars for offset

a per-context symbol basis, so that predicting the nextesdnt transfotrmaflons. If the tghrgzrzmar %ssloqated with a trantsm
symbol helps in predicting the next access size. As shown i%row_s ‘?I% arg_::- r(1mor§ ct S>|/m ols In g_u;_ experlme?_ SI)'
Section Ill, most context symbols are always associatet wit MAISCTO switches back to always predictingsaquentia

the same access size each time they are encountered in gﬁsettransformation for this transition of context symbols.
c) Tracking files pointers:For the prediction of off-

Lhttp://www.sequitur.info/sequitusimple.cc sets to work properly, Omnisc’lO needs to know that two

appear. Note that the last symbol of rufe may be a
nonterminal, which forces new predictors to be searche




consecutive operations work on the same file or that al
operation works on a new file or a file that has already bee
accessed earlier. This is particularly important when seeg

to multiple files interleave. The prediction of files accekse
is done by recording opened file pointers and associating
transitions between symbols to changes of file pointerseSin

ﬂ'ABLE IV: List of applications used and their 1/0O backends.

Application Field I/O Method(s)
HDF5+POSIX
CM1 Climate HDF5+MPI-I/O

in our experiments the case of interleaved accesses taatiffe _ HDF5+Gzip
files did not appear, we will not study this particular aspect GTC Fusion _ POSIX
further. Nek5000 Fluid Dynamics POSIX

d) Tracking interarrival times: To keep track of the LAMMPS Molecular Dynamics| POSIX

time between the end of an operation and the beginning of ) ] . .
the next one, Omnisc’'lO uses a table associating transitionWith a set of predicted request structures (including tize,si
between context symbols to statistics on the measured timéffset, and date) representing the expected next I/O agsess
These statistics include the minimum and maximum observed,

the average, and the variance. We prefer these statistiosrra I1l.  EVALUATION

than keeping only the average because they represent the |n this section, we evaluate Omnisc’lO on real applications
minimum required to answefl) whether an operation will e first assess its capability to predict the next context
immediately follow (maximum, minimum, average, and vari- symbols, and we show how the grammar grows in size as the
ance close to 0)(2) whether the next operation will follow gpplication continues to run. We then evaluate its perfocea

in a predictable amount of time (maximum, minimum, andin predicting the spatial and temporal characteristics hef t
average close to each other, small variance)(3rwhether  next operations.

the time before the next operation is more unpredictable or
depends on parameters that are not captured by our system pjatform and applications

(large minimum-maximum interval, large variance). Thus, All our experiments are carried out at the Nancy site of
these statistics, while minimal, give us confidence in the P y

. . . . : - ; the French Grid’5000 testbed [18]. The applications run on
gg?ﬁécxttegf 'Qéﬁ;adrﬂl\i/% t;rgfé)gmcpf;emay be important in thea Linux cluster consisting of 92 Intel Xeon L5420 nodes

. . ) i (8 cores per node, 736 cores in total), using MPICH 3.0.4.

_ To quickly react to changes in interarrival times, OM-The OrangeFS 2.8.7 parallel file system [19] is deployed on
nisc'lO also keeps aveighed interarrival average timeup- 5 separate set of 12 Intel Xeon X3440 nodes. All nodes,
dated_every time th_e transition between symbols is encoechte including the file system’s, are interconnected through @ 20
by using the following formula, InfiniBand network.

o The list of applications used is presented in Table IV. These
Sweighed Tpeighed 4 applications are real-world codes representative of agfitins
.5y G (1) running on current supercomputers. They have been used on
NCSI's Krakert and NCSAs Blue Watefsfor CM1, ORNL's
where z — y is the observed transition between contextTitan* for GTC and LAMMPS, and ANL's Intrepid and Mifa
symbolsz andy andT is the measured interarrival time. This for Nek5000.
weighed average is more efficient at making predictions of For the experiments in this paper, the applications are

e oo oL o1 S12 TS f G000, SXCep o NeKa000, wich
transition funs on 32 cores. These applications are written in Fortran
’ except for LAMMPS (C++). Most of them use a POSIX
3) Overall prediction process and APAt each operation, /O interface. To show the generality of our approach with
Omnisc’lO updates its models (the main grammar and thgespect to higher-level I/0O libraries, CM1 [20], [21] uséet
tables of access sizes, offset transformations and imteabr HDF5 [22] I/O library over the default (POSIX) 1/O driver,
times). It then updates its predictors and builds the set ois well as the MPI-I/O driver offered by pHDF5, and Gzip
possible next context symbols (this set often consists of @ompression over the default POSIX driver. CM1 writes one
single prediction). From these possible next symbols, a séfle per process per /0 phase. The domain decomposition
of triplets (size, offset, datels formed that can then be used in CM1 is such that the amount of data remains the same
by scheduling, prefetching, or caching systems. Althogh t over time and across processes. The use of compression
kind of prediction can easily be extended to the serieVof exemplifies the case of varying data size in a nonvarying
next 1/O operations, our experiments will focus only on thedomain decomposition. GTC [23] writes one file per node
capability of Omnisc’lO to predict the next one. per iteration, but the amount of data varies between files as
To use Omnisc’lO, any software aiming at optimizing /O particles move from one process to another. Like CM1, the
simply needs to be linked against the Omnisc’lO library anddomain decomposition in Nek5000 [24] does not vary over
to call the following function: time, but the I/O phase is executed only by the rank O after a
reducephase. LAMMPS [25], [26] also sends data to the rank

i nt omi sci o_next ( 2www.nics.tennessee.edu
omi scio_reqgx+ prediction, int* n) Swww.ncsa.illinois.edu
“www.olcf.ornl.gov
This function allocates th@r edi cti on array and fills it Swww.alcf.anl.gov



100 [ 100 ] Omnisc’'lO seems to learn GTC’s behavior (Figure 2(e))
1 20 r 1 fast: the reason is that GTC’s 1/0 phase consists of a loop
6° ] over all particles, which is easily modeled in the grammgeraf
the first two particles are written out. The prediction gtyali

Prediction %
Prediction %

40 1 40
20 B 20 |
0 0
™

drops at the end of the first iteration when Omnisc’lO does

v O;mi M o Q’ope,;nf vy not predict the end of this loop and the file being closed. This
(a) CM1+POSIX (b) CM1+Gzip ;np;i)t:gfs ﬁ] nLi/'(\eAr ergpéeated in later iterations. The samerpatt
L | U The case of Nek5000 is more interesting: although it writes
5 e E o] periodically the exact same amount of data, the grammar
Z 40 g wop model does not converge as fast and as perfectly as the
2 “l other applications. Investigating the code of Nek5000, we
"L F LSS S R I found that this is due to code branches that process data
Operatins Operations in a different way depending on its content and then write
(c) CM1+MPI-I/O (d) Nek5000 it in an identical manner, leading to the creation of several
symbols that are actually interchangeable in the grammar.
s ol ] s ol Moving the wri t e call outside the branches would help
E el £ o remove this indeterminism. Because we claimed our solution
g o 1 & w ] works with no prior knowledge of the application and without
e “ ] the involvement of the application developer, we did nothapp
ST TS EEE T C S O S S S this code modification.
Operatons Operations We also observe a drop in prediction quality at the end of
(e) GTC () LAMMPS the LAMMPS and Nek5000 runs. This drop is due to the final

. - - . results being output in a section of the code different from t
Fig. 2: Context prediction capability of Omnisc'lO over the one ysed for the periodic checkpoints. Thus these symbols,

run of each application. Configurations (a), (b), (c), (@ &)  \yhich appear the first time at the end of the execution could
exhibit a clear learning phase after which Omnisc’lO makes, ot have been predicted by any model.

perfect predictions ((e) and (f) exhibit a drop of predintiat

the end of the first iteration). Cost of a failed prediction:A failed prediction leads to

searching new predictors within the grammar, instead opkim
updating existing ones. This operation is linear in the size
0 process only. This process then writes each set of paticlédhe grammar (number of symbols). A failed prediction also
(of potentially different sizes) contiguously in a singlke fi has an effect on the system that leverages the prediction. Fo

Although all processes write data in CM1 and GTC, welnstance, a prefetching algorithm W_ould read unnecessagy d
consider the results of Omnisc’lO only on process rank 0 (fo2nd/or fail to read the data that is actually needed by the
applications that issue 1/O from all processes, thesetseaud ~ Program. The real cost would therefore depend on how much
in fact identical in all processes since they exhibit the sam the incorrect operation consumes resources that coulddze us
behavior). We first evaluate how well our algorithm predictsmMore productively.
future context symbols based on past observations. We th :
evaluate the ability of Omnisc’lO to predict the locatiorff¢et €. Qrammar siz€ ) , )
and size in the file) of the next I/O operations. We also evalua  Figureé 3 shows the evolution of the size of the main

its ability to predict when future accesses will happen. grammar as a function of the number of operations. One
can clearly distinguish a firstearning phaseduring which

- Omnisc’lO discovers the behavior of the application. This
B. Context prediction phase corresponds to the first iteration (potentially piedey

To measure context prediction capabilities, we run eaclan input phase). It is followed by stationary regimeduring
application, and at each 1/O operation we use Omnisc’lO tavhich the model is updated in a mostly logarithmic manner.
predict the context symbol associated with the next one. Wl the applications considered here exhibit this logarith
use a sliding window of ten operations and report the percengrowth of the grammar size after the learning phase. GTC's
age of correct predictions. When Omnisc’lO predicts sdveragrammar growth is logarithmic as well, but it exhibits a
possible next symbols, they are weighedgﬁmlsFor staircase pattern. This is due to a variable number of pestic
instance, if Omnisc’lO predicts that the next symbol will be written at each checkpoint, which leads to a variable number
eithera or b and the real next symbol is then this prediction of wri t es and thus prevents Omnisc’lO from grouping these
is Weighed%. For CM1 and GTC, which run for long periods writes into large rules. That said, after 100,000 accedses t
of time, we show only several iterations starting from thegrammar has only 450 symbols.

beginning of the run. The memory footprint is directly linked to the size of the
Results are shown in Figure 2. For all three configurationsnain grammar (a symbol in our implementation is a 100-byte
of CM1 as well as for LAMMPS and GTC, Omnisc’lO C++ object, making the grammar consume 26 KB in the case
converges to a perfect (steady 100%) prediction of symbolsf CM1+POSIX, for example), and the number of entries in the
after the first iteration. The variation observed during thetables (one entry per symbol or per transition, accountisg a
first iteration corresponds to the moment the grammar startor a few bytes. CM1+POSIX uses 198 symbols, for example).
detecting the innermost loops. This part of the memory footprint does not increases after th
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Fig. 4: Relative error in the prediction of access sizes in all

D. Spatial prediction simulations.

In this section, we first analyze how well our solution

predicts the size and the offset of the next operation. Wa the L . -
combine these two predictions to computhiaratio. TABLE V: Statistics on access sizes by each application.

1) Prediction of sizes:We analyzed how many different plication Min | Max Average | Std. dev.

access sizes were associated with each context symbol. \g/‘
Lo ; 1 (POSIX) | 4B | 562.5 KB | 212.9 KB | 268.2 KB
found that the vast majority of symbols were associate M1 (Gzip) 281 KB | 55 KB 10.0 KB

with just one size, potentially different for each symbor {1
symbols out of 183 for CM1 using HDF5 are associated withCM1 (MPI-I/O) 562.5 KB | 109.5 KB | 219.8 KB

WhhrbhD
WWwwWwww™

one size, and similar numbers with GZIP and pHDF5, 12 out og_el_lg’ooo gGO'OK'éB gog'lKiéB iggng
17 for GTC, and all 38 of them for Nek5000). LAMMPS had LAMMPS 270 MB | 8511 KB | 1.24 MB

the most interesting distribution, with 123 symbols asstsd
with a unique size (yet potentially different for each sympo

and one unique symbol associated with a different size ghe number of particles written (and thus the size of each
almost every appearance. This distribution is due to the fagyrite) varies slightly from one write to another. Thus, afte
that all n processes send their set of particles to the rank trying to build a local size grammar out of those random sizes
pr(l)lceSAs' 'Elr\wlhmh Wgtes ]Ehemt_'rl‘to a file mbsutccessww ' :r:da Omnisc’lO falls back to keeping track of the average only.
between checkpoints, this leads to the variation in observe,NOIE tha the graphs are cut down to a maximum relative
' error of5, whereas the observed errors can be of up to several

SIZES. thousands. For instance, if Omnisc’lO predictsvai t e or

To evaluate the prediction of sizes, we use the followings 000 bytes while the application actually writes only 2e th
relat|Ve error as a metric: relative error is 2'499

To put these relative errors in perspective, Table V pravide
- , (2) statistics on the sizes accessed by each operation. Ndte tha
§12€0 the standard deviation is often close to or even larger than t
where size, is the predicted size ansize, is the observed average access size, making this average a poor estimator if
size. Intuitively, if the predictions are always such that.. < we were to use it in a prediction.

¢, then allocatingl + ¢ times the predicted size (in a caching 2) Prediction of offsets:We consider that an offset pre-
system, for example) will always be enough to cover the neegiction is either correct or incorrect. When our algorithm
for the next operation. makes several predictions for the next context symbol (and
Figure 4 shows the relative error observed for all six casegherefore several predictions of offset), correct predict
In all but Nek5000, the error goes to O or close to O afterare weighed accordingly. We compare our solution with the
the learning phase. Errors observed in Nek5000 match thelassicalcontiguous accessstimation [17], which consists of
incorrect predictions of context symbols. In LAMMPS, the always predicting that the next offset will follow the preus
prediction is very close but not equal to 0. The reason is thaaccess. Table VI shows the proportion of contiguous acsesse

size, — Siz€e,
_ P

Esize -
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TABLE VI: Proportion of correct offset prediction using _ ! b 1o e i
a naive contiguous offset@pproach, and using Omnisc’lO, ¢ e . . g eop Fie
rounded to closest 0.1%. T erid A

25 ARER
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N °

Application Contiguous Accesses Omnisc’lO R N
CM1 (POSIX) 47.4% 92.2% Operatons Operations
CM1 (Gzip) 53.2% 83.0% (a) CM1+POSIX (b) CM1+Gzip
CM1 (MPI-1/O) 72.7% 98.0%
Nek5000 99.4% 99.7% g ® g ®F ]
GTC 99.9% 100% g 52 g jg e
LAMMPS 99.9% 100% : ER

o i 0 biaw g e

S P S SS
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in our set of applications as well as the proportion of cdrrec
predictions made by Omnisc’'lO. In all cases, Omnisc’lO
achieves a better prediction of offsets than does the naive
approximation based on contiguous accesses. It is especial w0 = 100
better suited when using a high-level I/O library such as BDF i ] =1
in CM1, since it manages to model and predict the portion of w0l
accesses that are noncontiguous. In particular, the piadic

Operations Operations

(c) CM1+MPI-I/O (d) Nek5000
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Hit Ratio (%)
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Hit Ratio (%)
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of offset in CM1 using HDF5 goes from 47.4%, when using S S SEE LSS S P S P S
1 » » Y v v
a contiguous access estimation, to 92.2% with Omnisc’lO. operatons cpertons
3) Hit ratio: We also combine the prediction of sizes and (e) GTC (f) LAMMPS

offsets to measure how accurately our solution can preldéct t
location of the next access. This information forms a priedic  Fig. 5: Measurement of the hit ratio using Omnisc’lO to
segmentS = [z.4re, Tena] . The segment effectively accessed predict the location of the next accessed segment, as adanct

by the next I/O operation is denote$h = [ysiart,Yena]-  of the number of the number of operations completed.
The hit ratio of S with respect toS,, denotedH (S|Sy), is

computed by
TABLE VII: Average hit ratio achieved by Omnisc’lO,
rounded to closest 0.1%.

100 x [S N S|

H(S|S0) = § MaXZend; Yend) — MiN(@stare; Ystare)  (3) Application Hit Ratio
100 if S=Sy=0 CM1 (POSIX) | 84.6%

i 0

This metrics yields the percentage of overlap between gMi EﬁIZDIE)I/O) gggoﬁ
the two segments with respect to the distance between their Nek5000 98'6%
extrema:H (S|Sp) = 100 < S = S,. Since our approach GTC 10'0%
may propose several potential next locations, this fornmila LAMMPS 99.4%

extended to multiple segments ... S, by considering the
average ofH(S;|Sy) for ¢ € [1,n]. Figure 5 shows the
results obtained with our simulations, and Table VII présen note that Omnisc’lO is efficient at discriminatiigymediate
the average hit ratio over the course of the entire run fotransitions(low transition times, which can be used as a hint
each application. Note that for CM1+POSIX and CM1+MPI- that two consecutive operations belong to the same 1/O phase
I/0, Omnisc’lO holds a perfect hit ratio after the learning from distant transitions(corresponding to computation and
phase. Although the hit ratio in LAMMPS also seems toCommunication phases that last much longer).

be perfect, it is actually slightly lower than 100% because Figure 7 presents the absolute difference between observed
of the small error made in the prediction of the size (seeand predicted transition times on a logarithmic scale. For
explanation in Section 1lI-D1). The lowest hit ratio actéev  readability, we consider only the 1,000 last operations of
in our experiments was that of CM1+Gzip (79.5%), which,each run, that is, during the stationary regime. Table VIII
since the study made on the prediction of offsets and sizes ifeports the average of absolute difference over the course o
earlier sections, is explained mainly by incorrect prédict  each run (in its entirety, and not restricted to the statipna

of offsets. Our guess is that HDF5 writes compressed data byegime). We also compare the performance of Omnisc’lO
blocks of predictable size but jumps back and forth in a morewith the immediate reaccesestimation used by some 1/O

unpredictable manner to update metadata. schedulers (e.g., [27]), which consists of assuming that th
o next I/O operation is likely to immediately follow the cunte
E. Temporal prediction one (i.e., interarrival time are always estimated to 0) asel u

Temporal prediction involves estimating the time betweera time window during which a potential new operation is
the end of an 1/O operation and the beginning of the next onexpected). In all situations, Omnisc’lO appears to be veydy
(interarrival time). For qualitative analysis, Figure Gepents at predicting the interarrival time of 1/0 accesses. Inipatar,
the series of observed interarrival times between consecut the average difference between the predicted and observed
operations, along with the predictions made by Omnisc’l@. W interarrival time is below a microsecond for LAMMPS, and at
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Fig. 6: Matching between observed and predicted interarrivaFig. 7: Difference between predicted and observed interarrival
times of 1/0 events. times of 1/0 events.

TABLE VIII:  Average time difference between predicted andTABLE IX: Overhead of Omnisc’lO in the run time of each
observed interarrival times (rounded to closest millise)p  application (in microseconds per operation).
and comparison with aitmmediate re-accessstimation.

Application Average Overhead Std. dev.

Application Time Difference | Immediate Reaccess CM1 (POSIX) 20.51usec 18.27 usec
CM1 (POSIX) 0.197 sec 0.735 sec CM1 (Gzip) 20.20pusec 15.56 usec
CM1 (Gzip) 0.199 sec 0.791 sec CM1 (MPI-I/O) 19.95usec 14.50 usec
CM1 (MPI-1/O) 0.060 sec 0.406 sec Nek5000 23.44 usec 18.96 usec
Nek5000 0.012 sec 0.049 sec GTC 19.03 usec 27.79usec
GTC 0.001 sec 0.006 sec LAMMPS 22.10usec 14.72 usec
LAMMPS 0.000 sec 0.003 sec

require Omnisc’lO to know on which specific part of the entire
worst 0.199 seconds for CM1+Gzip, as opposed to 0.003 ansimulation’s data the branch depends.
0.791 seconds, respectively, when considering an imnmesdiat
reaccess estimation. G. Run-time overhead

Note that by combining the prediction of interarrival times ~ The run-time overhead on a commodity hardware is pre-
and context symbols, we can estimate how many accesses wdlénted in Table IX. This overhead of a few microseconds is
happen within a given time window and how many consecutivaegligible compared with the time taken by the I/O operation
operations will occur before the end of the I/O phase. Bezausthemselves (a few milliseconds to several seconds). Haweve
of space constraints, these studies are not included in thgince Omnisc’lO works at the level of atomic, contiguous
paper. operations, these 1/O operations can be made asynchronous

to hide the overhead of Omnisc’lO behind the 1/O time.
F. Limitations of our approach

Like all systems, Omnisc’lO has limitations. As it leans on
the repetitiveness of 1/0 patterns, any nonperiodic appbas This section presents the related work in the context of
(e.g., applications that write their results only once @& &md grammar-based modeling as well as spatial and temporal I/O
of their run) will make Omnisc’lO incapable of discovering prediction.
repetitive structures in the I/O pattern. To deal with such
applications, however, Omnisc’lO can save its model in&sfil A. Grammar-based modeling
and reload it before the next run. The first work related to ours is Sequitur [14]. Sequitur is

As noted in Section 1lI-B, Omnisc’'lO is sensitive to designed to build a grammar from a sequence of symbols and
branches in the code that depend on the content of the dataas been used mainly in the area of text compression [12],
Solving this problem is arguably more difficult, since it idu but also natural language processing, music processirdj, an

IV. RELATED WORK



macromolecular sequence modeling [13]. The repetitive peers a sequence ofoffset,size)access parameters and tries
riodic 1/0 behavior of HPC applications [8] is a very good to find repetitive patterns in the differences (delta) beme
candidate application for Sequitur. To our knowledge, ourconsecutive accesses, using a method inspired by the LZ77
approach is the first to take advantage of a grammar-basestiding window algorithm. They also apply their algorithim t
model not only for modeling but also for making real-time pattern-aware prefetching. While Omnisc’lO targets theesa
predictions (through improvements of the Sequitur alpon) goal, it differs in the underlying algorithm used (Sequitur
of the application’s I/O pattern. inspired versus LZ77-inspired). Our approach also levesag
stack traces to build a model of the program’s behavior,
whereas the solution proposed by He et al. works on the

B. I/O patterns prediction X X
. o sequence ofoffset,sizepairs.
Spacial and temporal 1/0 access prediction is a challenge

commonly addressed in the context of prefetching, caching,
and scheduling. Prefetching and caching indeed require a

prediction of the location of future accesses [17], whi® I/ 2y Temporal prediction and schedulin@rediction of tem-
scheduling leverages estimations of /O requests’ int&r  ora] access pattern has been investigated by Tran and Beed [
time. Although these domains have been investigated fofising ARIMA time series to model interarrival time between
decades in the context of commodity computers [28], w§/0 requests. While the authors propose a solution thatsuil
restrict our study of rela}ted_ works mostlly to their use in theihe model at run time, such statistical models need a large
HPC area, where applications have different (mostly morg,ymper of observations in order to converge to a good rep-
regular) 1/O behavior. resentation and, thus, good predictions. While ARIMA-lhse
1) Spatial predictions:Most of the work on spatial I/O methods are effective at file system level when no knowledge
patterns predication is done to assist /O prefetchinggusincan be retrieved from the application, we have shown that
various approaches, including Markov models [8], speaidat accurate predictions of interarrival times are possiblehat
execution [29], and knowledge accumulation [5]. Theseistud application level without the need for such stochastic esh
predict the 1/0 behavior based on statistical methods, kiewye Byna et al. [9] propose a notation called I/O signatures
and therefore require either prior knowledge of the appbca 1 assist 1/O prefetching. I/0 signatures describe theotiist
or long runs before the model converges. Moreover, the predi access pattern including the spatiality, request sizestitae
tions are evaluated by mean of performance improvements ifehavior, temporal intervals, and type of /O operatio® 1/

a particular context such as prefetching. Our work focuses ogjgnatures are stored persistently and can be used onltein la
providing a general approach that can predict both spatidl a yns.

temporal I/O patterns of any HPC applications, at run tirte. | .
evaluation focuses on its prediction capability, and ogults Zhang et al. [31] couple /O schedulers with process

can therefore be transferred to any of the aforementioneﬁ(:)he%leers on compute nodes. When r?n application er;;cers z:\jn
applications. phase, it spawns new processes that pre-execute the code

, in order to find future I/O accesses while the main processes

Kroeger and Long [30] study several spatial access pattergire waiting for the first access to complete. The knowledge
modelings techniques, some of which are inspired by texbf future accesses is then leveraged by the main processes.
compression algorithms such as variants of PPM (predictiogonsidering the trend toward smaller operating systems wit
by partial matching). The contexts (or symbols) used indhes gy restricted features, this kind of approach is likelyt tm

models are parameters of system-level I/O calls (i.e., fil@®, e applicable in future machines with no preemptive process
offset, size, etc.). Our solution builds a model of the pamg’s  scheduler.

structure using backtraces and keeps statistics only on the

access parameters. Moreover, it can preditien the next K ledae f h licati Th K hed
operations are going to happen. nowledge from the applications. The network request sche
i o uler from Qian et al. [32], built in Lustre [33], associates

Gniady et al. [15] also use stack frames to optimize thejeadlines to requests. A similar design is proposed by Song
prediction of disk accesses, using existing pattern ptiedic et al, [34]. These schedulers are not based on any prediction
techniques in the operating system. Their solution is used thowever, and could be greatly improved by knowledge ex-
improve caching. tracted by Omnisc’lO on future access patterns. This knowl-

Madhyastha and Reed [10] use artificial neural networkedge can indeed help decide which application should be
(ANNSs) and hidden Markov models (HMMs) to classify accessgiven priority to access the file system given its future asce
patterns in order to improve adaptive file systems. In theipattern. The scheduler proposed by Lebre et al. [35] aims at
paper, the authors show that ANNs are incapable of predictinaggregating and reordering requests while trying to mainta
future access patterns, while HMMs need to be trained byairness across applications, a task that would undoupted|
using access patterns from several previous executiors. Tlhbe easier with any kind of prediction of future incoming 1/0
challenge of predictingvhenfuture accesses will occur is not requests.
addressed, however. Our solution based on grammar models | our previous work [4] we advocated for cross-application
is able to converge at run time without prior execution of thecqordination to mitigate I/0 interference. While the apation
application and can predict both spatial and temporal accegiser was required to explicitly instrument an application t
patterns. expose its I/O patterns to other applications, the spatidl a

Closer to our approach is the work by He et al. [7], temporal I/O predictions presented in the present work @n b
who propose an approach to spatial 1/0 pattern detection teveraged to remove the need for this instrumentation ansl th
improve metadata indexing in PLFS. Their approach consideffer transparent cross-application /O scheduling.

Several schedulers have been proposed that leverage some



V. CONCLUSION

The unprecedented scale of tomorrow’s supercomputers
forces researchers to consider new approaches to data mafr!
agement. In particular, self-adaptive and intelligent$§Btems
that are capable of runtime analysis, modeling, and priedict
of applications 1/0 behavior with little overhead and meynor (g
footprint will be of utmost importance to optimize prefeiog,
caching, or scheduling techniques.

In this paper we have presented Omnisc’lO, an approacH7]
that builds a model of 1/0 behavior using formal grammars.
Omnisc’lO is transparent to the application, has negl&ibl
overhead in time and memory, and converges at run timeyg;
without prior knowledge of the application.

We have evaluated Omnisc’lO with four real applications
in a total of six scenarios. Omnisc’lO converges quickly to a [
stable model capable of predicting both the date and latatio
of future 1/0 accesses, achieving a near-perfect hit rétaon(
79.5% to 100% in our experiments) and interaccess timeq
estimation (up to 0.199 sec of average absolute differeritte w
the observed interaccess time).

As future work, we plan to integrate Omnisc’lO within our [11]
previous CALCioM framework [4] for efficient I/O scheduling
and to implement prefetching and caching systems that—leveflz]
age the excellent prediction capabilities shown by OmiGsc’

We also plan to explore this approach as a mechanism for
representing I/O behavior for replay in parallel discreterg  [13]
simulations of large-scale HPC storage systems.

For reproducibility and comparison with later works, trace [14]
of all our experiments are available along with the code of

Omnisc’lO at http://omniscio.gforge.inria.fr. [15]
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