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3 EXPERIMENTAL RESULTS

To generate the training and teddta for this approach, certain events in a rolling process were
selected ia eventbased datalhe considered events werkassifiedasshown

¥ Stable rolling vith slab in standRattern )

¥ Stabk rolling without slab in stan{Pattern 2

¥ Fault cobblg(Pattern 3

¥ Fault shearing taléPattern 4
For each of the two good and ttwo faulty classes related dasamplesof one second duration
were selectedThe training data setonsisted of 15 and the tedhta of 5 samptefor each of the
four patterns.

3.1 Continuous Wavelet Transformand Support Vector Machine

After an adequate ppeocessing the samples were conveyed ©VET with Morlet wavelet.In
figure 4an example of the results of a CWTthE four conditionss shown The patterngan be
distinguished Patternl is highly symmetricalvith respect to the verticalenteline. Pattern 2 is
similar. In distinction to Pattern 1 components appear at scales lower thaRal{®n 3 and 4 lack
this symmetry.

The extracted features were used to train a SVM with RBF kerndistmguish the
conditions. As a standard procedure #olkl crossvalidation with grid parameter search was
initiated to aclkeve optimal kernel parameters.

scale

O

time
Figure4: a) Patterrl, b) Pattern 2c) Pattern 3d) Pattern 4

3.2 Discrete Wavelet Transform and Support Vector Machine

As a second method the DWT wiasted as a tool for feature extractidndb2-wavelet was applied

to the data. The graphical presentation of the results is omitted since it contains no significant
information. A SVM was trained with the resulting coefficients of each decompositidn dgexiag

a model for each level. The results shown in table 1 are the best values over all levels.
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3.3 Empirical Mode Decomposition and CrossCorrelation

Due to the CWTOs symmetrical behavior of Pattern 1 and 2 an EMD was apiddatt this
feature. Infigure 5some typical IMF of thedata are givenThe first, second and last modes were
omitted, since they do not show characteristic behavior and were not andligeagbper left graph
shows Patternl, the upper right shows Pattern 2. The symmetricaldredeen in the CWT result
is mirrored in the IMF of the data. In contrast to this, the Patt8rand 4 show highly nen
symmetrical behavior in their IMF, as shown in the lower left and loight graph of figure 5

Figure 5 Intrinsic Mode Functions a) Pattern 1 b) Pattern 2 c¢) Pattern 3 d) Pattern 4

The symmetry is measured by a crassrelaton analysis of the IMF. Inigure 6 some
typical resultsare shown The crossorrelationOs amplitude at Pattéris 0.8 andit is clearly
distinguishablefrom the other thre@atterns.The IMF of Pattern 2 shows as well a symmetrical
behavior,here denoted by a cressrrelation result 00.2. The crossorrelationOs amplitude ibie
IMF of Pattern 3 is by a fast of 1G lower than tlat of the IMFof Pattern land 2 The maximum
is shiftedfrom the middle positionwhich indicates the input signal was not axially symmetine
IMF of Pattern 4oes not showgymmetric behavioeither. Also, he maximum amplitudef 0.05is
low and shifted
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Figure 6 CrosscorrelationlIMF a) Pattern 1 b) Pattern 2 c¢) Pattern 3 d) Pattern4

4  COMPARISON OF THE TWO METHODS INTRODUCED

Basedon the examined 60 training data sets and the analysis of 20 test data sets, the detection rate
(POD) and the analysis of fault alarms (PFA) are examihbd. CWTSVM approachlead to a

POD of 100%with a PFA 0f30%. It was notable todistinguishbetween Pattern 3 and Battern 3

has been falsely categorized as Patterind. DWT-SVM scored 60%°0D with 10% PFA. It was
neither able to distinct between Pattern 3 andPattern 3 was categorized as Patterby4this
method The EMD approachvas applied to training and teskata setsThe two first and the last
mode were not suited to distinct the fquatterns. For the remaining modes a threshold was defined
to distinguishbetween Pattern 1 and 2. For the detection of Pattern 3 and 4 the position of the
maximum correlation functiowvas usedThe preliminary resultbased on the first example data
setsintroduced before arshown in Table 1. The amount of data has to be increasestdablish
reliable and statistically significant statements

Method Patternl Pattern 2 Pattern 3 Pattern4 POD PFA
CWT 80% 60% 0% 100% 100% 30%
DWT 80% 80% 0% 60% 60% 10%
EMD 100% 80% 100% 100% 100% 1,2

Table 1: Preliminaryesults of application

SUMMARY AND CONCLUSION

Three different approaches for featin@sed fault detection were presented. The goal was to detect
two different faults in production data withl@w rate of false alarms. The three approaches were
compared in terms of performandée CWT-SVM approach uses CWT for feature extractoml

a SVM for classification. Using the same classifltee DWT-SVM approach lead to a remarkable
reduction in calcwdtion time. Both methodmtroduceal are able to identify faultdp distinguish
some faulty states, but wermt able do distinct between them, but rather classified Pattern 3 as
Pattern 4. The CW-BVM approach resulted in less false alarifise second apach introduced

first filters the input datausing EMD and classifiesthem via crosscorrelation. The hits for all
patterns were good but the automatic identification still has to be improkedesults for all three
approachesare able to clearly distguish different faults as well as detect faulRirther
investigations will be done to improve the resuitanulti-stage approach on fault identification as
shown in [11] will be taken into account.
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