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Engineering Multi-Cloud Service-Oriented
Applications

Fawaz Paraiso Philippe Merle Lionel Seinturier

Abstract

Cloud platforms are increasingly being used for hostingaadrdiversity of
services from traditional e-commerce applications toratéve web-based IDEs
and crowdsourcing systems. However, the proliferatiorffefs by cloud providers
raises several challenges. Developers will not only havkefsoy applications for
a specific cloud, but will also have to consider migratinyges from one cloud to
another, and to manage distributed applications spannuigjhe clouds. In order
to address these challenges, we present a federated toultiféaaS infrastructure
that is based on three foundations: i) an open service mad=l to design and
implement both our multi-cloud PaaS and the SaaS applitatienning on top of
it, i) a configurable architecture of the federated Paa$,i@nsome infrastruc-
ture services for managing both our multi-cloud PaaS an®&H&S applications.
We report on the deployment of this cloud-based infrastimecon top of thirteen
existing laaS/PaasS.

Keywords: Multi-cloud computing, Platform as a Service, PortapijlRrovi-
sioning, Elasticity, High availability, Service Componeérchitecture.

1 Introduction

Cloud computing is a major trend in current research fording scalable distributed
computing environments. In particular, Cloud computingeeged as a way forén-
abling convenient, on-demand network access to a shardpoonfigurable comput-
ing resources (e.g., networks, servers, storage, apjdicaf and services) that can be
rapidly provisioned and released with minimal manageméotteor service provider
interaction’ [35]. Several layers of cloud computing exist, includihginfrastructure,
platform, and application layers, which provide to endradenctionalities referred to
as laaS, PaaS, and Saas, respectively [48]. Amazon Elastip@e Cloud (Amazon
EC2), Windows Azure, and Google App Engine are three of madkknow cloud
platform providers, yet the offer has increased rapidlyrdfie last months and tens
of solutions are now availableBesides, many key players in the IT business are also
offering private cloud solutions for their data centersthiis context, multi-cloud com-
puting [8] as the federation of multiple heterogeneousdloomputing environments
is a promising paradigm to support very large scale worlcewdidtributed applications.
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However, multi-cloud computing has to face several key lehgkes: portability,
provisioning elasticity, andhigh availability. Multi-cloud portability means write ap-
plications once and run them on any clouds. Most existingatloroviders are typi-
cally offered through proprietary APIs services and lidite a single infrastructure
provider. In such situations, vendor lock-in is a primarpcern for moving towards a
cloud provider. Multi-cloud provisioning refers to the edgility to deploy a distributed
application spanning multiple cloud providers. Deploy stiibuted application in a
multi-cloud context is not easy task. Furthermore, exgstieployment tools are lim-
ited to use of single clouds as differences in contextutitinanechanisms [24, 25]
hinder multi-cloud deployment. Multi-cloud elasticity anes the capability to scale
applications across multiple clouds. With the rapidly @asing size of computing
systems provided from different clouds and the growing dewity of interconnected
systems in multi-cloud environments, elasticity becomesaiwomplex to implement.
Applications are often grouped and deployed across meitiplud environments, elas-
ticity can be defined according to the requirement of eachgfahese applications.
Currently, there is no convenient way to express specifiiegion elasticity rules for
each part of a distributed application as need. Multi-clbigh availability refers to
the degree to which application is operable across multifdads. As [4] and [27]
have already noted, the cloud computing model is not witltontern. In fact, cloud
provider services can become unavailable due to outagesniald of services. High
availability needs to be analysed and set across multipledsl in order to reduce the
probability of outages that could affect services deplapealsingle cloud system.

In this article we discuss the design and implementatiom@icud. soCloud is a
multi-cloud PaaS to overcome the four key challenges ptedén the previous sec-
tion. soCloud is a service-oriented PaaS to create seorieeted applications. so-
Cloud is a distributed PaaS, that provides a model for mgjdiistributed applications.
This model is on an extension of the OASIS’s SCA standard [88Tloud is a multi-
cloud PaaS that provides services to ensure portabilityyigioning, elasticity, and
high availability across multiple clouds. Our ongoing aygrh to address portability
and provisioning in a multi-cloud context is the use of a S@ndard. Our elasticity
management approach is based on autonomic computing [B6}lvé overall aims of
creating self-managed elastic multi-cloud applicatioRggh availability is achieved
in two ways. Firstly, soCloud provides a multi-cloud loadareer service that fronts
traffic for applications deployed across multiple clouds amakes a decision about
where to route the traffic when cloud nodes fail. Secondly,g4bCloud architecture
uses redundancy at all levels to ensure that no single coempdailure in a cloud
provider impacts the overall system availability. We désza way to annotate SCA
artifacts with deployment information needed to optimad u$ services in multiple
cloud environments. These annotations also allow to expkssticity rules that en-
sure the appropriate adjustment decisions made in timehnereo meet service needs
in the presence of cloud service failures. The soCloud techire is composed of SCA
components: service deployer, constraints validatorSREgployment, SaaS deploy-
ment, load balancer, node provisioning, monitoring, woakl manager and controller
components. soCloud is deployed and evaluated on tenrexisibud providers such
as Windows Azure, DELL KACE, Amazon EC2, CloudBees, OpefistotCloud,
Jelastic, Heroku, Appfog, and an Eucalyptus private cloud.



The remainder of this article is organized as follows. S#c#l describes the main
features of the soCloud platform. Section 3 compares salGigth the state-of-the-art.
Section 4 concludes this article and presents future worlotead to address.

2 Overview of soCloud principles

In this section we present an overview of soCloud. We firstudis background details
of SCA and FraSCAti. Next, we describe how soCloud addreteeshallenges of
portability, provisioning elasticity, andhigh availability. Finally, we describe how to
design a soCloud SaasS distributed application.

21 SCA

soCloud is based on the SCA standard [38]. SCA is a set of OaS[&cifications
for building distributed applications and systems usingvige Oriented Architecture
(SOA) principles [18]. SCA promotes a vision of Servicehted Computing (SOC)
where services are independent of implementation languélz®a, Spring, BPEL,
C++, COBOL, C, etc.), networked service access technatogMeb Services, JMS,
etc.), interface definition languages (WSDL, Java, etcd rmam-functional properties.
SCA thus provides a framework that can accommodate marngréiff forms of SOC
systems.

soCloud is built on top of FraSCALi [45]. FraSCAti is an opeue framework
for deploying and executing SCA-based applications. Frt§@ovides a component-
based approach to support the heterogeneous compositi@niotis interface defini-
tion languages (WSDL, Java), implementation technolo@i@ga, Spring, EJB, BPEL,
OSGl, Jython, Jruby, Xquery, Groovy, Velocity, Fscript,a@shell, UPNP.), and bind-
ing technologies (Web Services, JMS, RPC, REST, RML.). Meee, FraSCALi intro-
duces reflective capabilities to the SCA programming maaled, allows dynamic in-
trospection and reconfiguration via a specialization oRtaetal component model [7].
These features open new perspectives for bringing agdiy@A and for the runtime
management of SCA applications. FraSCALi is the executimrenment of both the
soCloud multi-cloud PaaS and soCloud SaaS applicatiorisyispon the top of this
multi-cloud Paas.

2.2 Main features of soCloud

soCloud is a service-oriented component-based PaaS fagimanportability, elastic-
ity, provisioning, and high availability across multiplloads. soCloud is a distributed
Paas, that provides a model for building distributed SagfiGgiions based on an ex-
tension of the OASIS’s SCA standard. To address the challehgulti-cloud porta-
bility, soCloud promotes SCA as the model to design and develop-chulid SaaS
applications. To address the challengenuflti-cloud provisioningsoCloud offers a
service to provision applications across multiple clouoMters. To address the chal-
lenge ofmulti-cloud elasticity soCloud offers an autonomic service which provides a



global mechanism to manage elasticity across multipledd@nd also offers the pos-
sibility to define application specific elasticity rules. dddress the challenge wiulti-
cloud high availabilitydespite outages, soCloud provides high availability intvegys.
Firstly, with the applications deployed with a soCloud faat, the high availability is
ensured by using a load balancer service which distribetpsasts among instances of
the application deployed on multiple cloud providers. 3elty the soCloud architec-
ture uses redundancy at all levels to ensure that no singiaoent failure in a cloud
provider impacts the overall system availability.

Multi-cloud portability — The different layers of a cloud environment (laaS, PaaS,
SaaS) provide dedicated services. Although their graityland complexity vary,
we believe that a principled definition of these servicesesded to promote the in-
teroperability and federation between heterogeneousi@ovironments. Hence, our
multi-cloud infrastructure uses SCA both for the definitadrthe services provided by
the PaaS layer and for the services of SaaS applicationsuhatn top of this PaaS.
soCloud uses an open service model called SCA to providalpibty.

Multi-cloud provisioning soCloud provides a consistent methodology based on the
SCA standard that describes how SaaS applications are leddsbCloud provides
services based on FraSCALi to deploy and allows runtime gemant of SaaS appli-
cations and hardware resources. This consistent methgyglolifers flexibility and
choice for developers to provision and deliver SaaS apdics and hardware re-
sources across multiple clouds. soCloud provides a migltiecservice enabling policy-
based provisioning across multiple cloud providers.

> Analyse = Plan -
Vs ™
| \.:I_J'
Monitor Execute
S soCloud -
T . " e
applications

Figure 1: soCloud elasticity management with FeedBack @bhbop.

Multi-cloud elasticity The management of elasticity across multiple clouds is com-
plex and appears to be approaching the limits of what is datiermanaging elasticity

in a single cloud. In fact, systems become more intercoedecliverse, latency and
outages can occur at any time. The soCloud architectureséscan the interactions
among components, leaving such issues to be dealt with atmeinParticularly, any



automated set of actions aimed to modify the structure,\nehg or performance of
SaaS applications deployed with the soCloud platform wititntinues operating.
An appropriate option remaining is autonomic computing [ described in Fig. 1,
soCloud elasticity is managed with the MAPE-KI ¢nitor, Analyse,Plan, Execute,
-Knowledge) reference model [12] for autonomic controldoo

Multi-cloud high availability = soCloud provides high availability in two ways. Firstly,
by using a multi-cloud load balancer service to switch frame application to another
when failure occurs. Secondly, the soCloud architectues usplication strategy. Spe-
cially, soCloud uses redundancy at all levels to ensurenthaingle component failure
in a cloud provider impacts the overall system availability

2.3 soCloud SaaS applications

Application specification soCloud applications are built by using the SCA model.
As illustrated in Fig. 2, the basic SCA building blocks arétware components [46],
which provide services, require references and exposesgiep. The references and
services are connected by wires. SCA specifies a hieratcoicgponent model, which
means that components can be implemented either by pratéinguage entities or by
subcomponents. In the latter case the components are caliedosites. Any pro-
vided services or required references contained withimaposite can be exposed by
the composite itself by means of promotion links. To suppervice-oriented interac-
tions via different communication protocols, SCA provides notion of binding. For
SCA references, a binding describes the access mechangirtaignvoke a remote
service. In the case of services, a binding describes thesacnechanism that clients
use to invoke the service. We describe how SCA can be usedkaga SaaS applica-
tions. The first requirement is that the package must desarildl contain all artifacts
needed for the application. The second requirement is thatgioning constraints and
elasticity rules must be described in the package. The SGénaisly model specifica-
tion describes how SCA and non-SCA artifacts (such as ccel filre packaged. The
central unit of deployment in SCA is a contribution. A cobtriion is a package that
contains implementations, interfaces and other artifaet®ssary to run components.
The SCA packaging format is based on ZIP files, however othekaging formats are
explicitly allowed. As shown in Fig. 2, a three-tier apptioa is packaged in as a ZIP
file (SCA contribution) and its architecture is describetlisTapplication is composed
of three components. One component represents the frotiesnaf the application.
The second one represents the computing-tier of the apiplicaThe last one repre-
sents the storage-tier of the application. Each comporfehtsothree-tier application
is implemented as an SCA contribution (ZIP file package).

Annotations Some cloud-based applications require more detailed igéser of
their deployment (c.f. Fig. 2). The deployment and monitgrof soCloud applica-
tions are bound by a description of the overall softwareesysirchitecture and the re-
quirements of the underlying components, that we refer th@application manifest

In particular, theapplication manifesshould be platform-independent. Basically, the
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Figure 2:An annotated soCloud application.



application manifestonsists of describing what components the service is ceatpo
with functional and non-functional requirements for dgph@nt. In fact, the applica-
tion can be composed of multiple components (c.f. Fig. 2)e @pplication manifest
defines elasticity rule for the service componeng( increase/decrease instance of
component). Commonly, scale up or down, is translateddoralition-action state-
ment that reasons on performance indicators of the serejgloged. In order to fulfill
the requirements for the soCloud application descript@r,propose to annotate the
SCA components with the four following annotations:

1. placement constraint(@locatior) allows to map components of a soCloud ap-
plication to available physical hosts within a geographitacenter in multi-
cloud environments.

2. computing constraint (@vm) provides necessary computing resources defined
for components of a soCloud application in the multi-clondionments.

3. replication (@replicatior) specifies the number of instances of the component
that must be deployed in multi-cloud environments.

4. elasticity rule (@elasticity defines a specific elasticity rule that should be ap-
plied to the component deployed on multi-cloud environraent

For example, let us consider the three-tier web applicatestribed in Fig. 2, which
consists of a frontend, computing, and storage compon€hésannotation@location=Fran-
ce) of the frontend component indicates to deploy this compboe a cloud provider
located in France. Next, the annotati@y{m=mediujon the computing component
specifies the computing resources required by this comp@meihcan be deployed on
any cloud provider. Finally, the annotatior@location=Asia and @replication =2

on the storage component indicate to deploy this componemivo different cloud
providers located in Asia. The soCloud automates the deptoy of this three-tier
application in a multiple cloud environment by respectirgj\een annotations.

2.4 Integration with existing laaS/PaaS

We report on the existing cloud environments on which thd@aplatform has been
deployed. The soCloud platform extends an experiment thatpresented in a pre-
vious work [40]. The soCloud platform is actually deployeadten target cloud envi-
ronments that are publicly accessible on the Intérn&he deployment is done with
laaS/PaaS providers as illustrated in Fig. 3. With laa®yues are provisioned from
Windows Azuré, DELL KACE#, Amazon EC2, and our Eucalyptus private cloud,
we installed a PaaS stack composed of a Linux distributiddava Virtual Machine, a

2available at http:/multicloudpaas.soceda.cloudbets.n
Shttps://www.windowsazure.com
4https://www.kace.com/

Shttp://aws.amazon.com/ec2/



web container and FraSCAti. soCloud is also deployed on Bael$as: CloudBeés
OpensShift, dotCloud, Jelastié, Heroku®, and Appfog! as a WAR file.

= U UE U - U= UE T U OE
B N Ex s B B B B B e
soCloud applications
soClou
A A A aracacracacaca
I I
I.eu.) _E'.'s J:;WI i';" |“'-':’ 2 Lh'l Im','
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n afre. |45 Al & a ) Lol schic —=
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a - = e
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Figure 3: soCloud deployment with ten cloud providers.

3 Related work

Related to the Inter-Cloud Architectural taxonomy preedrih [20], soCloud can be
classified into the Multi-Cloud service category. This Bat{presents some of the
related work to multi-cloud computing challenges discdsseSection 1:portability,

provisioning elasticity, andhigh availabilityacross multiple clouds.

Shttp://www.cloudbees.com/
"https://openshift.redhat.com
8https://www.dotcloud.com/
Shttp://jelastic.com/
LOhttp:/Avww.heroku.com/
Uhttp://www.appfog.com/



Multi-cloud portability ~ Portability approaches can be classified into three caieg39]:
functional portability data portabilityandservice enhancementthe authors [41] with
their mOSAIC solution deal witlservice enhancemepbrtability at laaS and PaaS
levels. moSAIC provides a component-based programmingehweith asynchronous
communication. However, mOSAIC APIs are not standardizetiaae complex to put
at work in practice. Our soCloud solution deals wéttrvice enhancemepbrtability
among of an interface which runs on PaaS. soCloud suppotttissyachronous and
asynchronous communications offered by the SCA standaatedder, SCA defines
an easy way to use portable API. The Cloud4SOA [14] projeebiked for the porta-
bility between PaaS using a semantic approach. soClouddst® provide portability
using API based on the SCA standard.

Multi-cloud provisioning A great deal of research on dynamic resource allocation
for physical and virtual machines and clusters of virtuathiaes [3] exists. The work
of dynamic provisioning of resource, in the cloud computingy be classified into
two categories. Authorsin [36] have addressed the probfgimwisioning resources
at the granularity of VMs. Other authors in [11] have conegdiethe provisioning of
resources at a finer granularity of resources. In our work¢avesider provisioning at
both VM and finer granularity of resources.

Some libraries such as DeltaCloud [15], jClouds [23], dag¢i], LibCloud [29],
CompatibleOne [28], exist for provisioning resources asnmultiple cloud providers.
Most of them act as wrappers of other technologies (e.qg. ldib€; DeltaCloud, or
jClouds). They propose an uniform API to different cloudwsgs. CompatibleOne
implements the Open Cloud Computing Interface (OCCI) stah{L6]. Each library
is implemented in its own programming language (e.g. Lil@lases python; jClouds
uses Java; DeltaCloud uses Ruby). As mentioned already dlde Nrovisioning of
soCloud provides a high level abstraction layer that hindscomplexity of provision-
ing across multiple clouds. Specifically soCloud offersplossibility to interact with
jClouds, LibCloud, CompatibleOne which are implementedifferent programming
languages.

The authors in [19] have addressed the problem of deployinlyster of vir-
tual machines with given resource configurations acrosg afgghysical machines.
While [13] defines a Java API permitting developers to marated manage a clus-
ter of Java VMs and to define resource allocation policiesstarh clusters. Unlike
[19, 13], soCloud uses both an application-centric andiglnnachine approaches. Us-
ing knowledge on application workload and performance goambined with server
usage, soCloud utilizes a more versatile set of automatechamisms.

Multi-cloud elasticity Managing elasticity across multiple cloud providers is aleh
lenging issue. However, although managed elasticity ginauaultiple clouds would
benefit when outages occur, few solutions are supportingdt.instance, in [8], the
authors present a federated cloud infrastructure appriwagtovide elasticity for ap-
plications, however they do not take into account elagtitiatnagement when outages
occur. Another approach was proposed by [47], which mandgeelasticity with
both a controller and a load balancer. However, their smiutioes not address the



management of elasticity through multiple cloud providéerle authors in [34] pro-
pose a resource manager to manage application elastiaityever their approach is
specific for a single cloud provider.

In some cloud provider environments such as Amazon ElastclBalancing [21],
the quality of service metrics (e.g., request count andesglatency) is watched by
Amazon Cloudwatch. The Amazon scalability mechanismswi@pae initiating a VM
instance as a load balancer routing the traffic into manylainvMs instances. This
approach have two limitations. First, it is limited to sg&capplications like web
servers and not applicable to the other applications likalieses. Second, it is not
possible to support a complex application that needs spe&tistic rules.

Nevertheless, authors in [10] propose an elastic servifiritien language. Their
language is based on Open Virtual Format (OVF) [33], a DMHrRdard for packaging
and deployment of virtual services. soCloud uses Eventd3sieg Language (EPL)
which is based on the SQL standard. As comparison to OVF, Bieddnverges event
stream processing (filtering, joins, aggregation) and dergvent processing (causal-
ity) into a single language. Additionally, based on SCA pmties, soCloud has the
possibility to define constraints on applications deployed

The authors in [42] propose a solution to deploy a compleXiegipn composed
of several services using a manifest. They design a prapyieanifest language to
specify the entire structure of the application deploy@dsdCloud, the manifest used
to define applications structure is based on the SCA standagliage. Thus, we
eliminate the use of a new proprietary language.

The authors in [17] focus on the description of the managepreblems in multi-
cloud architectures. soCloud has addressed these chedlenfg4, 30] proposed a
framework that allows users to deal with applications byrdef elasticity rules and
based on automation. However any scalability managemestérsyis bound to the
underline cloud API (the problem of "discrete actuatorshamed by [30]). One es-
sential task for any application-level elasticity conlieols, thus, mapping user scaling
policies from the appropriate level of abstraction for tlsernto the actual mechanisms
provided by laaS clouds. The authors in [31] propose a swidtiat focuses on the
problem of building external controllers for dynamic apglions hosted on the cloud
by using feedback control. With this solution in multipleat environments, they
must define as many controller as cloud providers. soCloadiges an uniform way
to manage elasticity across multiple cloud providers baseteedback control. [5]
developed an agent-based solution to automate systemgtuthieir agents do both
controller design and feedback control, however, slow eoges of the system (i.e., 10
minutes for MaxClients), makes it unsuitable for suddenkhaad changes.

Multi-cloud high availability = Cloud providers as Amazon EC2, Windows Azure,
Jelastic already provide a load balancer service with desiclgud to distributed load
among virtual machines. However, they do not provide loddrzng across multiple
cloud providers. Different approaches of dynamic load heilzg have been proposed
in the literature [9, 22, 32], however they do not provide achamnism to scale the
load balancers themselves. The authors in [49], [43] hapéead the agility way to
quickly reassign resources. However, their approach doiske into account a multi
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cloud environment. Most existing membership protocol8[g,2] employ a consensus
algorithm to achieve agreement on the membership. Aclgesimsensus in an asyn-
chronous distributed system is impossible without the disen@outs to bound the time

within which an action must take place. Even with the useré&tiuts, achieving con-
sensus can be relatively costly in the number of messagesitied, and in the delays
incurred. To avoid such costs, soCloud uses a novel Leadermimed Membership

Protocol that does not involve the use of a consensus aigorit

4 Conclusion

In this article, we have proposed soCloud a service-orientenponent-based PaaS
for managing portability, provisioning, elasticity, anidjh availability across multiple
clouds. soCloud is a distributed PaaS that provides a maoddidilding any multi-
cloud SaaS applications. This model is based on an extep$ithre OASIS’s SCA
standard. We surveyed each of the concepts related to exgpesific elasticity rules,
ensure high availability across multiple clouds and palrdat problematics. To ad-
dress these problems, this article proposes an archiee@nd describes the interac-
tions between each component of this architecture. We ixptav the components
in a SaasS application descriptor can be annotated withi@tgsules, placement con-
straints, computation constraints. Based on these anmugatleployable contributions
can be loaded and deployed in a suitable manner. The ar@sleribed the approach
used by the soCloud platform to ensure high availabilitypdnticular soCloud takes a
wait-free approach to the problem of coordinating comptmendifferent clouds and
uses load balancer to switch from one application instan@nbther in case of fail-
ures. In comparison of soCloud availability with public etbavailability, we demon-
strate that soCloud ensures high availability in minute® aialyse the flash crowd
phenomenon on a use case, and demonstrate how the soCltfodnplimcreases the
elasticity of the application. This approach is proactivetie case that the content
replications is performed when detecting a traffic surgeartitipating a flash crowd.
In future work we will investigate how the concept of fedexhmultiple clouds can be
used to reduce the resource provisioning cost, while maingthe Quality of Service
(QoS) to customers who use the resources.
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