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Extrinsic calibration of a set of range cameras in 5 seconds without

pattern

Eduardo Fernández-Moral1, Javier González-Jiménez1, Patrick Rives2 and Vicente Arévalo1

Abstract— The integration of several range cameras in a
mobile platform is useful for applications in mobile robotics
and autonomous vehicles that require a large field of view. This
situation is increasingly interesting with the advent of low cost
range cameras like those developed by Primesense. Calibrating
such combination of sensors for any geometric configuration
is a problem that has been recently solved through visual
odometry (VO) and SLAM. However, this kind of solution is
laborious to apply, requiring robust SLAM or VO in controlled
environments. In this paper we propose a new uncomplicated
technique for extrinsic calibration of range cameras that relies
on finding and matching planes. The method that we present
serves to calibrate two or more range cameras in an arbitrary
configuration, requiring only to observe one plane from differ-
ent viewpoints. The conditions to solve the problem are studied,
and several practical examples are presented covering different
geometric configurations, including an omnidirectional RGB-
D sensor composed of 8 range cameras. The quality of this
calibration is evaluated with several experiments that demon-
strate an improvement of accuracy over design parameters,
while providing a versatile solution that is extremely fast and
easy to apply.

I. INTRODUCTION

The extrinsic calibration of different sensors is of very

practical interest in robotics. This problem has been widely

studied and different solutions have been presented for a

variety of sensor configurations [1], [2], [3], [4]. In this paper

we address the problem of extrinsic calibration of range cam-

eras. This problem has gained importance in the last years,

with the arrival of both low cost range and range-intensity

cameras. In this context, the available methods for extrinsic

calibration present mainly two types of disadvantages: they

have restrictions on the camera positioning (e.g. requirement

of overlapping), or they rely on the tracking of the camera

trajectory, which can be tedious to obtain, besides having

issues of robustness and accuracy.

The disadvantages of previous calibration approaches were

clear after the construction of a device for omnidirectional

intensity and range image acquisition based on a rig of RGB-

D cameras (figure 5) [5]. This new sensor prompted in us

the need of a robust and easy calibration method, since the

accuracy of the parameters from the construction design were

not satisfactory, and the solutions proposed in the literature

were not suitable for our problem.

To put our work into context, we review first some relevant

approaches to this problem. A classical strategy for extrinsic
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Fig. 1. A planar surface is observed by two range cameras rigidly joined
from different positions. In this way, plane correspondences are captured
from different orientations with respect to the rig’s reference system to
perform extrinsic calibration.

camera calibration is through the detection and matching of

control points that are detected in the overlapping regions of

the different cameras [6]. However, the overlap requirement

constitutes a very strong constraint. Besides, even when some

overlap exists, it is generally more complicated to match

features in range images than in intensity images. With a

different perspective, the use of a calibration pattern is a

resource that has been employed as an ad hoc solution for

very specific problems [2], [7]. The lack of generality of

this solution for any configuration of cameras is indeed

an important limitation. Plus the need to create the 3D

calibration pattern itself is wearisome.

A more general approach which does not depend on

the camera set-up is based on ego-motion to match the

camera trajectories, which are tracked independently. For

that, simultaneous localization and mapping (SLAM) or

visual odometry (VO) techniques are applied [8], [3], [4].

Such approaches rely on the SLAM or VO robustness, which

depends highly on the environment, especially for range-

only cameras. Besides, obtaining a useful trajectory is far

more tedious and inconvenient than taking a few images from

different positions as the technique we propose here.

Concretely, we present a new method for extrinsic cali-

bration of range cameras (including RGB-D cameras) that

avoids the above-mentioned problems. Our method relies on

matching planes that can be observed simultaneously from

different cameras. For that, only one plane has to be observed

from different camera locations. This approach has several

advantages as the calibration can be performed very quickly

and robustly, it does not require any calibration pattern but



a single plane from the environment (the floor, the ceiling,

a wall, ...), and supervision is not required. In this work,

we test the performance of the method by calibrating two

typical configurations of range cameras, demonstrating very

satisfactory results in all the cases.

In the following we give the details of our calibration ap-

proach, the segmentation and parameterization of the planes

and their matching. The observability of the problem is

studied next. Then, the equations for extrinsic calibration

are derived for a pair of cameras (section IV) and for an

arbitrary number of cameras (section VI). For both cases,

calibration results for different camera configurations are

presented. Finally, the conclusions are outlined.

II. CALIBRATION APPROACH

The problem that we address in this paper is that of finding

the extrinsic calibration (i.e. relative poses) between several

"a-priori" non overlapping range cameras. We propose to

solve this problem by matching planar features that are seen

from different viewpoints. Thus, we take advantage of the

fact that structured environments contain large planes (e.g.

the floor, walls, ceiling) that can be reliably observed by the

different sensors simultaneously. We make use of such planes

to establish correspondences, see figure 1. With this strategy

we avoid the need of creating an specific calibration pattern

for the sensor set-up. Also, no SLAM neither odometry are

needed, avoiding robustness issues and making the procedure

much more accessible and easy to use.

Before addressing the extrinsic calibration itself, related

issues like the intrinsic calibration of the range cameras, and

the plane segmentation, parameterization and matching are

briefly described next.

A. Intrinsic model of the range cameras

Measurements from range cameras are affected by noise,

which can be classified in two types of errors: in accuracy

(variance) and also a bias or correctness (mean error). It has

been reported elsewhere [9] that the depth error variance as

well as the bias of structure-light sensors from PrimeSense

(including Kinect and Asus Xtion) increases with distance.

Such bias is quite evident when we see the deformation of a

flat surface as it is observed from increasing distance. This

intrinsic error is studied in [10], where the authors propose

to model the intrinsic parameters using a discrete image of

multipliers to update every pixel depending on its depth. An

implementation of that work, which relies on a cutting edge

SLAM solution [11] is publicly available1. This correction

has been applied to the Asus XPL sensors employed here.

Thus, in the rest of this paper we will assume that they are

only affected by unbiased, uncorrelated Gaussian noise.

B. Plane segmentation and parameterization

In order to obtain planes (planar patches to be precise), the

depth images are segmented with a region growing approach

[12]. This technique is used here due to its efficiency to

1http://cs.stanford.edu/people/teichman/octo/clams/

segment organized images, however other methods for plane

segmentation can be used equally [13], [14].

A planar patch is represented by its normal vector n, with

‖n‖ = 1, and the distance d to the optical center of the

camera. In this way, a point p lying on the plane fulfills

the equation

n ·p+d = 0 (1)

This overparameterization is very convenient for the formu-

lation of the calibration errors in the next sections.

The plane parameters and their covariances are estimated

following [15], assuming accurate directions of measure-

ments mi, where the noise only affects the range measure-

ments ρi. After the intrinsic calibration has been performed,

we can assume that ρi ∼ N(ρ̂i,σi), where ρ̂i = d/n · mi

is the true range of the i-th measurement. The standard

deviation σi is generally a function that depends on the

range ρi and on the incidence angle σ(ρi,n ·mi). However,

in this work we make the same simplification as in [15] to

assume the standard deviation σi independent on {n,d}, and

estimate σi in a conservative way: σ(ρi,n ·mi) < σ . From

this simplification the plane parameters and their covariances

can be analytically defined. Thus, the optimal n∗ is the

eigenvector corresponding to the smallest eigenvalue of the

matrix

M =
N

∑
i=1

(ri − rG)(ri − rG)
T (2)

where rG = 1
N ∑

N
i=1 ri is the gravity center of the plane pixels.

The optimal d∗ is given by

d∗ = n∗rG (3)

and the covariance of the plane parameters Σ∗ = (H)+ is

calculated as the Moore-Penrose generalized inverse of

H =
1

σ2

N

∑
i=1

[
rir

T
i −ri

−rT
i 1

]

(4)

The simplification of considering constant variance (i.i.d.)

assumed above can be substituted for a more realistic model

[16] to obtain more accurate results. But this requires a

complex numeric calculation of the plane parameters and

their covariances, which is out of the scope of this paper.

C. Obtaining plane correspondences

To establish the plane correspondences, a rough guess of

the camera relative poses is provided by the user. Then,

plane correspondences are established between each pair of

sensors (if more than two are being calibrated) applying some

simple heuristics to constraint their geometric consistency,

namely: a) the angle between the normal vectors of both

planar regions is smaller than a threshold; b) the distances

from both planes to the camera center are under a threshold;

and c) both regions are large enough (in our implementation:

the number of pixels in each region is bigger than 20% of the

image pixels). Note that giving an initial estimation for the

relative position of the cameras is an easy and straightforward

way to facilitate the matching of plane observations, though



other plane matching strategies can be applied if we want to

avoid the need of this initial estimate [17], [18].

The process for gathering correspondences is performed

automatically while the camera rig is moving until the prob-

lem is well conditioned according to the Fisher Information

Matrix, as explained in section III. For that, having a large

number of correspondences contributes to reduce the error

in calibration due to sensor noise. Also, to be robust against

possible outliers, after enough correspondences have been

gathered, a RANSAC [19] process is launched to detect and

discard possible outliers.

The range cameras synchronization effect is neglected in

this work since the images are captured at a minimum frame

rate of 30 Hz, and the camera rigs are never moved abruptly.

D. RANSAC outlier rejection

The set of plane correspondences obtained is cleaned up

of outliers by running RANSAC. This procedure is carried

out in two steps: first, the outliers showing a large error in

the orientation are discarded, and second, those outliers in

distance are removed (this order is chosen since the noise

in the orientation of the normal vectors is typically smaller

than that in the plane position). The relative poses between

the pair of cameras are calculated from a sample of 3 non-

degenerate plane correspondences (section III). The models

used by the two RANSAC processes are defined in section

IV.

III. OBSERVABILITY

It can be seen that each plane correspondence imposes

three new constraints between the pair of sensors: two for the

relative rotation and one for the relative translation. Thus, we

need at least 3 measurements from linearly independent plane

observations (i.e the normal vectors of the planes are linearly

independent) to compute the relative position of a pair of

sensors (only two measurements are needed to compute the

rotation), and a minimum of 3(N − 1) correspondences to

calibrate a rig with N sensors. An example to get insight

into this is by considering that we have a single sensor

observing the corner of a room. The observation of the three

perpendicular planes gives us enough information to localize

the camera and its relative motion with respect to a previous

pose. In analogy, the relative pose between two cameras can

be obtained if they observe 3 plane correspondences with

linearly independent normal vectors (either observed from

one view (fig. 2) or several ones (fig. 1)). The most simple

and convenient procedure would be to take a short sequence

of several images (in motion) of one big plane from different

orientations of the rig (see the video attached).

In order to detect the degenerate cases for which the

calibration cannot be calculated we evaluate the Fisher In-

formation Matrix (FIM) for the parameters of the maximum

likelihood estimator (MLE) of the calibration, which is

presented in the following section. As we will see, the

probability of the MLE is given by an unbiased Gaussian

distribution (this assumption is realistic only after intrinsic

correction). For this estimator (called efficient [20]), the FIM

Fig. 2. A particular set-up from which we can calibrate the cameras with
a single observation. The planar patches on the left and right are those
extracted from the two cameras.

coincides with the Hessian of the least squares problem

resulting from the MLE, and its inverse is the covariance

of the resulting calibration (Cramér-Rao [20]).

When the FIM is singular, the information provided is not

sufficient and the MLE does not exist. For a pair of cameras,

it can be verified that when the FIM is not singular, then

rank(
N

∑
i=1

nin
T
i ) = 3 (5)

where ni is the normal vector of the plane i as seen from

one of the cameras in the pair.

The ratio η = µ3/µ1 between the smallest and largest

eigenvalues of the matrix from eq. 5 is also an indicator of

how well distributed the measurements are along the different

directions of the space. So, in the best case η = 1 which

means that all plane observations are equally distributed in

the space, while when η → 0, the system is ill conditioned.

From our experiments, we have verified that the covariance

of both the rotation and the translation estimations decrease

asymptotically as the number of plane correspondences in-

creases. The covariance is used as the condition to control the

calibration convergence, and hence, to stop gathering plane

correspondences. In our tests, we stop this calibration when

the maximum eigenvalue of the covariance is under 10−3,

which has shown to be a good compromise between accuracy

and effort to obtain plane correspondences.

IV. EXTRINSIC CALIBRATION OF A PAIR OF

RANGE CAMERAS

A. Problem statement

Given a set of plane correspondences gathered from two

rigidly joint range cameras C and C′, where the camera C

represents the system of reference, and C′ is located with a

relative transformation [R|t]∈ SE(3) with respect to C, where

the rotation R ∈ SO(3) is represented with a 3× 3 matrix

and the translation t ∈R
3. Provided that the correspondences

fulfill the observability condition (concretely the one rep-

resented by eq. 5), we want to estimate the optimal [R|t]
assuming that the measurements are affected by unbiased

Gaussian noise as modelled in II-B. This problem can be



divided into two separate ones since the rotation and the

translation restrictions are decoupled.

B. Solving for the rotation

The maximum likelihood estimation (MLE) of the relative

rotation R is given by the maximization of the log-likelihood

argmax
R

(

ln
N

∏
i=1

p(ni,n
′
i|R)

)

(6)

for N plane correspondences, where the likelihood of the

rotation for the i-th correspondence is expressed as

p(ni,n
′
i|R)=

1
√

(2π)3|Σi|
exp

(

−1

2
(ni −Rn′

i)
T Σ−1

i (ni −Rn′
i)

)

(7)

being ni and n′i the observed normal vectors from the

plane i as seen by the cameras C and C′ respectively;

R is the rotation matrix in SO(3), and Σi is the 3 × 3

covariance block corresponding to the normal vector of the

plane correspondence (calculated from the fusion of both

observations [16]). Considering independent errors of the

plane correspondences, the derivation of this MLE coincides

with the solution of the least squares problem expressed as

argmin
R

N

∑
i=1

ωi‖ni −Rn′
i‖

2
(8)

where ωi is the weight of the plane correspondence

ωi =
1

|Σi|
(9)

This problem is similar to the one of estimating the rota-

tion of a registered set of 3D points [21]. Thus, employing

the same procedure, the above equation can be expressed as

R = argmin
R

(
N

∑
i=1

ωin
T
i ni −2

N

∑
i=1

ωin
T
i Rn′

i +
N

∑
i=1

ωin
′T
i n′

i

)

= argmin
R

(

−2
N

∑
i=1

ωin
T
i Rn′

i

)

= argmax
R

N

∑
i=1

ωin
T
i Rn′

i (10)

that can be denoted as
N

∑
i=1

ωin
′T
i Rni = tr(WY T RX) (11)

where tr(·) represents the trace of a square matrix; W =
diag(ω1, ...,ωn) is an n× n diagonal matrix containing the

weights ωi; and Y and X are 3×n matrices with the normal

vectors n′
i and ni as their columns, respectively. This problem

is solved with singular value decomposition (SVD) over the

3×3 covariance matrix

S = XWY T (12)

From the singular value decomposition S = UΣV T , the

rotation is obtained as

R =V
( 1 0 0

0 1 0
0 0 det(VUT )

)

︸ ︷︷ ︸

A

UT (13)

Cases of study

[R,t]

plane

z

x

y

x

[R,t]

plane

a)

b)

Fig. 3. Different sensor configurations with a pair of cameras: a) Adjacent
cameras, b) Opposite cameras.

where the matrix A is used to convert the degenerate case of

a reflection (det(VUT ) =−1) into a valid rotation in SO(3).
For further details on the mathematics, please refer to [21],

[22].

C. Solving for the translation

The MLE of the translation is obtained by maximizing the

log-likelihood associated to the probability

p(ni,n
′
i,di,d

′
i |t) =

1√
2πσi

exp

(

−1

2

(di −d′
i +ni · t)2

σ2
i

)

(14)

where di and d′
i are the observed distances from the plane

i to the optical centers of the depth cameras C and C′

respectively, σ2
i is the error variance, and t is the relative

translation we are looking for. This is equivalent to the least

squares problem

argmin
t

N

∑
i=1

ωi(di −d′
i + t ·ni)

2 (15)

with the weight given by ωi = 1/σ2
i . This has a closed form

solution given by

t =−H−1g (16)

where H and g are the Hessian and the Gradient of the error

function respectively, which are calculated as

H =
N

∑
i=1

JT
i WiJi , g =

N

∑
i=1

JT
i Wiri (17)

where the Jacobians, the weights and the residuals are

calculated from

Ji = nT
i , Wi =

1

σ2
i

, ri = di −d′
i (18)



D. Practical study cases

1. Adjacent cameras

This case is interesting to provide a larger field of view

of the scene, being specially practical for low cost sensors

like Asus Xtion (see figure 3.a). This case serves us to

illustrate the conditioning of the problem, and so to show

different possibilities for calibration. One of this situations

is the calibration of the pair from one single observation, i.e.

without moving the rig. This is only possible if three planar

patches whose normal vectors span through the different

directions of the space are visible at the same time by both

cameras. This case can be easily set-up, as the example

shown in figure 2.

In practice, however, it is even more convenient to take

several images from different orientations pointing to one

single plane (the floor, for example), since we can gather

more quickly enough plane correspondences that help to

reduce the error from the measurement noise. This may not

take longer than 2 or 3 seconds.

In table I we show an example of how the average residual

error is reduced when raising the number of plane correspon-

dences. The alignment errors in rotation and translation are

measured in a dataset containing 2K correct plane correspon-

dences for the five calibrations, the plane correspondences

were taken in all directions of the space.

TABLE I

RESIDUAL ERRORS FOR DIFFERENT CALIBRATIONS USING A DIFFERENT

NUMBER PLANE CORRESPONDENCES.

Correspondences Av rot error (deg) Av trans error (cm)

3 1.12 1.89

10 0.68 1.01

30 0.52 0.82

60 0.49 0.74

100 0.49 0.61

2. Cameras in opposite directions

This case is interesting, for instance, for vehicles that need

to observe the scene forward and backward. We address

this case here also since it probably represents the most

challenging case to obtain plane correspondences in different

directions (notice that the further the viewing directions of

the cameras are, the more difficult is to find plane correspon-

dences). Figure 3.b shows how the plane correspondences

can still be obtained to add constraints in the different

directions of the space, for example, by rotating the camera

rig. Calibration was performed automatically while the user

waved the camera near the floor. After 5 seconds from the

start of the experiment, the calibration finishes with 29 plane

correspondences, see the attached video. In this case the

deviation with respect to the rig parameters is less than 1

deg for the rotation, and in the order of millimeters for the

translation.

3. Sensors of different types

Though most of our experiments are carried out with struc-

tured light Primesense cameras, other range sensors can also

be calibrated with our method. Concretely, a time-of-flight

Fig. 4. Robots which mount rigs of range and RGB-D cameras.

camera and a Kinect sensor mounted on a robot are calibrated

by moving the robot (figure 4, left) around to gather plane

correspondences. The errors in the plane observations from

both sensors will follow different distributions, so that they

are weighted accordingly as said in section II-B.

V. EXTRINSIC CALIBRATION OF AN ARBITRARY

NUMBER OF RANGE CAMERAS

This section extends the previous formulation for an

arbitrary number M of range cameras. Note that for the

case when there are no loop closures between the sensors,

i.e. there is only one possible way to correlate the relative

pose of any pair of sensors. The extrinsic calibration can

be calculated as in the previous section by estimating the

relative pose between each pair of adjacent sensors, and

performing pose composition to place them in a common

reference. Instead, this section is dedicated to the particular

case in which there are plane correspondences that create

loop closures between sensors. For the sake of space, we

present directly the least squares equations, which as in the

previous section, derive from the ML estimation.

A. Solving for the rotation

The relative rotation between the different sensors can be

formulated as

argmin
[✚✚R1 R2...RM ]

M

∑
j=1

M

∑
k= j+1

N

∑
i=1

λi( j,k)ωi( j,k)‖R jn
j
i −Rknk

i ‖
2

(19)

where j and k are indices of the M sensors and i is the

index of each one of the N planes observed; λi( j,k) is a

binary variable that equals 1 when the plane i is observed

by sensors j and k, being 0 otherwise; n
j
i and nk

i are the

normal vectors of the plane i observed from sensors j and k,

respectively; and the rotation of each sensor is represented

by R1,R2...RM ∈ SO(3), where the rotation R1 has been

arbitrarily fixed to the identity I3 to choose a system of

reference.

This least squares system has a different structure from

the one in the previous section, that can not be solved with



Fig. 5. Omnidirectional RGB-D camera rig.

the strategy used from equations 10 to 13. Thus, we rewrite

the problem to represent the relative rotations in minimal

parameterization with the exponential map from Lie algebra

[23]

argmin
µ2...µM

M

∑
j=1

M

∑
k= j+1

N

∑
i=1

λi( j,k)ωi( j,k)‖eµ j R jn
j
i − eµk Rknk

i ‖
2

(20)

where eµ j is the exponential map of the increment of rotation

µ j on the rotation R j, which is a 3D vector on a manifold

space of SO(3), and similarly for eµk .

This is a non-linear least squares system that is solved

iteratively with Gauss-Newton using equations 16-17, where

the Jacobian and the vector of residuals are given by

Ji = [0 ... 0 J
( j)
i 0 ... 0 J

(k)
i 0 ... 0]

J
( j)
i = skew(n j

i ) , J
(k)
i = skew(−nk

i ) (21)

thus, the Hessian H and the gradient g are calculated

incrementally as

H =
N

∑
i=1

Hi , g =
N

∑
i=1

gi (22)

which have the form

Hi =










J
jT
i ωiJ

j
i JkT

i ωiJ
j
i

. . .

J
jT
i ωiJ

k
i JkT

i ωiJ
k
i










, gi =










J
jT
i ωiri

...

JkT
i ωiri










(23)

B. Solving for the translation

The generalization of the translation equation system

keeps the same structure as in the case of a pair of cameras

argmin
[✁t1t2...tM ]

M

∑
j=1

M

∑
k= j+1

N

∑
i=1

λi( j,k)ωi( j,k)(d j
i −dk

i −t jR jn
j
i +tkRknk

i )
2

(24)

and it is solved in the same way (note that in this case the

rotation must be solved first).

Fig. 6. Omnidirectional RGB and depth images acquired by our RGB-D
camera rig.

VI. CALIBRATION OF A RIG FOR

OMNIDIRECTIONAL IMAGE ACQUISITION

We have designed a camera rig for omnidirectional RGB-

D acquisition which comprises 8 Asus Xtion Pro Live (Asus

XPL) sensors mounted in a radial configuration (see figure

5). This device motivated at the origin the work described

in this paper, since the parameters from the construction

design were not accurate for our application. Existing cali-

bration approaches like those based on SLAM [8] are very

time consuming and impose important restrictions on the

trajectory, since planar movement (as we have in our robot)

is a degenerate case where calibration cannot be achieved.

Thus, we employed the calibration method described in the

previous section, which was applied on a sequence of images

taken with the robot (planar movement is not a degenerate

case in our approach).

The relative positions between the RGB cameras is the

same as these between their corresponding depth cameras

for our sensor configuration. Therefore, both RGB and depth

omnidirectional images can be built, see figure 6. The 3D

point cloud can be also built from such images, figure 7.

The precision of calibration is tested with an experiment

where the robot moves in a small circular trajectory (∅ ∼
0.5 m) in the center of a room, taking 200 images. In

table II, the average residual in orientation and translation

for the plane correspondences of these images is presented

for different extrinsic calibrations: design parameters (no

extrinsic calibration) with and without intrinsic correction,

and the extrinsic calibration also with and without intrinsic

correction. The ICP residual of the alignment of the spherical

point clouds from these images is also shown. For all the

cases, the combination of intrinsic and extrinsic calibration

offers the best results.

TABLE II

RESIDUAL ERRORS FOR DIFFERENT COMBINATIONS OF INTRINSIC AND

EXTRINSIC CALIBRATIONS.

Calib / Error type Res. rot (deg) Res. trans (cm) Res ICP (cm)

Design Specs 3.17 3.0 0.49

Design S.+Intrinsic 2.95 3.1 0.45

Extrinsic calib 1.78 2.9 0.34

Extrinsic+Intrinsic 1.60 2.5 0.29

VII. CONCLUSIONS

A new methodology for calibrating the extrinsic parame-

ters of range camera rigs has been presented in this paper.



Fig. 7. Point cloud obtained from the reconstructed omnidirectional RGB-
D image.

The method relies on the matching of plane observations

from the different sensors. No constraints are put on the

position of the cameras, where the only requirement for the

system is that there is a planar surface that can be observed

simultaneously. The observability conditions are analyzed,

and a solution is presented based on MLE. With our method,

performing calibration becomes very fast and easy for the

user, avoiding problems of previous solutions which rely ei-

ther on calibration patterns or trajectory estimation methods.

The method has been tested for different configurations of

cameras, including a camera rig designed for omnidirectional

image acquisition. All the experiments have validated the

claimed features of our proposal.
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