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Abstract

This study reviews and extends a recent center manifold analysis
technique developped to characterize stochastic bifurcations in delayed
systems induced by additive noise. Motivated by the dynamics of spa-
tially extended neural field models with finite propagation velocity, we
revealed and fully characterized codimension 1 stochastic bifurcations
induced by additive white noise. In contrast to previous studies, we
here extended our analysis to the case of distributed delays while ap-
plying our results to the stochastic Hopf bifurcation. Taken together,
our results provide further insight on the conjugate role of noise and
delays in the genesis non-linear phenomena.

1 Introduction

Complex natural systems are rife with constraints and limitations that shape
their dynamics. Interaction delays are inherent temporal latencies that play
a crucial role in understanding and modelling complex non-linear systems
across fields, ranging from optics [35, 16|, computer science [49] to neu-
roscience [1, 13, 17]. Delays not only constrain interactions amongst con-
stituents of a given system, they control and even fully regulate regimes in



which complex systems evolve, immensely extending the range of realizable
dynamics. In parallel to the consideration of delays, noise in the form of
stochastic, random fluctuations, has also been identified as an essential in-
gredient of complex systems [14, 38, 20, 42|. It has further been shown in
several instances that both delays and noise conspire together to sustain the
intricate mechanisms at play in many complex systems, such as in genetics [9]
or postural control [§].

Despite this, the conjugated action of both noise and delays in shaping
non-linear dynamics is poorly understood. Due in great part to the limita-
tion of existing analysis tools, there are few ways to access and expose the
combined influence of stochasticity and timing constraints on the behavior of
non-linear systems, especially near dynamic instabilities. As such, a general
theory of stochastic delay-differential equations has yet to be devised. While
some progress has been made with respect to parametric forms of noise [21],
the additive stochastic case has yet to be fully characterized.

To overcome such limitations, previous studies have recently developed and
applied a delayed center manifold approach, properly adapted to the presence
of additive noise. This previous work is based on a center manifold technique
developed for the analysis of spatially extended nonlinear systems subjected
to additive noise [31, 30, 27|. Using this method, it was demonstrated that
noise changes significantly the stability of delayed nonlinear systems and fur-
ther, that noise intensity has to be considered as a bifurcation parameter on
its own [36, 37, 29]. Surprisingly, while the technique was previously lim-
ited to the case of constant and unique delays, it may easily be extended to
the more general case of distributed delays, thus sheding light on a broader
range of problems. The present work reviews briefly the literature on center
manifold theory in the presence of distributed delays and, shows how this
well-established technique can be extended to the stochastic case.

1.1 Model

As an illustrative application, we will here consider an integro-differential
neural field equation that mimics the dynamics of large-scale neural ensem-
ble, and serves as powerful tool to model pattern formation in cortical net-
works. Here we consider a a spatially extended population of neurons which
exhibits delayed interactions, which may result from delayed feedback con-



nections [26, 33, 32] or from delayed interactions of single neurons [46]. Since
the delay in neural populations may either be unknown or heterogeneous be-
tween single neurons, it is realistic to assume a distribution of delays. This
distribution of delays also results from the presence of space-dependent delays
of axonal connections |5, 6] which represents a distributed delay in Fourier
space [28].

The activity of a neural population obeys the stochastic neural field equa-
tion

dV(z,t) = <—7V(m,t) + /Tmaz / K(|lz —y|)S[V (y,t —7)] dy dr + I()> dt
+rodé(z, 1), (1)

where K () is a symmetric spatial connectivity kernel, € is the one-dimensional
circular spatial domain with length L, g € R{ is the distribution function
of constant delays with f "% g(7) = 1 and Tee > 0 is the maximum delay
present in the system. Moreover S[-] is a non-linear activation function that
takes the form of a sigmoid and 1/+ represents the time scale of synaptic
responses present in the population. The term [ is an external input con-
stant in space and time and d€(x,t) denotes the external additive random
fluctuations with fluctuation strength kg and &(x,t) is a space-time Wiener
process with (d¢(z,t)) = 0, (d&(z,t)dé(y,T)) = 20(x —y)d(t —T'), the delta-
distribution 6(-). Hence the additive fluctuations are uncorrelated in space
and time. The symbol (-) denotes the ensemble average.

In the absence of random fluctuations, Eq. (1) has a stationary state Vj
which implicitly satisfies vV, = KS(Vp) + Iy where K = fQ x)dx and €2
is a circular one-dimensional spatial domain with length L. Lmear stability
of the system is exposed by close investigation of small deviations from the
stationary state, i.e., v(z,t) = V(x,t) — Vj, which satisfies, to third order,

dv(a, 1) = (—7u(m,t) / " / K(lz — y))

X (slv (y, t — 1)+ 82” (y,t —71) + 2 oY v (y,t — 7')) dy dT) dt
+/€0d€($7 t)? (2)
with s’ = (9S(V)/OV )|, " = (0*S(V)/OV?)|y, and " = (03S(V)/OV?) |y,



The deviations v(z,t) have the mode expansion in Fourier space [31]
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with the distribution

Li(t) = Kig(7)

K, = K(k) is the spatial Fourier transform of the spatial kernel K (z) and
&(t) is the spatial Fourier transform of the space-time Wiener process &(z, t)
with (d&(t)) = 0, (d&f(t)dé,(T)) = 26(t — T)d;,, where dy,, is the Kronecker
symbol. This shows that the additive fluctuations in Fourier space are un-
correlated as in location space.

In the absence of noise, the linear stability of the stationary state Vj is
given by the characteristic equation

A+~ =sVLL(p). (4)

where L(p) = [ Li(1)e™" dr is the Laplace transform and the complex
number A\ is an eigenvalue of the corresponding linear eignvalue problem.
The stability of the deterministic linear system depends on the statistical
moments of the distribution |7, 3.

The characteristic equation (4) defines the stability of the deterministic linear
system and guarantees the existence of a stationary probability distribution
of the solution of the linear dynamics of Eq. (3) as shown for single delays
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[34] and for distributed delays [19, 52].

The influence of stochastic fluctuations on delay-dependent stability of
Eq. (1) is exposed by closer investigation of bifurcating modes. Specifically,
we consider the case where modes | = +k are meta-stable or unstable and
thus evolve on a large time scale, whereas all others (I # +k) are stable
andn evolving on a much shorter time scale. This implies that eigenvalues
of modes vy, are located either on the imaginary axis or on its right hand
side whereas the stable modes 0,4 are associated to eigenvalues bounded
to the left of the imaginary axis. As such, we assume that the stable modes
are rapidly damped compared to the unstable modes 71, and become neg-
ligible. Consequently, on a large time scale, the dynamics of the system is
fully captured by the complex-valued stochastic distributed delay differential
equation.

din(t) — (—vﬁk(t) + VIS / T L) aa(t — 1) dr
0
+;—L T E() Bt — )2t — 7) d7> dt + rodéu(t).
0

After re-scaling of time by ¢ — ¢7,,4, and assuming vy, = u(t) exp(i¢(t))
with amplitude v € R and phase angle ¢ € R, we obtain

du(t) = (—pu+apou+ Bpou’)dt+ KoTmas(cos(@)dn, — sin(@)dn;)
dp = =T (= sin(6)dn, + cos(@)d)

where d&(t) = dn, + idn;, p = Li(7) and pou = fol p(T)u(t — 1) dr. Co-
efficients of the above system are given by j = Tieey, @ = 72,V Ls" and
B =12.8"/2L.

For simplicity, we neglect the stochastic dynamics of the phase angle
¢ since its discussion would exceed by far the major aim of the present
work. Choosing ¢ = 0 without loss of generality yields the stochastic order

parameter equation
du = (—pu+ apou+ Bpou®)dt + kdW, (5)

with K = KoTpmae and dW (t) = dn,.



Equation (5) approximates the dynamic evolution of the neural field and
becomes our prime concern for the rest of the analysis. As shown in the
above derivation, the stochastic fluctuations d§(z,t) in Eq. (1), and dW (t)
in Eq. (5), exert an additive effect on the non-linear and delayed dynamics of
the unstable modes. Previous studies have shown that additive noise shapes
the stability of those modes in the presence of single delays [37, 29]. We shall
extend this result to distributed delays.
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Figure 1: Noise shapes delay-induced oscillations. The stationary probability
density P of u which obeys the dynamics of Eq. (5) for a discrete distribution
of two delays. The colors encode different noise levels k. The delay distri-
bution is p(7) = 0.5 2721:1 (1 — 1), 1 = 0.97, 75 = 1.0, other parameters
= 3038, a = —31.92, § = —15.19. For numerical simulation, we have
applied the Euler-Maruyama integration scheme [10] with the discrete time
step At = 0.01 and 10° integration steps.

Figure 1 shows the stationary probability density function of the solution
of Eq. (5), which evolves above a supercritical Hopf bifurcation. For a dis-
crete distribution of two delays, additive noise moves the non-zero maxima
of the stationary probability density function to larger values of u indicating
a stochastic bifurcation [4] in the scalar stochastic systems involving two dis-
crete delays similar to the case of a single delay [36]. Moreover, we observe
that the effect of additive noise is strong since the noise level k is smaller
by several orders than the oscillation amplitude u. Hence a rather low noise
level has a large effect on the corresponding stationary probability density.



The present work aims to describes these stochastic bifurcations in de-
layed systems in some detail. To this end, we investigate center manifold
projections of Eq. (5), appropriately adapted to the stochastic and delayed
case close to a codimension-1 Hopf bifurcation. This strategy has previously
been used in several instances to study stochastic bifurcations in delayed sys-
tems [29], and is further shown here, for the first time, to apply to distributed
delay problems as well. Moreover, the analysis focusses on the dynamics close
to a Hopf bifurcation. The subsequent analysis assume a general distribu-
tion of delays. However, where necessary, we will assume that this otherwise
arbitrary distribution corresponds to a sum of constant delays.

The manuscript is structured as follows. Section 2 reviews briefly the
deterministic center manifold analysis technique and shows the most impor-
tant computational steps. Then section 3 introduces into the major ideas of
a recently developed analysis method of stochastic delayed center manifolds
for single delays and extends previous results to distributed delays.

2 Deterministic analysis

Let us first consider the dynamics close to the steady state u = 0 of Eq.
(5) in the absence of noise, i.e., K = 0. We note that the fixed point u = 0
corresponds to states of vanishing linear deviations i.e. wv(x,t) = 0 and
V(z,t) = Vp. The stability of this equilibrium is fully determined by the
roots of the characteristic equation (4). An instability occurs whenever roots
of this equation cross the imaginary axis, i.e., whenever Re(\) = 0|\ € C.
We assume that this occurs once the parameter o reaches the critical value
a., for a given delay distribution p and fixed v and f.

Introducing introducing the real unfolding parameter ¢ = o — «, which
parametrizes the distance from the bifurcation, Eq. (5) can be unfolded
around the instability and written as

du
S = Lfu+ Flu.e ()
de



where the linear operator L[-] reads
Llu] = —pu + aep o u, (7)
and the non-linear terms are collected in
Flu,e] = epou+ Bpo |ul*u. (8)

For reasons discussed elsewhere |22, 50, 18|, the phase space W in which
the delayed dynamics of Eq. (5) are well formulated can be shown to be the
Banach space of continuous maps, i.e., W = C(|—1;0],C x C) . Accordingly,
taking into account the history dependence of the state variable u(t) on an
interval on negative real line, one introduces the parameter 6, 6 € [—1;0] so
that u(t + 6) = u.(0). With such a formulation, the system (6) reads

duy(0)
R Alui] + XoF'ug] 9)
with
Afu] = au;(e) . —1<8<0
= Lw , 6=0

and Xg =0, —1 <60 <0and Xy =1, § =0. The linear operator L[u] as
defined above is |22, 23]

Liu = / ul0)dnfo]. (10)
with
dnlf] = w(0)do (11)

and where w(#) is the delay density function [50]. For the model described
above w(f) = —ud(0) + a.p(6 + 1). The Riesz-Markov-Kakutani representa-
tion theorem given in Eq. (10) together with the definition (11) represents a
powerful formulation of delayed systems involving distributed delays since it
provides an analysis framework for both single delays and distributed delays.
Accordingly, the non-linear component of Eq. (9) can be written as

0 0

F[ut] = /1 ) ut(Gl)ut(Gg)wg(Ql, 92)d91d92
0 0 0

+ ut(ﬁl)ut(ﬁg)ut(ﬁg)wg(ﬁl, 62, 93)d61d92d03 + -

-1J-1J-1



with the delay density functions wq, ws (see [50]).

The linear dynamics in the vicinity of u = 0 is governed by

dut ((9)
dt

= Alu] (12)

with characteristic equation (4). By construction, characteristic roots which
have zero real part define an eigenvector basis ® € C associated with the
linear operator A spanning the center subspace U. In the present work, we
consider delay-induced Hopf bifurcations for which ®(0) is a two-dimensional
vector function. The adjoint system to (12) may be formulated [22| with
identical characteristic roots and the adjoint basis function W. This basis
satisfies (®,W¥) = I, where (a(f),b()) is a bilinear product of functions,
appropriately defined for delayed systems [22] and I is the two-dimensional
unit matrix. We note that (®;, ¥;) = d;; where §;; is such that ;; = 1 and
d;j = 0 otherwise.

For the Hopf bifurcation with critical angle frequency w,, the linear un-
stable subspace has the eigenbasis

& — (eiw007€—iwcﬁ)t,

6—Z'wc€ 6iwce ¢
v - . |
(1 “Lpee] 1 L[@ww@])

where L] is defined in Eq. (10). According to the distinction of characteristic
roots with zero real part and negative real parts, the phase space can be
decomposed into the center and stable subspaces U and S, respectively, such
that W = U&S. Consequently, the state variable v may also be decomposed
into its center and stable projections

u(0) = ®(0)z + s4(0) (13)
= Pu(0) + (1 — P)uy(0) (14)

where z € R? are the amplitudes of the center modes of the dynamics, and
s € S are the stable components evolving in the linear stable subspace. The
operator P in Eq. (14) projects u, into the center subspace and is defined as

P-=®(0)(P,-) 37].



According to the center manifold theorem [12, 24, 47|, the dynamics of
Eq. (5) is governed by the center modes z associated to the instability. Specif-
ically, the stable component of the state variable u obeys

s¢(0) = H(z,¢€,0), (15)

for some non-linear function H(z, ¢, ). Equation (15) together with Eq. (13)
implies that the initial value reads

uo(0) = ®(0)2(0) + H(2(0),e,0) . (16)

Given a certain initial function ug(f) = k(¢), —1 <6 <0, Eq. (16) and the
implicit condition PH = 0 define the initial value z(0) and H implies the
initial function k(9).

According to this, Eq. (6) reduces to the order parameter equation [22, 25|

d ~

prie Bz + W (0)F[®(0)z + H(z,¢€,0))], (17)
where B is a diagonal matrix of characteristic roots of Eq. (4). The func-
tional H(z,¢,0)) is not unique, yet may be approximated to low order using
polynomial expansions [11, 45].

For our specific model example (5), the resulting order parameter equa-
tion (17) reads

—z(t) = Bz(t)+6‘11(0)/ p(0)®(0)do z(t) + e\I’(O)/ p(0)H (z(t),€,0)df

-1

+W(0)3 /_ (0 (2(0)2(1) + ﬁf(z(t),e,e)>3de | (18)

for a given deterministic stable manifold H(z,e,0). This order parameter
equation does not include delay terms in z(¢) anymore and captures the sta-
bility and dynamic properties of Eq. (5) and Eq. (1) close to a bifurcation
point. Equation (17) includes convolutions over the delay distribution p, but
which now operates only on the basis components ®(f) and through higher
order terms H. This aspect is important: via proper subspace projection and
the application of the center manifold theorem, the delayed dependence of
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the center modes dynamics in Eq. (17) has been conveyed to the coefficients,
greatly simplifying the analysis of the distributed delay case.

The following section extends the deterministic center manifold analysis
by adding stochasticity and gives the computation steps of the stochastic
center manifold analysis in some detail. The major approach has been de-
veloped in previous studies for a single delay, whereas the subsequent section
shows new results in the presence of distributed delays.

3 Stochastic Analysis

Taking up the notation of the previous section 2, Eq. (5) can be written as
du = (L[u] + Flu,€])dt + kdW (t). (19)

The analysis of this stochastic delayed system follows the major steps of the
deterministic center manifold technique [37, 36]. Previous work on stochas-
tic differential equations involving a single delay has considered an additive
time-dependent correction of the center manifold if the system evolves suf-
ficiently close to an instability. This time-dependent correction provides an
accurate characterization of noise-induced stability transitions on the driven
system for both a pitchfork [29] and Hopf instability [36].

Following the same approach, Eq. (19) may be re-cast to
dz = (Bz + Wy, (0)F [cbuz(t) 4 H(u,e, t)]) dt + Ty (0)dW (1) (20)

ds; = (A [H(z,g,t)} (X, — By (0) Wy (0)) F[@yz(t) + ﬁ(z,e,m) dt
+r (Xo — Py (0) Wy (0)) AW (2). (21)

where the stable manifold H(u, ,t) depends on time now.

3.1 Stochastic center manifold theory

The system may evolve close to its stability threshold, i.e., ¢ < 1, assuming
small noise levels k ~ O(g?) and hence small amplitudes u ~ O(g). Ac-
cording to the theorem for delayed stochastic center manifolds [39, 40] the
stochastic stable manifold obeys

si = H(0,2z,¢,t) (22)

11



similar to the deterministic case.

By virtue of Ito’s rule

ds; = (%—i] + %/3\112,(0) (vﬁﬁ) \IIM(O)) dt + (vzﬁ) dz

with the differential vector operator V. = (9/0z1,0/0z2) and the Hessian
matrix V2H, the functional H satisfies the implicit equation

V.H(0,2,¢,1) (Bz 4 Wy (0)F [qauz(t) + H(z,e, t)] dt + \IIU(O)/-@dW(t)>

Wcﬁ + %/{2\1’;(0) <v§ﬁ1) Wy, (0)dt
= A(H(z,2,))dt + (X, — Oy (6)Ty(0)) (F[(I)uz(t) Y H(z,e,t)]dt + ndW(t)) .
(23)

To lowest orders O(e?), i.e. for small delays and noise levels, we assume that
the stable manifold represents a linear superposition of the deterministic and
the stochastic stable manifold H(z,8) and h(6,t), respectively [37]

H(z,0),t) ~ H(z,¢,0) + h(6,1) (24)

where H and h are distinct non-linear functions of the center modes z and
time ¢, respectively. The deterministic part H is not subject to noise and
hence autonomous and may be computed by applying standard techniques
for time-independent center manifolds, e.g. by polynomial expansion [50, 44,
43, 37|. However, the stochastic correction h depends on the additive noise
but is independent of the center mode z.

Inserting (24) into Eq. (23), we obtain at order O(g?) 37|

dh(0,1) = A[h(0, )] dt + k(X, — B (0) Ty (0)dW () (25)

whose solution is discussed in some detail in section 3.3.

After computation of the deterministic part H(z,6) and the solution of
Eq. (25), insertion into Eq. (20) yields the non-delayed stochastic delay dif-
ferential equation

dz = (Bz + (0)F[®(0)z + H(z,0) + h(0,1)]) dt + kT (0)dW ().  (26)

12



One recalls that the only approximation made to gain this equation is the
separation of deterministic and stochastic stable manifold.

Note how Eq. (26) involves multiplicative noise via the stochastic process
h(6,t) and additive noise as the Wiener process W (t). The stable manifold
couples to the center manifold dynamics and generates the multiplicative
noise in the center manifold dynamics through the backdoor. This cou-
pling of a stochastic stable manifold into the center manifold also occurs in
non-delayed high-dimensional systems [31, 30, 51, 4, 48] where one observes
stochastic bifurcations induced by additive noise.

3.2 Adiabatic approximation

Now let us assume a discrete delay distribution g(7) and, consequently,
pou=S"_ p.u(t— 7,) comprising time delays 7, of number M. Con-
sequently, 6 takes M values in the nonlinear function F[-] and there are M
stochastic terms h(0,t) = h({0,,},t), 1,..., M with 0,, = —7,,,. Introducing
the vector h(t) = (h(01,t), h(0s,1), ..., h(0x, 1)), the Fokker Planck equation
for Eq. (26) reads

op(z,h,t)

e ~V_{Bz+®(0)F[®z+H+h]}p(z, h, t)+%‘11(0)\I'(O)TV2p(Z, h,t),

(27)
with the joint probability density p(z, h,t) and where the ¢ dependence
was dropped for readability. Stochastic shifts in stability are revealed by
performing the adiabatic elimination of the fast stochastic components in
Eq. (27) [31, 30, 15, 29]. The characteristic time scale separation involved
near non-hyperbolic fixed points implies that the stochastic perturbations
dW (t) and h can be seen as transient perturbations around the slow center
modes z associated to the unperturbed system. Given the separable ansatz
in Eq. (24), the probability density p(z, h) factorizes as

p(z,h,t) = w(z,t)q(h,t).

The elinimation scheme is exposed by performing an ensemble average of Eq.
(27) over h.

While technical, it is nonetheless illustrative to go through the calcula-
tions. In particular, h = h, + ih; and gq(h,¢) = OY_,q,.(hm, £)qi(Rim, t)
while g(z,¢,0) = ®(0)z + H(z,¢,0) with g = g, + ig;. Then the ensemble

13



average of the drift component of Eq. (27) over the stochastic fluctuations of
the stable manifold is

Ty = /_OO . ./_Oo {Bz + (0)c Z D902, Orm) + 105 (2, Om) + P (Orn) + iHi(0rn)

BZPm 90(2,0m) + he(0m))* + (9:(2, Om) + i(01))?]

x(gr(z, 9 ) +19i(2, Om) + hy(Om) + ihi(0,0)) }
><:Hm 1q<h7‘ma >q<hi,mat>dhr,mdhi,m .

(28)
One can show that h,.x, h(i, k) Yk = 1,... M have zero mean. Assuming sym-
metric probability densities of the stochastic fluctuations, i.e., [ fooo hq.(h,)dh, =
ffooo hiq;(hi)dh; = 0 for odd n, the integration over h yields
Liist = Bz+®(0)epo (g +ig") + ®(0)Bpo(g")? + (¢')* + 3Al(g" +ig')
= Bz+Cz+ Y(0)F[®(0)z+ H(z,0) + d(H(z,0))]
where
A@G) = ((r"(0)* + (hi(Q))2> = (|n(0)*) (29)
= S B0 ) T 80 6)) e BN )
Cz(t) = 3p%(0 p o A(I)Z( )
= B\II(O) Z pmA(em)((Dl(em)Zl (t) + ®2(9m)z2(t)) (30)
d(H) = 35¥(0)po AH(z(t),0)
M
(31)

= 30(0) Y pmA(0m)H (2(1),60n)

are the noise correction terms.
With the above adiabatic expression for the drift term /4,7, the adiabatic
Fokker Planck representations of the center modes dynamics is
ow(z,t)
ot

~ ~V.{(B+ Ozt 2(0)F[®z + H(z) + d(H(2))] juw(z.1)

-I—%\I'(O)\II(O)Tvzw(z, t), (32)
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which may be interpreted as the Fokker-Planck equation for the stochastic
order parameter equation

dz = (B + C)z + W(0)F[®z + H(z) + d(H(z))]) dt + k¥ (0)dW (t) (33)

This equation does not include any delay in z anymore and describes the
slow dynamics of the system close to the Hopf bifurcation including the noise
correction terms C and d.

A first look at the noise correction C reveals that noise (A ~ k) and prop-
agation delays (T,4.) shift the linear gain proportional to Ar,, and hence,
depending on the value of the system’s parameters, may provoke or prevent
the occurence of instabilities [36, 29], i.e., induces a stochastic bifurcation.

3.3 The stochastic stable manifold

In order to learn more about the noise correction terms (30) and 31, it is nec-
essary to compute A = (|h|?) and, hence, compute the solution of Eq. (25).
Since s; = H + h evolves on the linear stable manifold S,

h(0,t) = (1 — PYH(t +0) (34)

with H(t+0) € C.
For —1 < 6 < 0, inserting this ansatz into Eq. (25), applying P to both
sides of the resulting equation and utilising the property Ph = 0 leads to
0

dH(t+0) = <P%PH(t + 8)) dt + k®y (0) Wy, (0)dW (t)

BY,
= (®y(0)B (Ty, H))dt + £®y(0) By, (0)dW (¢) .

— <<1>u(9) (qxu, gcbu) (T, H)) dt + k®y(0) Py (0)dW (t)

For 6 = 0, inserting Eq. (34) into Eq. (25) yields
dH(t) = L[H|dt + kdW(t) , t >0 . (35)
For both cases initial values are given by H(7) = H,(7), —1 <7 <0.

Equation (35) is a delayed stochastic delay differential equation whose
solution is well-studied for single delays [34, 2] and multiple delays [52, 41].
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We find

H(t) = & i H,(t) = /@i /0 t e Mgy (t) (36)

n=0 J/

Ha(t)

assuming initial conditions H,(7) = 0, i.e. the system rests on the determin-
istic stable manifold before the stochastic fluctuations set in at t = 0. The
terms A, are the roots of the characteristic equation with \g = iw., A\ = —iw,
and Re(\,) < 0, n > 2. Since Eq. (35) is linear, the full solution (36) is
a linear superposition of single solutions (or modes) H,(t) corresponding to
the characteristic roots. These modes are independent to each other and the
probability density function of H(t) is the infinite product of the probability
density functions of single modes H,(t). It is well known that the stable
modes H,,>5(t) with Re(\,>2) < 0 are stationary in time [34] and hence their
corresponding probability density function remains finite for large time. In
contrast, for the center modes Hy, H; with purely imaginary roots Ay, A;
the variance

o*(t) = (| Hoa ()[*) = 267

diverges for large times. Consequently, the variance of H(t) and h(0,t) — oo
and A — oo defined in (29) diverge for ¢ — oo at the low order O(e?). As
a consequence the bifurcation shift Cz diverges after long time. For finite
time, A ~ k% and hence the noise effect in Eqgs. (30),(31) is proportional to
T k2.

However, we point out that h(6,t) may not diverge at higher orders of ¢
due to nonlinear saturation effects. The finite shift of stationary numerical
solutions shown in Fig. 1 supports this view as the system probability density

function is stationary.

4 Concluding Remarks

The present work shows how to describe the stochastic dynamics of a scalar
nonlinear stochastic differential equation involving distributed delays by a
stochastic non-delayed reduced evolution equation on the corresponding cen-
ter manifold. This is made possible by allowing an explicit time dependence
of the stable manifold. The present work reviews the major approach de-
veloped in previous studies on a single delay and yet can easily be extended
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to distributed delays. As shown in our analysis, additive noise translates
into multiplicative noise due to the nonlinear coupling of a center and stable
manifold dynamics. Hence additive noise induces a stochastic bifurcation [4].
Such an effect is expected from previous studies on high-dimensional yet non-
delayed systems. In addition, we have shown for the first time that the sepa-
ration of deterministic and stochastic dynamics on the stable manifold yields,
in close vicinity to the origin, the divergence of the noise-induced correction.
Future work will consider the effect of initial conditions in more detail and
extend the analysis to higher orders of € in order to gain deeper insight into
the dynamics of the system far from the equilibrium point.
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