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Sliding Mode Control Design for MIMO Systems: Implicit Lyapunov

Function Approach

Andrey Polyakov, Denis Efimov, Wilfrid Perruquetti

Abstract— A new approach to robust control design is con-
sidered. It is based on Implicit Lyapunov Function method.
An algorithm of robust finite-time stabilization for a quasi-
linear multi-input disturbed system is developed. A new high-
order sliding mode control algorithm is deduced. Procedures
for tuning of control parameters are presented. They are based
on Linear Matrix Inequalities (LMI). Aspects of practical im-
plementation of developed algorithms are discussed. A scheme
for chattering reduction is proposed. Theoretical results are
supported by numerical simulations.

I. INTRODUCTION

Robustness issues are important for control systems appli-

cations. Sliding mode (SM) method is one of the classical

approaches to robust control design [1], [2], [3]. It has

a lot of extensions and specifications. The most famous

recent achievement of sliding mode control theory is high

order sliding mode (HOSM) control concept [4], [5]. HOSM

algorithms provide some advantages with respect to classical

SM schemes. For example, it may reduce chattering effects

(”unmodeled” destructive oscillations of a closed-loop sys-

tem). The theoretical background of HOSM control systems

was developed since 1990s [6]. However, an application of

existing HOSM control algorithms is complicated, since the

only few constructive algorithms for tuning their parameters

exist. Most of them are restricted to the second order case

(see, for example, [5], [7]).

Finite-time stability property [8], [9], [10] is closely

related to HOSM control analysis and design [11], [5],

[12]. Frequently, a control law, which stabilizes a chain

of integrators in finite-time and rejects bounded matched

disturbances, belongs to a class of HOSM algorithms [4],

[13]. A scheme for finite-time stabilization of a chain of

integrators is also presented in [14]. However, it also does

not have a constructive algorithms for parameters tuning.

Homogeneity property is very useful for HOSM control

analysis [4], [11], [15]. Particulary, if an asymptotically
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Cross-border Cooperation Programme under SYSIASS project 06-020.

Andrey Polyakov, Denis Efimov, Wilfrid Perruquetti are with Non-A
INRIA - LNE, Parc Scientifique de la Haute Borne 40, avenue Halley Bat.A,
Park Plaza 59650 Villeneuve d’Ascq(e-mail: andrey.polyakov@inria.fr, de-
nis.efimov@inria.fr, wilfrid.perruetti@inria.fr). They are also with LAGIS
UMR CNRS 8219, Ecole Centrale de Lille, BP 48, Cité Scientifique, 59651
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stable system is homogeneous of negative degree, then it

is finite-time stable. However, even if a structure of ho-

mogenous HOSM control is defined, then anyway a design

procedure has to be developed for a selection of control

parameters, which guarantees at least asymptotic stability of

a closed-loop system. An adjustment of convergence time is

also very important in practice.

Lyapunov function method is the main approach to stabil-

ity analysis and nonlinear control design. Lyapunov functions

for existing second order SM algorithms can be found, for

example, in [7], [16], [17]. Lyapunov analysis for HOSM

algorithms of arbitrary order is still not well developed.

The present paper uses Implicit Lyapunov Function (ILF)

method [18], [19], [20] for HOSM control design. The ILF

structure is defined using weighted homogeneity approach

[21], [22], [23] and some ideas from the papers [18], [24]

and [25]. The obtained ILF has ellipsoidal level sets and

provides LMI representation of stability conditions, which

is important for simplicity of tuning of control parameters.

The implicit Lyapunov analysis implies implicit definition

of the control function, which requires special algorithms

for practical ILF HOSM control implementations. Two of

them are briefly discussed in the paper. This paper extends

the finite-time ILF control method developed for a chain of

integrators [20] to the multi-input linear systems. Moreover,

the paper develops the new HOSM control algorithm, which

guarantees finite-time stabilization of linear MIMO system

and rejects bounded matched and ”vanishing” unmatched

disturbances of a certain type.

Notation:

• R is a set of real numbers; R+ = {x ∈ R : x > 0}.

• ‖x‖ denotes the euclidian norm of the vector x ∈ R
n.

• range(B) is a column space of a matrix B ∈ R
n×m.

• diag{λ1, ..., λn} is a diagonal matrix with elements λi.
• The notation P > 0(< 0,≥ 0,≤ 0) for P ∈ R

n×n

means that P is symmetric and positive (negative)

definite (semidefinite).

• A continuous function σ : R+ → R+ belongs to the

class K if it is monotone increasing and σ(0) = 0.

II. PROBLEM STATEMENT

Consider the control system

ẋ(t) = Ax(t) +Bu(t) + d(t, x) (1)

where x ∈ R
n is the state vector, u ∈ R

m is the vector of

control inputs, A ∈ R
n×n is the system matrix, B ∈ R

n×m

is the matrix of control gains and the function d : R×R
n →



R
n describes the system uncertainties and disturbances (or

nonlinearities of the system).

It is assumed that the matrices A and B are known, the

pair (A,B) is controllable and the whole state vector x can

be measured and used for feedback control design.

Assumption 1: We also assume that the disturbance func-

tion d(t, x) admits a decomposition into a bounded matched

part and a vanishing unmatched one, i.e.

d(t, x) = dm(t, x) + dum(t, x), (2)

where dm(t, x) ∈ range(B) is bounded and

dum(t, x)⊥ range(B) is ”vanishing” at the origin, i.e.

‖dum(t, x)‖ → 0 if ‖x‖ → 0.

More rigorous restrictions to d(t, x) are be given below.

The control aim is to stabilize the origin of the system (1)

in a finite time. In addition, control algorithm has to reject

bounded matched and ”vanishing” unmatched disturbances

by means of HOSM realization.

III. FINITE TIME STABILITY AND IMPLICIT LYAPUNOV

FUNCTION METHOD

Consider the system of the form

ẋ = f(t, x), x(0) = x0, (3)

where x ∈ R
n is the state vector, f : R+ × R

n → R
n is

a nonlinear vector field. Remark that piecewise continuous

right-hand sides of the system (3) are not excluded. In this

case the solutions x(t, x0) of the system (3) are understood

in the sense of Filippov [27].

According to Filippov definition [27] an absolutely con-

tinuous function x(t, x0) is called a solution to the Cauchy

problem associated to (3) if x(0) = x0 and it satisfies the

following differential inclusion

ẋ ∈ K[f ](t, x) = co
⋂

δ>0

⋂

µ(N)=0

f(t, x+B(δ)\N), (4)

where co(M) defines the convex closure of the set M and

the equality µ(N) = 0 means that the set N ⊂ R
n has

measure 0.

Assume that the origin is an equilibrium point of the

system (3), i.e. 0 ∈ K[f ](t, 0) for all t ∈ R.

Definition 2 ([9], [8]): The origin of system (3) is said to

be globally finite-time stable (FTS) if:

1) Finite-time attractivity: there exists a function

T : R
n \ {0} → R+, such that for all x0 ∈

R
n \ {0}, x(t, x0) is defined on [0, T (x0)) and

lim
t→T (x0)

x(t, x0) = 0.

2) Lyapunov stability: there exists a function δ ∈ K such

that for all x0 ∈ R
n, ‖x(t, x0)‖ ≤ δ(‖x0‖).

The function T is called the settling-time function of the

system (3).

The next theorem presents recent result on the ILF method

[19], [20]. This method admits analysis of the stability of

the system without presenting the Lyapunov function in the

explicit form. The Lyapunov function can be introduced

in the implicit form, for example, as a solution of some

algebraic equation: Q(V, x) = 0. To analyze the stability of

a system we do not need to solve this equation. It is enough

to study (in some way) the equation itself together with the

right-hand side of the system.

Theorem 3: [20] If there exists a continuous function

Q : R+ × R
n → R

(V, x) 7→ Q(V, x)

such that

C1) Q(V, x) is continuously differentiable ∀x ∈ R
n\{0}

and ∀V ∈ R+;

C2) for any x ∈ R
n\{0} there exist V −, V + ∈ R+ :

Q(V −, x) < 0 < Q(V +, x);

C3) for Ω =
{

(V, x) ∈ R
n+1 : Q(V, x) = 0

}

we have

lim
x→0

(V,x)∈Ω

V = 0+, lim
V →0+

(V,x)∈Ω

‖x‖ = 0, lim
‖x‖→∞

(V,x)∈Ω

V = +∞;

C4)
∂Q(V,x)
∂V

< 0, ∀V ∈ R+ and ∀x ∈ R
n\{0};

C5) ∀t ∈ R+, ∀(V, x) ∈ Ω

sup
∀y∈K[f ](t,x)

∂Q(V, x)

∂x
y ≤ cV 1−µ ∂Q(V, x)

∂V

where c > 0 and 0 < µ < 1 are some constants, then

the origin of system (3) is globally finite time stable with

the following settling time estimate T (x0) ≤
V

µ
0

cµ
, where

V0 ∈ R+ : Q(V0, x0) = 0.

IV. CONTROL DESIGN USING IMPLICIT LYAPUNOV

FUNCTION METHOD

A. Block Decomposition

Introduce notations: rown(W ) is a number of rows of a

matrix W ; null(W ) is a matrix with columns defining an

orthonormal basis of a null space of a matrix W .

Let us initially decompose the original multi input system

(1) to a block from [26]. The required coordinate transforma-

tion can be constructed using supporting matrices provided

by the following algorithm [17].

Algorithm 4:

Initialization : A0 = A, B0 = B, T0 = In, k = 0.

Recursive Step: While rank(Bk) < rown(Ak) do

Ak+1 = B⊥
k Ak

(

B⊥
k

)T
, Bk+1 = B⊥

k AkB̃k,

Tk+1 =

(

B⊥
k

B̃k

)

, k = k + 1,

where B⊥
k :=

(

null(BTk )
)T

, B̃k :=
(

null
(

B⊥
k

))T
.

This algorithm can be easily realized in a computational

software system such as MATLAB.

Lemma 5: [17] If the pair (A,B) is controllable then

1) Algorithm 4 terminates after a finite number of steps

k ≤ n− 1;

2) the matrices Ti ∈ R
rown(Bi)×rown(Bi), i = 1, 2, ..., k are

orthogonal;



3) for the orthogonal matrix

G=

(

Tk 0
0 Iwk

)(

Tk-1 0
0 Iwk-1

)

...

(

T2 0
0 Iw2

)

T1,

where wi := n− rown(Ti)
(5)

we have

GAGT=









A11 A12 0 ... 0
... ... ... ... ...

Ak-1 1 Ak-1 2 Ak-1 3 ... Ak-1 k

Ak1 Ak2 Ak3 ... Akk









,

GB =
(

0 0 ... 0 ATk k+1

)T
,

(6)

where Ak k+1 = B̃0B0, Aij ∈ R
ni×nj , ni := rank(Bk−i),

i, j = 1, 2, ..., k and rank(Ai i+1) = ni.
Remark, if B is a full rank matrix then Ak k+1 is square

and nonsingular.

Since rank(Ai i+1)=rown(Ai i+1)=ni then Ai i+1A
T
i i+1

is invertible and A+
i i+1=ATi i+1(Ai i+1A

T
i i+1)

−1 is the right

inverse matrix of Ai i+1.

Introduce the coordinate transformation [17] s = Φy, s =
(s1, ..., sk)

T , si ∈ R
ni , y = (y1, ..., yk)

T , yi ∈ R
ni by the

recurrent formulas:

si = yi + ϕi, i = 1, 2, ..., k, ϕ1 = 0,

ϕi+1 = A+
i i+1

(

i
∑

j=1

Aijyj+
i
∑

r=1

∂ϕi

∂yr

r+1
∑

j=1

Arjyj

)

.
(7)

The presented coordinate transformation is linear and non-

singular. The inverse transformation y = Φ−1s is de-

fined as follows: yi = si + ψi, i = 1, 2, ..., k, ψ1=0,

ψi+1=A+
ii+1

(

∑i
k=1

∂ψi

∂sk
Aii+1sk+1 −

∑i
j=1Aij(sj+ψj)

)

.

For example, if k = 3 the matrix Φ has the form

Φ=





In1
0 0

A+
12A11 In2 0

A+
23(A21+A+

12A
2
11) A+

23(A22+A+
12A11A12) In3





In the general case, the transformation Φ can be calculated

numerically in MATLAB.

Applying the transformation s = ΦGx to the system (1)

we obtain

ṡ =









0 A12 0 ... 0
... ... ... ... ...
0 0 ... 0 Ak−1 k

Ãk1 Ãk2 Ãk3 ... Ãkk









s+B′u+ d̃, (8)

where the block Ãki has the same size as Aki, B
′ = ΦGB =

(

0 0 ... 0 ATk k+1

)T
and

d̃ := d̃(t, s) = ΦGd(t, GTΦ−1s). (9)

Let us select the control law in the form

u = A+
k k+1 (ũ−Klins) , (10)

where Klin =
(

Ãk1 Ãk2 ... Ãkk−1 Ãkk
)

and ũ ∈
R
nk is the nonlinear part of feedback, which has to be

designed in order to guarantee finite-time stability of the

origin of the system:

ṡ = Ãs+ B̃ũ+ d̃(t, s), (11)

where s = ΦGx and

Ã =









0 A12 0 ... 0
... ... ... ... ...
0 0 0 ... Ak−1 k

0 0 0 ... 0









,

B̃ =
(

0 0 ... 0 Ink

)T
∈ R

n×nk .

(12)

Remark 6: Feedback linearizable nonlinear systems ẋ =
f(x)+g(x)u+d(t, x) can also be transformed into the form

(11) (see, for example, [28]).

B. Finite-time stabilization in the disturbance-free case

Introduce the function

Q(V, s) := sTDr(V
−1)PDr(V

−1)s− 1, (13)

where s = (s1, ..., sk)
T , si ∈ R

ni , V ∈ R
+, Dr(λ) is the

dilation matrix of the form

Dr(λ) =









λr1In1
0 ... 0

0 λr2In2
... 0

... ... ... ...
0 ... 0 λrkInk









, λ > 0,

(14)

ri = 1 + (k − i)µ, i = 1, 2, .., k,

0 < µ ≤ 1 and P ∈ R
n×n is a symmetric positive definite

matrix, i.e. P = PT > 0. Denote Hµ := diag{−riIni
}ki=1.

Theorem 7: If d̃(t, s) ≡ 0 and the system of matrix

inequalities:
{

ÃX +XÃT + B̃Y + Y T B̃T + αX ≤ 0
−γX ≤ XHµ +HµX < 0, X > 0

, (15)

is feasible for some α, γ ∈ R+, µ ∈ (0, 1] and X ∈ R
n×n,

Y ∈ R
m×n then the control of the form (10) with

ũ = ũ(V, s) = V 1−µKDr(V
−1)s, (16)

where K := Y X−1,

V ∈ R+ : Q(V, s) = 0

and Q(V, s) is defined by (13) with P := X−1, stabilizes

the origin of the system (1) in finite time and the settling

time function is bounded as follows

T (x0) ≤
γV µ0
αµ

, (17)

where V0 ∈ R+ : Q(V0,ΦGx0) = 0.

Remark 8: The practical implementation of the control

(16) requires solving of the equation Q(V, s) = 0 in order

to obtain V (s). In some cases (for example, k = 2, µ = 1),

the function V can be found analytically. In other cases this

equation can be solved numerically and on-line during digital

implementation of a control law. Two different implementa-

tion approaches are discussed in Section V.

Remark 9: The system of matrix inequalities (15) is fea-

sible at least for sufficiently small µ ∈ (0, 1] and sufficiently

large γ ∈ R+. It can be easily solved using LMI toolbox of

MATLAB or, for example, SeDuMi solver. The parameters

γ and α are introduced in the LMI system (15) in order to

tune the convergence time (see, formula (17)).



Remark 10: For µ ∈ (0, 1) the control of the form (16) is

continuous function of the state x.

If µ = 1 then the control function ũ is continuous outside

the origin and bounded for all x ∈ R
n. Indeed, since

sTDr(V
−1)PDr(V

−1)s = 1 ⇒ ‖Dr(V
−1)s‖2 ≤ 1

λmin(P )

then for µ = 1 we have ũ2 ≤ ‖K‖2 · ‖Dr(V
−1)s‖2 ≤

‖K‖2

λmin(P ) , where λmin(P ) is a minimum eigenvalues of P .

Hence, it is easy to see that for µ = 1 in order to restrict

the control magnitude by ‖ũ‖ ≤ u0 the following matrix

inequality
(

X Y T

Y u20Im

)

≥ 0 (18)

can be added to (15).

The control law (16) will be called Implicit Lyapunov

Function-based control (or shortly ILF control).

C. Disturbance Rejection and High Order Sliding Mode

Control

The presence of disturbances requires robust modification

of the presented control design scheme. Denote

Ei =













0n1
... 0n1×ni

... 0n1×nk

... ... ... ... ...
0ni×n1 ... Ini

... 0ni×nk

... ... ... ... ...
0nk×n1

... 0nk×ni
... 0nk













(19)

Theorem 11: If µ ∈ (0, 1] and

1) the disturbance function d̃ satisfies the inequalities

d̃TEid̃ ≤ β2
i

{

(

sT s
)1+(k−i−1)µ

if sT s ≤ 1,
(

sT s
)

1+(k−i−1)µ
1+(k−1)µ if sT s > 1,

(20)

for some βi ≥ 0, i = 1, 2, ..., k;

2) for some α, γ ∈ R+ the system of linear matrix

inequalities

ÃX +XÃT + B̃Y + Y T B̃T + αX +
∑k
i=1 βiEi ≤ 0,

−γX ≤ XHµ +HµX < 0, α >
∑k
i=1 βi, In ≥ X > 0,

X ∈ R
n×n, Y ∈ R

m×n,
(21)

is feasible;

3) the control ũ = ũ(V, s) has the form (16) with P :=
X−1 and K = Y X−1;

then the closed-loop system (1), is globally finite time

stable and the settling time function estimate has the form

T (x0) ≤
γV µ0

(

α−
k
∑

i=1

βi

)

µ

where V0 ∈ R+ : Q(V0,ΦGx0) = 0.

It is important to remark that Assumption 1 is necessary

for fulfilling (20). Indeed, if unmatched disturbances are not

”vanishing” for x → 0, then condition (20) never holds for

i = 1, 2, ..., k − 1.

Remark 12: If µ = 1 then restriction to the matched part

of disturbances become the form d̃TEkd̃ ≤ β2
k, i.e. the

ILF control algorithm rejects bounded matched disturbances.

If d̃TEid̃ = 0 for i = 1, 2, ..., k − 1 then the algorithm

guarantees that ṡ1(t) = s̈1(t) = ... = s
(k−1)
1 (t) = 0 after

a finite period of time. Therefore, ILF control for µ = 1
realizes a high order sliding mode (HOSM). Remark 10

underlines that HOSM ILF control is discontinuous only at

the origin similarly to Quasi-Continuous HOSM control [4].

V. PRACTICAL IMPLEMENTATION OF CONTROL

ALGORITHM

A. Sampled-Time Implementation

Practical implementation of the control algorithm (16)

needs knowing V (s). For n = 2,m = 1 the function V
can be calculated analytically. However, even for the second

order case this representation is very cumbersome.

The function V can be approximated numerically on a

grid, which is constructed in some operation domain (a

neighborhood of the origin).

The ILF control can be implemented in digital control

devices that allow us to calculate a value of V at some point s
by means of resolving the equation Q(V, s) = 0 numerically

and on-line.

Denote Vi := V (ti) and si := s(ti). On the time interval

[ti, ti+1) the control has the form ũ(Vi, s).

It can be easily shown that for any fixed Vi > 0 the control

ũ(Vi, s) is a linear stabilizing feedback for the system (11)

without disturbances. The simple scheme for selection of

the switching parameter Vi is presented by the following

algorithm [20].

Algorithm 13:

INITIALIZATION: V0 = 1; a = Vmin; b = 1;
STEP :

If xTi Dr(b
−1)PDr(b

−1)xi > 1 then

a = b; b = 2b;
elseif xTi Dr(a

−1)PDr(a
−1)xi < 1 then

b = a; a = max{a2 , Vmin};
else

c = a+b
2 ;

If xTi Dr(c
−1)PDr(c

−1)xi < 1 then b = c;
else a = max{Vmin, c};

endif;

endif;

Vi = b;

If xi ∈ R
n is some given vector and STEP of this algo-

rithm is applied recurrently many times to the same xi then

Algorithm 13 realizes: 1) a localization of the unique positive

root of the equation Q(V, xi) = 0; 2) improvement of the

obtained localization by means of the bisection method.

Such an application of Algorithm 13 allows us to calculate

V (xi) with high precision but it requests a high computa-

tional capability of a control device. If the computational

power is very restricted, then STEP of Algorithm 13 may be

realized just once at each sampled time instant.

The parameter Vmin defines lower possible value of V .

This parameter cannot be selected arbitrary small due to finite

numerical precision of digital devices.



B. Adaptive Implementation

An adaptive scheme can also be presented for practical

implementation of ILF control.

Consider the system (11) without disturbances. In this case

we have the following dynamic equation for the ILF:

V̇ = − sTDr(V
−1)(Ã+B̃K)TP+P (Ã+B̃K))Dr(V

−1)s
sT (PHµ+HµP )s

V 1−µ.
(22)

If this equation is calculated on-line with the initial con-

dition V (0) = V0 > 0 : s(0)TDr(V
−1
0 )PDr(V

−1
0 )s(0) = 1

then the corresponding trajectory s(t) of the system (8) with

the control ũ(V (t), s) converges to the origin in a finite time

according Theorem 7.

In order to provide some robustness to the presented

scheme the dynamic equation (22) can be modified as follows

V̇ = −H[−Q(V, s)] s
TDr(V

−1)Q1Dr(V
−1)s

sTQ2s
V 1−µ, (23)

where Q1 = (Ã+B̃K)TP+P (Ã+B̃K), Q2 = PHµ+HµP
and H is a Heaviside step function

H[ρ] =

{

1 for ρ ≥ 0
0 for ρ < 0.

The modified dynamic equation (23) guarantees that

the function V will be decreasing only in the case

sT (t)Dr(V
−1(t))PDr(V

−1(t))s(t) ≤ 1, i.e. if s belongs to

the ellipsoidal level set of the ILF. Otherwise, V̇ = 0 and the

function V is constant. Since ũ(V, s) is a linear stabilizing

feedback for any fixed V > 0 then the adaptive scheme (23)

of the ILF implementation will guarantee at least asymptotic

stabilization of the system (11) without disturbances. For the

chattering reduction the function V can also be restricted

from below by some minimal value Vmin.

A more detailed study of the ILF control implementation

goes out of the scope of this paper. It is suggested as a

topic for future research. The numerical simulations given

below demonstrate an effectiveness of the presented simplest

algorithms of ILF control implementation even for disturbed

cases.

VI. EXAMPLE

Consider the system (1) with parameters

A=













1
2

-1
10 -1 1

10 0
0 1 2

5
1
2 -1

-7
10 1 -1

2 1 -1
5

1 1
2 -1 3

10 1
2 -3

10 1 -1
2 -2













,B=













1 0
0.1 0.5
0 1
0 0
0.7 -0.6













.

The block decomposition procedure presented in Section IV-

A gives the following coordinate transformations

G=













-0.1763 -0.7162 0.5706 -0.0703 0.3541
-0.0087 -0.0544 0.0393 0.9975 0.0202
-0.5120 0.5442 0.1201 0.0073 0.6537
-0.0100 -0.3962 -0.7904 0 0.4672
0.8406 0.1760 0.1838 0 0.4782













,

Φ =













1.0000 0 0 0 0
0.0082 1.0000 0 0 0
−0.3596 0 1.0000 0 0
0.1443 0.0261 0.5160 1 0
−0.7476 0.1778 −0.2217 0 1













.

with the sizes of the blocks n1 = 1, n2 = 2, n3 = 2. The

control is defined by the formula (10) with

A+
34 =

(

−0.0100 0.8406
−0.7904 0.1838

)

and the following gain matrix for linear part of the control:

Klin=

(

1.3362 -1.3029 -1.4298 -1.3028 1.1285
-0.9830 -0.0173 -0.8415 0.3545 0.6028

)

.

According to the formula (12) the matrix Ã is formed

of the following blocks A12=
(

0.0076 -0.3355
)

,

A23=

(

1.0676 1.2241
-2.1299 0.2598

)

.

We assume that the disturbance function d̃ defined by (9)

satisfies the condition (20) with β1 = 0.01, β2 = 0.16, β3 =
0.42. The function

d =
1

5













sin(t)
0.5 cos(x2)+0.1 sin(t)

cos(x2)
x1x3/(3 + ‖x‖2)

0.6 cos(x2)+0.7 sin(t)













,

which is used for simulations, satisfies the conditions (20)

with selected βi, i = 1, 2, 3. The nonlinear part of the control

is defined by the formula (16) for µ = 1 (HOSM case). Its

parameters are designed in MATLAB using LMI (21) under

additional restriction ‖ũ‖ ≤ u0 := 2 expressed by LMI (18)

for α = 0.5 and γ = 7.5:

P=













15.9067 -0.2465 -8.2320 2.8292 -0.9992
-0.2465 2.4381 0.2688 -0.0444 1.0175
-8.2320 0.2688 5.7332 -1.8384 0.6414
2.8292 -0.0444 -1.8384 2.2735 -0.1347
-0.9992 1.0175 0.6414 -0.1347 2.0535













,

K=

(

-11.4765 -1.0150 7.9793 -4.5694 0.3002
2.5416 -2.9191 -1.8223 0.3238 -3.5726

)

.

The simulation results for ILF HOSM control application are

depicted on Fig. 1. The initial condition is selected as x(0) =
(2, 3,−2, 0,−2.4)T . The Fig. 2 presents the control signals

and the equivalent control ueq obtained from the equation

0 = Bueq + d(t, 0), ueq ∈ R
2. The last system of algebraic

equations with respect to ueq is consistent, since d(t, 0) ∈
rangeB, i.e. all ”nonvanishing” disturbances are matched.

Numerical calculations of the closed-loop system have

been done using the Euler method with the step size h = 0.1.

Such step size is quite a large for sliding mode control

application, since it may provoke a chattering phenomenon

even during the simulations. However, the control is applied

using Algorithm 13, which allows to reduce the chattering by

means of tuning the parameter Vmin. For simulations it was

selected as follows Vmin = 0.3. This scalar parameter has



Fig. 1. Evolution of system states.

Fig. 2. Control inputs.

been selected experimentally. Remark, STEP of Algorithm

13 was realized just once on each discrete step.

The adaptive scheme of the ILF control has also been

tested on this example proved almost the same control

performance.

VII. CONCLUSION

The paper presents a new approach to high order sliding

mode control design, which is based on Implicit Lyapunov

Function method. This approach allows us to design the

control together with the Lyapunov function and to provide

constructive procedures for tuning of control parameters,

which are based on Linear Matrix Inequalities. Two different

algorithms of practical implementation of the implicit HOSM

control are presented. They achieve chattering attenuation

by means of tuning of a special numerical parameter Vmin.

The effectiveness of the developed numerical schemes for

disturbed case was demonstrated on numerical simulations.

The ILF approach developed in this paper looks promising

for many other problems such as finite-time and fixed-time

observation, adaptation, formation control, etc.
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