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Abstract
In this short note, we give explicit derivations for the eigenfunctions and eigen-

values in a composite one-dimensional medium with two different diffusivities.

In the article [2], we use the spectral representation of the density p(t, x, y) which
solves the parabolic partial differential equation

∂p(t, x, y)

t
= ∇(D(y)∇p(t, x, y)), t > 0, x, y ∈ [0, L],

p(t, x, y) −−→
t→0

δx(y),

p(t, x, ·) satisfies prescribed boundary conditions at 0 and L

to get a tractable expression to which we may compare Monte Carlo simulations. Indeed,
if the {λk}k≥0 are the eigenvalues with eigenfunctions φk defined by

∇(D∇φk) = −λ2kφk,
φk satisfies prescribed boundary conditions at 0 and L,∫ L
0
φk(x)

2 dx = 1

then
p(t, x, y) =

∑
k≥0

e−λ
2
kφk(x)φk(y). (1)
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Assuming that λ0 ≤ λ1 ≤ · · · , then truncating (1) up to the first few terms is numerically
sufficient.

Here, we consider the case where D takes only two values. This leads to rather simple
computations this note aims at keeping track of. A large literature is devoted to deal with
more general cases (See e.g. [1, 3], ...).

1 Computing eigenvalues and eigenfunctions for the bimaterial
problem

Consider a diffusivity

D(x) =

{
D− if x ∈ [0, L/2],

D+ if x ∈ [L/2, L].

We are interested in solving the eigenvalue problem{
∇(D∇φ(x)) = −λ2φ(x), x ∈ (0, L),

φ′(L) = φ′(0) = 0.
(2)

Formally, this eigenvalue problem shall be solved in the Sobolev space H1([0, L]). Since
the problem is one-dimensional, there exists a continuous version of any eigenvalue, which
we consider.

Fix λ > 0 and write α± = λ/
√
D±.

The (non-normalized) eigenfunctions of (2) have the form

φ(x, λ) =

{
cos(α−x) if x ∈ [0, L/2],

γ cos(α+(L− x)) if x ∈ [L/2, L],

with the conditions

φ

(
L

2
−, λ

)
= φ

(
L

2
+, λ

)
and D−φ′

(
L

2
−, λ

)
= D+φ′

(
L

2
+, λ

)
.

With β =
√
D+/
√
D−, the eigenvalues −λ2 are given by

λ2 =
4z2D+

L2
(3)

with
β tan(z) + tan(βz) = 0. (4)

If z is solution to (4), then −z is also solution to (4). Besides, z = 0 is solution to (4).
We plot in Figure 2 the map f : z 7→ β tan(z)+tan(βz). Let J =

{
(2k + 1)π

2
; k ∈ N

}
∪{

(2k + 1) π
2β
; k ∈ N

}
. Write R+ \ J = ∪k∈N(αk, α′k) with α0 = 0 < α0 < α1 < α′1 < . . . .
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Figure 1: Eigenfunctions solution to (2) with a reflecting boundary conditions at x = 0
and x = 2 when D−/D+ = 2.5 corresponding to the smallest unsigned eigenvalues 0 =
λ20 < λ21 < λ22 < λ23 < λ24.
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Figure 2: Plot of z 7→ β tan(z) + tan(βz) with β = 1/
√
2.5.

Then f restricted to (αk, α
′
k) is continuous and strictly increasing from −∞ to +∞ so

that there exists only one root on each of these intervals.
Let zk, k = 0, 1, 2, . . . be the solutions to (4) with z0 = 0 < z1 < z2 < · · · . Let λk be

the corresponding eigenvalues given by (3).
For an eigenvalue −λ2, the eigenfunctions are continuous at L/2 so that

γ =
cos(α−L/2)

cos(α+L/2)

and

D−φ′(L/2−, λ) = −λ
√
D− sin(α−L/2),

D+φ′(L/2+, λ) = λ
√
D+ sin(α+L/2)

cos(α−L/2)

cos(α+L/2)
.

Besides,

κ2(λ) =

∫ L

0

φ(x)2 dx =
L

4
(1+γ2)+

sin(α−L/2) cos(α−L/2)

2α−
+γ2

sin(α+L/2) cos(α+L/2)

2α+
.
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Set ψk = φ(·, λk)/κ(λk). Hence, {ψk} is an orthonormal basis with respect to the
scalar product

∫ L
0
f(x)g(x) dx. The density is the expressed as

p(t, x, y) =
1

L
+
∑
k≥1

e−λktψk(x)ψk(y).

Let X be the stochastic process generated by the operator ∇(D∇·) with reflecting bound-
ary conditions at 0 and L. It follows that

Px[Xt ≥ L/2] =

∫ L

L/2

p(t, x, y) dy =
1

2
+
∑
k≥1

e−λ
2
ktψk(x)

∫ L

L/2

ψk(y) dy

Px[Xt ≤ L/2] =

∫ L

L/2

p(t, x, y) dy =
1

2
+
∑
k≥1

e−λ
2
ktψk(x)

∫ L/2

0

ψk(y) dy.

A simple analytic expression holds for the constants, since∫ L/2

0

ψ(x) dx =
1

κ

sin(α−L/2)

α−
,

and
∫ L

L/2

ψ(x) dx =
γ

κ

sin(α+L/2)

α+
.

One could check that∫ L

0

ψ(x) dx =
sin(α−L/2)

α−
+

cos(α−L/2)

cos(α+L/2)

sin(α+L/2)

α+

=
cos(α−L/2)

α−
(tan(α−L/2) +

α−

α+

tan(α+L/2))

=
cos(α−L/2)

α−
(tan(βz) + β tan(z)) = 0

with z = λL/2
√
D+ = α+L/2.

2 Computing eigenvalues and eigenfunctions for the bimaterial
problem with an absorbing condition

Let us consider now the eigenvalue problem with a reflecting condition at 0 and an ab-
sorbing condition at L: 

∇(D∇φ(x)) = −λ2φ(x), x ∈ (0, L),

φ(L) = 0,

φ′(0) = 0.

(5)
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As above, the (non-normalized) eigenfunctions of (5) have the form

φ(x, λ) =

{
cos(α−x) if x ∈ [0, L/2],

γ sin(α+(L− x)) if x ∈ [L/2, L]

with the conditions

φ

(
L

2
−, λ

)
= φ

(
L

2
+, λ

)
and D−φ′

(
L

2
−, λ

)
= D+φ′

(
L

2
+, λ

)
.
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Figure 3: Eigenfunctions solution to (5) with a reflecting boundary conditions at x = 0
and an absorbing boundary condition at x = 2 when D−/D+ = 2.5 corresponding to the
smallest unsigned eigenvalues λ20 < λ21 < λ22 < λ23.

With β =
√
D+/
√
D− and z given by (3),

cos

(
λ√
D−

L

2

)
= cos

(
βλ√
D+

L

2

)
= cos(βz) = γ sin

(
λ√
D+

L

2

)
= γ sin(z) (6)

and √
D− sin(βz) =

√
D+γ cos(z). (7)

Divding (6) by (7) when possible,

1

tan(βz)
− tan(z)

β
= 0. (8)

If z is solution to (8), −z is also solution to (8). However, z is not a solution because
f : z 7→ 1/ tan(βz)− tan(z)/β converges to +∞ as z → 0.

Set J = ∪k≥0{kπ/β} ∪ {(2k + 1)π/2}, then R+ \ J = ∪k≥0(αk, α′k) with α0 < α′0 <
α1 < α′1 < · · · and f is defined on each interval (αk, α′k) and is strictly decreasing (See
Figure 4).

From (6),

γ =
cos(βz)

sin(z)
.
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Figure 4: Plot of z 7→ 1/ tan(βz)− tan(z)/β with β = 1/
√
2.5.

For an eigenvalue −λ2, ∫ L/2

0

cos2(α−x) dx =
L

4
+

sin(α−L)

4α−

and
∫ L

L/2

sin2(α+(L− x)) dx =
L

4
− sin(α+L)

4α+
.

Thus,

κ(λ)2 =

∫ L

0

φ(x, λ)2 dx =
L

4
(1 + γ2) +

sin(α−L)

4α−
− γ2 sin(α

+L)

4α+
.

Since z = α+L/2 and βz = α−L/2,

κ(λ)2 =
L

4
(1 + γ2) +

√
D−

sin(2βz)

4λ
− γ2
√
D+

sin(2z)

4λ
.

We have also that∫ L

0

φ(x, λ) dx =
sin(α−L/2)

α−
+

γ

α+
− γ cos(α

+L/2)

α+
=

sin(βz)

2α−
+

γ

α+
− γ cos(z)

α+
.

Let z0 < z1 < · · · be the solutions to (8) and λ2k, k ≥ 0 be the corresponding
eigenvalues through (3). Let ψk be the orthonormal eigenvalues associated with ψk =
φ(·, λk)/κ(λ).

The density of the process X generated by ∇(D∇·) with a reflecting boundary condi-
tion at 0 and an absorbing boundary condition at L is

p(t, x, y) =
∑
k≥0

e−λ
2
ktψk(x)ψk(y).
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Let τ = inf{t > 0;Xt = L}. Then

P[t < τ ] =

∫ L

0

p(t, x, y) dy =
∑
k≥0

e−λ
2
ktψk(x)

∫ L

0

ψk(y) dy.

The distribution function G of τ is G(t) = P[τ < t] = 1 − P[t < τ ] so that an analytic
expression for G may be given.
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