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ABSTRACT
We present algorithmic, complexity and implementation re-
sults for the problem of isolating the real roots of a univariate
polynomial B ∈ L[x], where L = Q[lg(α)] and α is a pos-
itive real algebraic number. The algorithm approximates
the coefficients of B up to a sufficient accuracy and then
solves the approximate polynomial. For this we derive worst
case (aggregate) separation bounds. We also estimate the
expected number of real roots when we draw the coefficients
from a specific distribution and illustrate our results experi-
mentally. A generalization to bivariate polynomial systems is
also presented. We implemented the algorithm in C as part of
the core library of mathematica for the case B ∈ Z[lg(q)][x]
where q is positive rational number and we demonstrate its
efficiency over various data sets.

Categories and Subject Descriptors: F.2 [Theory of
Computation]: Analysis of Algorithms and Problem Com-
plexity; I.1 [Computing Methodology]: Symbolic and alge-
braic manipulation: Algorithms

Keywords real root isolation, separation bounds, linear form
in logarithms, algebraic numbers

General Terms Algorithms, Experimentation, Theory

1. INTRODUCTION
We consider the problem of isolating the real roots of a

univariate polynomial the coefficients of which are polynomi-
als in the logarithm of a positive real algebraic number. We
consider two variants of the problem. In the first variant the
argument of the logarithm is a positive real algebraic num-
ber. In the second the argument is a bivariate homogeneous
polynomial evaluated at two real algebraic numbers. The
reader can refer to the end of the introduction for a detailed
presentation of the notation that we use. The first problem
that we consider is the following:

Problem 1. Consider the square-free polynomial

Ba =

d∑
i=0

bi x
i, where bi =

ν∑
j=0

bi,j (lg(α))j ,

bi,j ∈ Z, L (bi,j) ≤ τ , and α is a positive real root of a
polynomial A ∈ Z[x] of degree m and maximum coefficient
bitsize τ . What is the Boolean complexity of isolating the
real roots of Bα?

The problem of isolating the real roots of a univariate
polynomial is a well studied problem. However, most of

the results focus on polynomials with rationals or algebraic
numbers as coefficients. We are not aware of any complexity
results that consider polynomials with transcendental num-
bers as coefficients. We present the first complexity bounds
for the real solving problem for a family of polynomials with
coefficients involving logarithms of algebraic numbers. In
addition, our implementation is the first complete one for
solving exactly polynomial with such transcendental numbers
as coefficients.

We tackle the problem by approximating the coefficients
of Bα up to a sufficient precision. In this way we relate it to
numerical univariate real solving algorithms [30, 26], see also
[28, 17], and to algorithms based on the bitstream model,
e.g. [23, 13, 29]. For a detailed treatment of numerical
solvers we refer the reader to [22, Chapter 15]. Problem 1
is an significant generalization of the problem of solving
polynomials with coefficients in an extension field, [18, 32, 31],
see also [8, 35, 34, 20] and references therein. We also refer to
the recent work of Bates and Sottile [4] on Khovanskii–Rolle
continuation algorithm that exploits logarithms of polynomial
expressions. Our work could also be seen as a first step
for understanding the ingredients needed for analyzing this
algorithm.

To obtain the various bounds we have to combine several
algebraic techniques in a novel way and to provide new eval-
uation and perturbation bounds; the latter turn out to be
useful in other applications as well. Our analysis is based
on effective lower bounds of linear forms in two logarithms;
a result due to Mignotte and Waldschmidt (Thm. 3). We
combine this bound with univariate and multivariate separa-
tion and evaluation bounds of polynomials and polynomial
systems. The idea is to approximate the coefficients of Bα
up to a sufficient precision and then isolate the real roots
of the approximate polynomial. The precision is such that
the number of the real roots remains the same and from
the isolated intervals of the approximate polynomial we can
derive isolating intervals for the real roots of Bα.

First, we need to quantify “sufficient accuracy”. We treat
the logarithm as a parameter and the separation bound of
Bα turns out to be a univariate polynomial in this parameter.
We estimate a lower bound on this evaluation by proving
that it depends only on the closest root and the separation
bound of the polynomial (Lemma 2) and combining it with
Thm. 3. This approach saves us a factor compared to the
straightforward one of factoring the polynomial in linear
factors and bounding the separation using Thm. 3 directly.

This approach turns out to be applicable for tackling a
more general problem, Problem 2, where the argument of the
logarithm is a homogeneous bivariate polynomial evaluated



at two real algebraic numbers. It is a simplified version
of Problem 1. However, while the resolution of the latter
depends on combinations of univariate separation bounds,
Problem 2 depends on successive applications of aggregate
multivariate separation bounds and applications of Thm. 3.
For this and for making the presentation easier for the reader
we present both approaches.

We also estimate the expected number of real roots of Bα
in the case where all the polynomials bi have the same degree
ν and their coefficients, bi,j , are Gaussian random variables
with mean zero and variance

(
d
i

)
. In this case the expected

number of real roots is
√
d. We implemented our algorithms

in C as part of the core library of mathematica for the case
B ∈ Z[lg(q)][x] where q is positive rational number and we
demonstrate its efficiency over various data sets. Our results
support experimentally the

√
d bound for the number of roots

of random polynomials of this kind. Finally, we generalize our
bounds to handle bivariate polynomial systems. We prove a
perturbation bound for the roots of a bivariate polynomial
system that is applicable to a broader context.

The rest of the paper is structured as follows. First we
introduce our notation and in Section 2 we present the main
tools that we will use throughout the paper. In Section 3
we present an algorithm for tackling Problem 1 as well as
its complexity analysis, experimental results and the bound
for the expected number of real roots. We present a more
general version of Problem 1 in Section 5 and the extension
to bivariate polynomial systems in Section 6.
Notation. In what follows OB , resp. O, means bit, resp.

arithmetic, complexity and the ÕB , resp. Õ, notation means
that we are ignoring logarithmic factors. For a polynomial
A =

∑d
i=0 ai x

i ∈ Z[x], deg(A) = d denotes its degree and
L (A) = τ the maximum bitsize of its coefficients, including
a bit for the sign. For a ∈ Q, L (a) ≥ 1 is the maximum
bitsize of the numerator and the denominator. We write
∆α(A) to denote the minimum distance between a root α of
a polynomial A and any other root. ∆(A) = minα ∆α(A) is
the separation bound, that is the minimum distance between
all the roots of A, and Σ(A) = −

∑n
i=1 lg ∆i(A). The Mahler

measure of A isM (A) = ad
∏
|α|≥1 |α|, where α runs through

the complex roots of A. If A ∈ Z[x] and L (A) = τ , then
M (A) ≤ ‖A‖2 ≤

√
d+ 1‖A‖∞ = 2τ

√
d+ 1. We denote by

lg(·), resp. ln(·), the logarithm with base 2, resp. e. Let
Lα = lg(α), where α is a positive algebraic number, and
LH = lgA(γ1, γ2), where γ{1,2} are real algebraic and A is a
bivariate homogeneous polynomial and A(γ1, γ2) > 0.

2. PRELIMINARIES
Real algebraic numbers are the real roots of univariate poly-

nomials with integer coefficients; we denote their set by Ralg.
We represent them using the isolating interval representation.
If α ∈ Ralg then the representation consists of a square-free
polynomial with integer coefficients, A ∈ Z[x], that has α as
a real root, and an isolating interval with rational endpoints,
I = [a1, a2], that contains α and no other root of the polyno-
mial. We write α ∼= (A, I). Such a representation could be
also used to represent the real roots of polynomials with real
numbers as coefficients, provided that there is an algorithm
for computing them.

The following proposition provides upper and aggregate
bounds for the roots of a univariate polynomial. Various

versions of the proposition could be found, e.g. [11, 9, 33].
The aggregate version of Eq. (2) comes from [19].

Proposition 1 (DMM1). Let f =
∑d
i=0 aix

i ∈ R[x] be a uni-
variate polynomial of degree d such that ada0 6= 0. The
distinct roots of f are α1, . . . , αr. For any root αk it holds

|a0|
2 ‖f‖∞

≤ |αk| ≤ 2
‖f‖∞
|ad|

. (1)

Let K be any subset of {1, . . . , r}. Then∏
k∈K

∆k ≥ d−18dM (f)−15d |srr(f, f ′)|3 , (2)

where srr(f, f
′) is the r-th subresultant coefficient of the

subresultant sequence of f and its derivative f
′
.

The following lemma provides a lower bound on the evalu-
ation of a polynomial that depends on the closest root and
on the aggregate separation bound of the polynomial. For
another proof with slightly different bounds, suggested by
one of the reviewers, we refer the reader to the appendix.

Lemma 2. Let L ∈ C and γ1 the root of the square-free
polynomial f that is closest to L. Then

|f(L)| ≥ |ad|7 |L− γ1|6M (f)−6 2lg
∏
i ∆i−6 .

Proof: There are at most six roots of f such that |L− γi| ≤
|γi − γci | = ∆i, where γci is the root closest to γi. This is a
consequence of the vertex degree of planar nearest neighbor
graphs [16]. Wlog let them be the first six ones. Then

|f(L)| = |ad|
d∏
i=1

|L− γi| = |ad|
6∏
i=1

|L− γi|
d∏
j=7

|L− γj |

≥ |ad||L− γ1|6
1∏6

i=1 ∆i

d∏
j=1

∆j

≥ |ad|7|L− γ1|6M (f)−6 2lg
∏
i ∆i−6 .

For the last inequality we use ∆i ≤ 2M (f) /|ad|, that in turn
relies on ∆i = |γi − γci | ≤ |γi|+ |γci | ≤ 2M (f) /|ad|. �

In the sequel we will use the previous lemma in conjunction
with Thm. 3 and almost always L will be the logarithm of an
algebraic number. It might be the case that L is a root of f
and thus the evaluation f(L) is zero. However, we omit this
case as it can be detected rather easily and does not affect in
any case the complexity of the algorithms that we consider.

We will also need the following theorem, due to Mignotte
and Waldschmidt [25]. It provides an effective lower bound
on a homogeneous linear form with two logarithms of (real)
algebraic numbers with algebraic coefficients. This result gen-
eralizes a result by Gel’fond. A generalization that handles
general linear forms is due to Baker, e.g. [3].

Theorem 3. [25] Let Λ = β log(α1)− log(α2), where log is
any determination of the logarithm, and β, α1, α2 are three
non-zero algebraic numbers of degrees D0, D1, D2, respec-
tively. Let Ai be a bound on the height of αi such that
exp(|log(αi)|) ≤ Ai, for i ∈ {1, 2}. B is an upper bound on
the height of β and eD0 . If D is the degree over Q of the field
Q(β, α1, α2), and T = ln(B) + ln ln(A1) + ln ln(A2) + ln(D),
then |Λ| > exp(−5 · 1010 ·D4 · ln(A1) · ln(A2) · T 2).



Remark 4. If the height of α is H, then

exp(|lg(α)|) ≤ exp(|ln(α)|/ ln 2) ≤ (2H)1/(ln 2) ≤ 4H2.

Therefore, if the height of αi is Hi, then Ai = 4H2
i .

If the height of β is H0 = 2τ , then to meet both conditions
on B we consider B = H0 22D0 = 2τ+2D0 .

3. AN ALGORITHM FOR Bα

In Problem 1 we assume that the degree of all polynomials
bi is the same, ν. However, the bounds we present hold even if
this is not the case and ν is the maximum of the degrees of bi.
In what follows we assume that Lα is indeed a transcendental
number. This could be tested using Lindemann–Weierstrass
theorem. The following lemma is based on arguments in [2].

Lemma 5. Let α be a positive real root of a univariate poly-
nomial A ∈ Z[x] that has degree m and maximum coefficient
bitsize τ . Then 2−2τ−m−2 ≤ |lg(α)| ≤ τ + 1 .

Proof: The right inequality follows from Cauchy’s bound,
since |α| ≤ 2τ+1.

For the left inequality, first we need to bound |α−1|. Notice
that α− 1 is a root of Ā(x) = A(x+ 1). The coefficients of
Ā(x) are bounded by 2m+τ . Using Cauchy’s bound

|α− 1| ≥ 2−τ−m−1 .

Using the inequality |ez − 1| ≤ |z|e|z|, we get

|α− 1| ≤ |eln(α) − 1| ≤ |lg(α)|
lg(e)

|α| ,

and thus |lg(α)| ≥ 2−2τ−m−2, which concludes the proof. �

Lemma 6. Let bi be as in Problem 1, then

2−Õ(m4 ν4 τ (τ2+ν2)) ≤ |bi(Lα)| ≤ 2Õ(ν+τ).

Proof: To bound bi we proceed as follows:

|bi(Lα)| = |
ν∑
j=0

bi,jL
j
α| ≤ 2τ

ν∑
j=0

|Lα|j ≤ 2τ
ν∑
j=0

(τ + 1)j

≤ 2τ+ν+1τν+1 ≤ 2τ+2ν lg(2τ) .

To compute a lower bound for |bi(Lα)| we assume that βi,1
is the root of bi(y) closest to Lα and we apply Lemma 2, i.e.

|bi(Lα)| > |bi,ν |7 |Lα − βi,1|6M (bi)
−6 2lg

∏
j ∆j(bi)−6 .

It holds |bi,ν | ≥ 1; Theorem 3 and Remark 4 imply

|Lα − βi,1| ≥ exp(c1 m
4 ν4 τ (τ + ν + ln(mτν))2) ,

where c1 is constant that can be computed explicitly.
Landau’s inequality givesM (bi) ≤ (ν+1)‖bi‖∞ ≤ 2τ+lg ν+1.

Finally, using Proposition 1 we have lg
∏
j ∆j(bi) ≥ −3ν2 −

3ντ − 4ν lg ν. Combining all the inequalities we get

|bi(Lα)| ≥ exp(c2 m
4 ν4 τ (τ + ν + ln(mτν))2) ,

or |bi(Lα)| ≥ exp(−Õ(m4 ν4 τ (τ2 + ν2))) ,

where c2 is constant that can be computed explicitly. �

The previous lemma allows us to bound ‖Bα‖2. It holds

‖Bα‖22 =
∑d
i=0|bi(Lα)|2 ≤ (d+ 1) 22τ+2 τ2ν+2, and so

‖Bα‖2 ≤ d 2τ+1 τν+1 . (3)

Lemma 7. Let Bα be as in Problem 1, then

2−Õ(d6ν4m4τ(ν2+τ2)) ≤ |disc(Bα)| ≤ 2Õ(dν+dτ+m4 ν4 τ (τ2+ν2)) .

Proof: We consider Bα as a bivariate polynomial in Z[Lα, x].
To bound |disc(Bα)| we consider the identity

|disc(Bα)| =
∣∣∣∣ 1

bd(Lα)
resx(Bα(Lα, x), ∂Bα(Lα, x)/∂x)

∣∣∣∣
=

∣∣∣∣ 1

bd(Lα)
RB(Lα)

∣∣∣∣ ,
(4)

where the resultant, RB ∈ Z[Lα], can be computed as
the determinant of the Sylvester matrix of Bα(Lα, x) and
∂Bα(Lα, x)/∂x, evaluated at Lα.

The Sylvester matrix is of size (2d − 1) × (2d − 1), the
elements of which belong to Z[Lα]. The determinant consists
of (2d−1)! terms. Each term is a product of d−1 polynomials
in Lα of degree at most ν and bitsize at most τ , times a
product of d polynomials in Lα of degree at most ν − 1 and
bitsize at most τ+lg d. The first product results a polynomial
of degree (d − 1)ν and bitsize (d − 1)τ + (d − 1) lg d. The
second product results polynomials of degree d(ν − 1) and
bitsize dτ+d lg(d(ν−1)). Thus, any term in the determinant
expansion is a polynomial in Lα of degree less than 2dν and
bitsize at most 2dτ + 6d lg(dν). The determinant itself is
a polynomial in Lα of degree at most 2dν and of bitsize
2dτ + 10d lg(dν).

We compute an upper bound of |RB(Lq)| as follows:

|RB(Lq)| ≤ 22dτ+10d lg(dν)
2dν∑
k=0

|Lα|k ≤ 22dτ+10d lg(dν)τ2dν+1 .

For the lower bound, we consider RB as a univariate poly-
nomial, say in z, and let r be its leading coefficient. By ρk
we denote its roots. If apply Lemma 2, by assuming that ρ1

is closest root to Lα, then

|RB(Lα)| > |r|7 |Lα − ρ1|6M (RB)−6 2lg
∏
k ∆k(RB)−6 .

It holds |r| ≥ 1,M (RB) ≤ 2Õ(dτ), and − lg
∏
k ∆k(RB) =

O(d2ντ + d2ν lg(dν)). We also use Theorem 3

|Lα − ρ1| ≥ exp(−O(d4ν4m4τ(dν + dτ + lg(dνmτ))2)) .

By combining all the inequalities we get

|RB(Lα)| ≥ exp(−O(d4ν4m4τ(dν + dτ + lg(dνmτ))2)) .

Eq. (4) with the previous inequality and Lemma 6 imply

2−Õ(d6ν4m4τ(ν2+τ2)) ≤ |disc(Bα)| ≤ 2Õ(dν+dτ+m4 ν4 τ (τ2+ν2)) .

which concludes the proof. �

We combine Lemma 6, Lemma 7 and Eq. (3) with Propo-
sition 1 to derive the following (separation) bounds for Bα.

Lemma 8. Let Bα be as in Problem 1 and let βj be its
roots. Then

2−Õ(m4 ν4 τ (τ2+ν2)) ≤ |βj | ≤ 2Õ(m4 ν4 τ (τ2+ν2)) ,

Σ(Bα) = − lg
∏

(i,j)∈Ω

|βi − βj | = Õ(d6ν4m4τ(ν2 + τ2)) .



3.1 Isolating the real roots of Bα
The main idea behind the algorithm for isolating the real

roots of Bα is to approximate its coefficients up to a specified

accuracy so that the resulting approximate polynomial, B̃α,
has real roots that are close to the real roots of Bα. We
isolate the real roots of B̃α and the approximation is such
that it guarantees that the resulting isolating intervals are
also isolating intervals for the real roots of Bα. Several
approaches are known in this context [29, 30, 26, 23], We
follow [24, Theorem 3].

We divide by the leading coefficient to make the polynomial
monic. As stated in Problem 1, the polynomials bi ∈ Z[y]
have coefficients of maximum bitsize bounded by τ and degree
bounded by ν.

Let σ be such that
∣∣∣ bi(Lα)
bd(Lα)

∣∣∣ ≤ 2σ and ρ such that ρ =

maxj{1,max{1, |log|βj ||}}, that is a logarithmic root bound
for the roots of Bα.

If we approximate the coefficients of Bα up to accuracy

O(dρ+ Σ(Bα)), then we can approximate the roots (of B̃α)

in ÕB(d3 + d2σ + dΣ(Bα)). In this way the number of real

roots of B̃α is the same as the number of real roots of Bα.
Moreover, from the isolating intervals of B̃α we can derive
isolating intervals for the roots of Bα. We refer the reader
to [24] for a comprehensive treatment.

We bound the various quantities. Lemma 8 indicates that

Σ(Bα) = Õ(d6ν4m4τ(ν2 + τ2)) . (5)

To bound σ we use Lemma 6 and so, for all i,
∣∣∣ bi(Lα)
bd(Lα)

∣∣∣ ≤
2Õ(m4 ν4 τ (τ2+ν2)). And thus

σ = Õ(m4 ν4 τ (τ2 + ν2)) . (6)

The same bound holds for ρ. Hence we need to approximate
the coefficients of Bα up to accuracy

Õ(dρ+ Σ(Bα)) = Õ(d6ν4m4τ(ν2 + τ2)) .

We can isolate the real roots in Õ(d3 + d7ν4m4τ(ν2 + τ2)).
It remains to estimate the cost of obtaining the approxi-

mation on the coefficients of Bα, that is successive approxi-
mations of bi(Lα)/bd(Lα) up to accuracy of O(dρ+ Σ(Bα))
bits after the binary point. Since |bi(Lα)/bd(Lα)| ≤ 2σ, to
approximate each fraction, for 0 ≤ i ≤ d− 1, to desired accu-
racy `, it is sufficient to approximate bi(Lα), for 0 ≤ i ≤ d,
up to precision O(`+ σ).

The algorithm requires approximation of bi(Lα), for 0 ≤
i ≤ d, to precision O(dρ+ Σ(Bα) + σ). Hence, it is sufficient

to approximate bi(Lq) to accuracy Õ(d6ν4m4τ(ν2 + τ2)).
Approximation of Lα to accuracy of t > 0 bits yields an

approximation of bi,jL
j
α to accuracy of at least

t− lg|bi,j |− lg(j)−(j−1) lg|2Lα| ≥ t−τ− lg(ν)−ν(lg(τ)+1)

bits and an approximation of bi(Lα) to accuracy of at least
t − τ − 2 lg(ν) − ν(lg(τ) + 1) bits. Therefore, we need an

approximation of lg(α) up to t = Õ(d6ν4m4τ(ν2 + τ2)) bits.
For this we need to approximate α up to this accuracy

and then evaluate lg(α). The cost of the first operation is

ÕB(m2τ+mt) [27]. The cost of approximating the logarithm

up to t bits is quasi-linear ÕB(t) [6], see also [7] and references
therein.

After we have obtained the approximation of Lα, say L̃
we need construct the approximated coefficients of Bα by

d � ν 10 20 50 100 200 500 1000

10 0.006 0.011 0.027 0.060 0.122 0.358 0.857
20 0.015 0.025 0.058 0.110 0.235 0.678 1.53
50 0.042 0.068 0.142 0.272 0.581 1.61 3.56
100 0.116 0.164 0.339 0.640 1.19 3.14 7.65
200 0.496 0.516 0.900 1.65 2.76 6.41 16.7
500 3.43 4.53 5.30 6.52 10.4 21.5 54.6
1000 25.5 23.1 27.7 36.8 45.7 79.9 173

Table 1. Uniformly distributed coefficients, τ = 10

d � ν 10 20 50 100 200 500 1000

10 0.006 0.011 0.028 0.054 0.120 0.362 0.883
20 0.015 0.026 0.060 0.116 0.237 0.809 1.65
50 0.045 0.072 0.157 0.299 0.671 1.74 3.98
100 0.136 0.200 0.356 0.759 1.37 3.41 7.78
200 0.442 0.605 0.985 1.62 2.84 7.25 17.9
500 4.30 4.48 5.95 7.55 12.6 25.4 60.1
1000 20.5 30.4 30.4 34.8 44.7 81.4 183

Table 2. Uniformly distributed coefficients, τ = 1000

evaluating the polynomials bi (of degree ν) at L̃; there are

d+ 1 polynomials. Each evaluation costs ÕB(νt) [5] and so

the overall cost is ÕB(dνt) = ÕB(d7ν5m4τ(ν2 + τ2)).

Theorem 9. The Boolean complexity of isolating the real

roots of Bα of Problem 1 is Õ(d3 + d7ν5m4τ(ν2 + τ2)).

4. EXPERIMENTS
We present experimental results for an implementation of

the algorithm isolating roots of the polynomial in Problem 1
in the special case where the algebraic number α is a rational.
The algorithm has been implemented in C as a part of the
Mathematica system. We have implemented the modified
version of Descartes’ algorithm due to Sagraloff [29], that
applies to polynomials with bitstream coefficients, see also
[13, 23], and we adopted our bounds to it. The theoretical
complexity of the algorithm is worse by factor than the one
that we used in the previous section, but its implementation
is easier.

The experiments have been run on a 64-bit Linux virtual
machine with a 3 GHz Intel Core i7 processor and 6 GB of
RAM. The timings are in given seconds.

Example 10. (Random polynomials with uniformly dis-
tributed coefficients) For given values of d, ν and τ each
instance (polynomial) was generated by selecting integer
coefficients bi,j randomly w.r.t. the uniform distribution
in Z∩[−2τ−1, 2τ−1] and a positive rational number q 6= 1
with L (q) ≤ τ . Each timing is an average for 10 randomly
generated problems. The results are in Table 1 and 2.

Applying a least-squares fit to the experimental data yields
proportionality of the computation time to d1.4ν0.8. There is
very little dependence of the computation time on the value
of τ (see also the next section).

Example 11. (Random polynomials with Gaussian distri-
bution of coefficients) For given values of d and ν each prob-
lem was generated by setting q = 3 and selecting coefficients
bi,j as nearest integers to real numbers selected randomly



d � ν 10 20 50 100 200 500 1000

10 0.004 0.005 0.013 0.028 0.072 0.290 0.992
3.20 3.06 3.28 3.14 3.30 3.10 3.22

20 0.013 0.022 0.050 0.109 0.239 0.902 2.07
4.40 4.18 4.56 4.48 4.66 4.28 4.14

50 0.080 0.118 0.191 0.406 0.794 2.34 5.33
7.46 7.22 6.74 6.96 7.12 7.06 6.86

100 0.309 0.384 0.596 0.477 1.06 2.03 5.07
9.92 10.12 9.98 10.12 9.90 10.44 10.02

200 1.75 2.19 2.49 4.10 6.56 9.42 18.8
13.98 14.02 13.78 14.36 13.98 14.24 13.92

500 32.4 32.9 34.4 35.9 39.9 51.7 88.5
22.92 22.50 22.46 22.10 21.92 22.72 22.80

Table 3. Gaussian distribution of coefficients

w.r.t. the Gaussian distribution with mean 0 and variance(
d
i

)
. Each result is an average for 100 randomly generated

problems. For each value d and ν the upper section gives the
computation time and the lower section gives the number of
real roots. The results are in Table 3.

Applying a least-squares fit to the experimental data yields
proportionality of the computation time to d1.7ν0.8. The
average number of roots is, as expected, close to

√
d.

4.1 Random polynomials
We were not able to construct polynomials that achieve

the separation bounds of Lemma 8. It is not clear whether
the effective lower bounds of Theorem 3 are tight. Our ex-
perimental results of the previous section suggest that this
is not the case for random polynomials. In addition, this
observation triggers the question of estimating the average
behavior of the separation bounds. The first step is to es-
timate the expected number of real roots of Bq, when its
coefficients are random variables.

Proposition 12. [12] Let v(t) = (fo(t), . . . , fn(t))> be a
vector of differentiable functions and c0, . . . , cn elements
of a multivariate normal distribution with zero mean and
covariance matrix C. The expected number of real ze-
ros on an interval (or a measurable set) I of the equation

c0f0(t) + · · ·+ cnfn(t) = 0, for w(t) = C1/2v(t), is∫
I

1

π
‖w′(t)‖dt, w = w(t)/‖w(t)‖.

In logarithmic derivative notation it is

1

π

∫
I

√
∂2

∂x ∂y
log (v(x)>Cv(y))|x=y=tdt.

We fix a logarithm L. For example L = lg(q) for a (fixed)
positive rational number q, different from 0 and 1, or L =
lg(α), where α is a positive real algebraic number. Consider
the polynomials bi =

∑ν
j=0 bi,jL

j where each of bi,j is a

Gaussian random variable with mean zero and variance
(
d
i

)
.

We denote this by bi,j ∼ N(0,
(
d
i

)
). Then

bi ∼ N(0,

(
d

i

)
ν∑
j=0

L2j) = N(0,

(
d

i

)
`) .

In our case v(x)>Cv(y) = `(1 + x y)d, and the integral of
Proposition 12 yields

1

π

∫ ∞
−∞

√
∂2

∂x ∂y
log `(1 + x y)d|x=y=t dt =

√
d .

This leads to the following lemma:

Lemma 13. Let Bα as in Prob. 1 with a fixed α. Let all
bi have the same degree ν and bi,j ∼ N(0,

(
d
i

)
). Then the

expected number of real roots of Bq is
√
d.

Following, mutatis mutandis, the analysis of [14, Lemma 3.2]
the previous lemma allows us to compute the distribution
of the real roots and eventually to estimate the expected
separation bound; which is E[− lg ∆(Bα)] = O(lg d) (for the
aforementioned distribution of the coefficients), for the real
roots. This is far from the worst case proved in Lemma 8 but
agrees with the excellent running times of our implementa-
tion in Section 4. The bigger the (actual) separation bound,
the less bits we need to isolate the real roots, and so the
faster the algorithms perform. For estimating the expected
separation bounds for the complex roots, we need to compute
(expected) lower bounds on the discriminant. We are not
aware of such bounds.

5. A GENERALIZATION
We present a generalization of Problem 1 where the argu-

ment of the logarithm is a homogeneous bivariate polynomial
evaluated at two real algebraic numbers. As in the case of
Problem 1 we rely on Thm. 3 for computing the various
upper and lower bounds.

The precise problem definition is as follows:

Problem 2. Consider the square-freeBH =
∑d
i=0 bi x

i, where

bi =
∑ν
j=0 bi,j (lg(A(γ1, γ2)))j , bi,j ∈ Z, L (bi,j) ≤ τ , A ∈

Z[y1, y2] is a homogeneous polynomial of degree m and
L (A) = τ and γ1, resp. γ2, is a real root of a polynomial
C1 ∈ Z[y], resp. C2 ∈ Z[y], of degree n and L

(
C{1,2}

)
= τ .

We assume A(γ1, γ) > 0 and A(γ1, γ2) 6= 1. What is the
Boolean complexity of isolating the real roots of BH?

We should warn the reader that the constants in the various
bounds in the sequel are not the best possible.

Lemma 14. Let A ∈ Z[y1, y2] be a homogeneous polynomial
of degree m and L (A) = τ and γ1, resp. γ2, be the positive
real root of a polynomial C1 ∈ Z[y], resp. C2 ∈ Z[y], that is

of degree n and L (C) = τ . Then 2−3n2τ−5n2 lg(mn)−4mτ ≤
|lgA(γ1, γ2)| ≤ 4mτ .

Proof: Assume for the moment that we know positive inte-
gers t and T such that |A(γ1, γ2)| ≤ 2T and |A(γ1, γ2)− 1| ≥
2−t. Then from the inequality |ez − 1| ≤ |z|e|z| we deduce

|A(γ1, γ2)− 1| ≤ |lnA(γ1, γ2)|e|lnA(γ1,γ2)| ⇒
|A(γ1, γ2)− 1| ≤ |lgA(γ1,γ2)|

lg(e)
|A(γ1, γ2)| ⇒

2−t−1 ≤ |A(γ1, γ2)− 1| ≤ |lgA(γ1, γ2)| 2T ⇒
2−t−T−1 ≤ |lgA(γ1, γ2)| .

It remains to specify t and T . For the real algebraic
numbers γ1 and γ2 it holds

2−τ−1 ≤ |γ{1,2}| ≤ 2τ+1.



We bound T as follows:

|A(γ1, γ2)| ≤ |
m∑
i=0

aiγ
i
1γ
m−i
2 | ≤

m∑
i=0

2τ 2mτ ,

and so

|lgA(γ1, γ2)| ≤ (m+ 1)τ + lg(m+ 1) = T .

We choose T = 4mτ = O(mτ) to simplify the calculations.
To compute a bound for t we consider the polynomial

Ā(y1, y2) = A(y1, y2)− 1 and the following polynomial sys-
tem: 

F1 = z − [A(y1, y2)− 1] = 0

F2 = C1(y1) = 0

F3 = C2(y2) = 0

We will use a similar system in the sequel so we present
various quantities that are related to it. For further details
on DMM we refer the reader to [15].

A lower bound on z provides us with a lower bound for t.
To compute a bound for z we use the DMM bound from [15,
Thm.3].

Let D be the mixed volume of the system, MVi the mixed
volume of the system if we discard the i-th polynomial, #(Qi)
the number of integer points of the Newton polytope of the
i-th polynomial, for 1 ≤ i ≤ 3, % =

∏3
i=1(#Qi)

MVi , and

C =
∏3
i=1 ‖Fi‖

MVi
∞ .

The univariate polynomial that has the z-coordinates of
the solution set of the system as roots, we call them ζ, has
degree D and maximum coefficient bitsize % 2D C. It holds
|ζ| ≥ (% 2D C)−1. In our case

D = n2,MV1 = n2,MV2 = MV3 = n,

(#Q1) = m+ 1, (#Q2) = (#Q3) = n+ 1,

% = (m+ 1)n
2

(n+ 1)2n, C ≤ 2τ(n2+2n).

Notice that it is exactly the use of mixed volume that allows
us to take D = n2 instead of mn2 which is the Bézout bound.

The lower bound for ζ becomes

|ζ| ≥ 2−(n2+n2 lg(m+1)+2n lg(n+1)+τ(n2+2n)) ,

and hence

t = n2 + n2 lg(m+ 1) + 2n lg(n+ 1) + τ(n2 + 2n) .

We choose t = 3n2τ + 5n2 lg(mn) = Õ(n2τ). �

Lemma 15. Let bi be as in Problem 2, then 2−Õ(n10ν4τ(τ2+ν2)) ≤
|bi(LH)| ≤ 2Õ(ν+τ).

Proof: For all i it holds

|bi(LH)| = |
ν∑
j=0

bi,jL
j
H | ≤

ν∑
j=0

2τ (4mτ)j ≤ (ν+1)2τ (4mτ)ν ,

and so

|bi(LH)| ≤ 2τ+8ν lg(mτ) .

We consider bi as a univariate polynomial in y and so
bi =

∑ν
j=0 bi,jy

i = bi,ν
∏ν
j=1(y − βi,j), where βi,j are its

roots. Let βi,1 the root closest to LH ; we apply Lemma 2

|bi(LH)| > |bi,ν |7 |LH − βi,1|6M (bi)
−6 2lg

∏
j ∆(bi)−6 .

It holds |bi,ν | ≥ 1, M (bi) ≤ 2τ+lg ν+1, and − lg
∏
j ∆(bi) =

O(ν2 + ντ).
To bound |LH − βi,1| we use Theorem 3. For this we need

to identify the real algebraic number A(γ1, γ2) represents.
Consider the following polynomial system:

F1 = z −A(y1, y2) = 0

F2 = C1(y1) = 0

F3 = C2(y2) = 0

The system is almost identical to the one in the proof of
Lemma 14 and so we get all the (worst case) bounds from that
system. If we eliminate y1 and y2, then we get a univariate
polynomial in z among the solutions of which is the real
algebraic number A(γ1, γ2). The polynomial has degree n2

and maximum coefficient bitsize n2 +n2 lg(m+ 1) + 2n lg(n+

1) + τ(n2 + 2n) = Õ(n2τ). Then, Thm 3 implies that

|LH − βi,j | ≥ exp(−O(n10 ν4 τ(τ + ν + lg(nντ))2) .

By combining all the bounds we obtain the bound |bi(LH)| >
2−O(n10 ν4 τ(τ+ν+lg(nντ))2), which concludes the proof. �

An upper bound for ‖BH‖2 is ‖BH‖22 =
∑d
i=0|bi(LH)|2 ⇒

‖BH‖2 ≤ 2τ+8ν lg(mτ)+lg(d).

Lemma 16. Let BH be as in Problem 2, then

2−Õ(d6n8ν4τ(ν2+τ2)) ≤ |disc(BH)| ≤ 2Õ(dν+dτ+n10ν4τ(τ2+ν2)).

Proof: As in the proof Lemma 7 we consider BH as a bi-
variate polynomial in Z[LH , x], and

|disc(BH)| =

∣∣∣∣ 1

bd(LH)
resx(BH(LH , x), ∂BH(LH , x)/∂x)

∣∣∣∣
=

∣∣∣∣ 1

bd(LH)
RB(LH)

∣∣∣∣ .

(7)

The resultant RB ∈ Z[LH ] is a univariate polynomial of
degree at most 2dν and maximum coefficient bitsize 2dτ +
10d lg(dν). Therefore

|RB(LH)| ≤ 22dτ+10d lg(dν)
2dν∑
k=0

|LH |k

≤ 22dτ+10d lg(dν)(4mτ)2dν+1 .

For the lower bound, let r be the leading coefficient of
RB and ρk its roots. Let ρ1 be the root closest to LH .
Then |r| ≥ 1, M (RB) ≤ 22dτ+12d lg(dν), − lg

∏
k ∆(RB) =

O(d2ν2 + d2ντ). The application of Theorem 3 gives us

|LH − ρ1| ≥ exp(−Õ(d6n8ν4τ(ν2 + τ2))) .

Using Lemma 2 we get

|RB(LH)| > |r|7 |LH − ρ1|6M (RB)−6 2lg
∏
k ∆k(RB)−6 ,

and thus

|RB(LH)| ≥ exp(−Õ(d6n8ν4τ(ν2 + τ2))) .

Combining Eq. (7) with the previous inequality and Lemma 15
we get

2−Õ(d6n8ν4τ(ν2+τ2)) ≤ |disc(BH)| ≤ 2Õ(dν+dτ+n10ν4τ(τ2+ν2)) ,

that concludes the proof. �



Lemma 17. Let BH be as in Problem 2 and let βj be its
roots. Then

2−Õ(n10ν4τ(τ2+ν2)) ≤ |βj | ≤ 2Õ(n10ν4τ(τ2+ν2)) ,

Σ(BH) = − lg
∏

(i,j)∈Ω

|βi − βj |Õ(d6n8ν4τ(ν2 + τ2)) .

When we have two or more logarithms and the polynomials
are not homogeneous or if we have homogeneous polynomials
and three or more logarithms then we are not able to compute
separation bounds. In this case the separation bounds are
closely connected to major open problems in number theory,
like the four exponentials conjecture. For example, no effective
lower bounds are known for the expression |lg(α1) lg(α2)−
lg(α3) lg(α4)|, where α{1,2,3,4} are (real) algebraic numbers.

5.1 Isolating the real roots of BH
We proceed as in Section 3.1 and we use the same no-

tation. We approximate the coefficients of BH up to ac-
curacy O(dρ + Σ(BH)) and we isolate the real roots in

ÕB(d3 + d2σ + dΣ(BH)). From Lemma 17 we get Σ(BH) =

Õ(d6n8ν4τ(ν2 + τ2)). Moreover, ρ = Õ(n10ν4τ(τ2 + ν2))

and σ = Õ(n10ν4τ(τ2 + ν2)).
We need to estimate the cost of approximating bi(LH)/bd(LH)

up to accuracy of O(dρ+ Σ(BH)) bits after the binary point.
Working as in Section 3.1 we deduce that we should ap-
proximate LH = lgA(γ1, γ2) up to precision 2−t, where
t = O(dρ + Σ(BH)). The cost of this approximation is

quasi-linear ÕB(t) [6].
In addition, we should also approximate A(γ1, γ2) up to

this accuracy. Assume that we have isolating intervals [γ1],
resp. [γ2], for the real algebraic number γ1, resp. γ2. Let
their widths be 2−s, where s is a positive integer that we
should determine. That is wid[γ1] = wid[γ2] = 2−s.

Recall that 2−τ ≤ |γ{1,2}| ≤ 2τ and thatA =
∑m
i=0 aiy

i
1y
m−i
2

is a homogeneous bivariate polynomial of degree m.
For an expression E, let [E] be its evaluation using in-

terval arithmetic. Using the properties of interval arith-
metic [1] we get that wid[aiγ

i
1γ
m−i
2 ] ≤ m2τ(m−1)2−s, and

wid[A(γ1, γ2)] ≤ m22mτ2−s ≤ 2−t, which leads to s =

t+mτ + 2 lg(m) = Õ(n8ν5τ3(n2 + d8)).

We approximate γ1 and γ2 up to this accuracy in ÕB(n2τ+

ns) = ÕB(n2τ + nmτ + nt) [27].
It remains to estimate the cost of computing the approx-

imated coefficients of BH . After we have computed a ap-
proximation of LH , say L̃H , we need perform the evaluation

bi(L̃H); there are d+ 1. Each costs ÕB(νs) and the overall

cost is ÕB(dνs).
Combining all the bounds we have the following theorem

Theorem 18. The Boolean complexity of isolating the real

roots of BH of Problem 2 is ÕB(n9ν4d2τ(τ2 + ν2)(n2 + d5) +
mτ(n+ dν)).

6. AN EXTENSION TO BIVARIATE POLY-
NOMIAL SYSTEMS

In this section we consider bivariate polynomial systems.
Let L = Lq or L = LH (Section 3 and Section 5, respectively).
The problem statement is as follows:

Problem 3. Consider the, zero dimensional, polynomial sys-
tem (SL) F1(x, y) = F2(x, y) = 0, where F1,2 ∈ (Z[L])[x1, x2]

and their total degree is bounded by d. Let L = Lq = lg(q),
resp. L = LH = lgA(γ1, γ2), be as in Problem 1, resp. Prob-
lem 2. The coefficients of F1 and F2 are polynomials in L of
degree ν and maximum coefficient bitsize at most τ . What
is the Boolean complexity of isolating the real roots of (SL)?

The complexity of the algorithms for solving bivariate
polynomial systems depends heavily on the separation bound
of the system. We present the separation bounds and we
sketch the analysis of isolation process. We use the DMM

bound [15]. Consider the polynomial system

(S0) F1(x1, x2) = F2(x1, x2) = u− x1 = 0,

where u is a parameter. If we eliminate x1 and x2 from (S0)
then we get a univariate polynomial in u, R1 ∈ (Z[L])[u],
which is called the u-resultant. The DMM bound bounds the
separation of SL using the separation bound of R1. Asymp-
totically, the latter depends on a lower bound on the discrim-
inant of its square-free part [15, Thm. 3]. Hence, it suffices
to estimate this bound.

The coefficients of R1 are of the form %k c
d
1 c

d
2 u

k, where
0 ≤ k ≤ d2, c{1,2} denotes a monomial in the coefficients of
F{1,2} of total degree d, and %k is an integer that depends on
the integer points of the Newton polytopes of the polynomials
and in our case is bounded by |%k| ≤ (d2 + 2)2d. The degree
of R1 wrt u is O(d2).

Recall that the coefficients of F{1,2} are polynomials in
L. Thus, the coefficients of R1 are also polynomials in L of

degree at most 2dν and maximum coefficient bitsize Õ(dτ).
If we compute the square-free part of R1, then its coefficients
are polynomials of degree bounded by 2dν and of maximum

coefficient bitsize bounded by 2dτ + 10d lg(d) = Õ(dτ) [36].
If L = Lα then we apply Lemma 7 and the logarithm of the

separation bound of the system is Õ(d7ν10m4τ(ν2 + d2τ2)).
We can obtain a similar bound if L = LH = lgA(γ1, γ2) and
we apply Lemma 16. In both cases, it seems that the bounds
are quite pessimistic. We can also obtain the bounds by
modifying accordingly the DMM bound [15].

To compute R1 (or R2 if we choose to eliminate x2) we
treat L as a new variable. The projection on x1, that is

the computation of R1 costs ÕB(d5ντ) ([10, Prop. 8 and
Lemma 9]). The cost is the same for projection on the x2-
axis. Using the previous bounds and the results of Sections 3.1
and 5.1 we can isolate the roots of the two projections. For

the Lα case this cost is ÕB(d2ν4 + d8ν12m4τ(ν2 + d2τ2)). It
remains to match the x1 and x2 coordinates. For example,
we can use one of the three strategies in [10]. The main
operation needed is the computation of sign of a univariate
polynomial like Bα evaluated at a real algebraic number. We
postpone the detailed analysis for a future communication

Another way to solve the system is to approximate L up to
an accuracy, substitute this value to the polynomials F{1,2},
and then solve the system. We need a perturbation bound
for the roots of a bivariate system, similar to the one(s) for
univariate polynomials [30, Theorem 19.1].

Theorem 19. Consider a 0-dimensional polynomial system
F = 0, where F = (F1, F2) and F{1,2} are bivariate polyno-
mials of degree d. The roots of system are contained in a

disc with center the origin and radius r. Let F̃ = (F̃1, F̃2)

be a λ approximation of F , that is ‖Fi − F̃i‖∞ ≤ 2−λ. Then

the zeros of F , α1, . . . , αd2 , and the zeros of F̃ , α̃1, . . . , α̃d2 ,



could be numbered such that, for j ∈ [n],

|αj − α̃j | ≤ 2η+1,

where η = −λ/d2+2τ/d2+12 lg(2d))/d+4 lg(d)/d2+lg(r)+2.

Proof: We consider the polynomial system (S0) and its
resultant, R; after eliminating x1 and x2. The coefficients
of R are of the form %k c

d
1 c

d
2 u

k, where 0 ≤ k ≤ d2, c{1,2}
denotes a monomial in the coefficients of F{1,2} of total degree

d, and |%k| ≤ (d2 + 2)2d. The degree of R wrt u is O(d2).
If we replace the polynomials F{1,2} by it approximations

F̃{1,2} and compute the resultant of the perturbed system,

R̃, this is also a polynomial in u of degree O(d2). Its terms
are of the form %k c̃

d
1 c̃

d
2 u

k, where 0 ≤ k ≤ d2, c̃{1,2} denotes

a monomial in the coefficients of F̃{1,2} of total degree d, and
%k is as before.

The inequality ‖Fi − F̃i‖∞ ≤ 2−λ implies ‖R − R̃‖∞ ≤
2−λ+2dτ+12d lg(2d).

Let αj,1, for j ∈ [d2], be the roots of R, and respectively

α̃j,1 the roots of R̃. Recall that the roots of R are the
x1 coordinates of the system. Using [30, Theorem 19.1]
we have the following inequality |αi,1 − α̃i,1| ≤ 2η where
η = −λ/d2 + 2τ/d2 + 12 lg(2d))/d+ 4 lg(d)/d2 + lg(r) + 2.

We obtain the same bound if we replace u−x1 with u−x2

in (S0). Thus, for any root αj of F and α̃i of F̃ we have
|αi − α̃i| ≤ 2η+1. �

Using the previous theorem we can mimic the procedure
of the univariate case. We estimate the separation bound of
(S0) as presented in the beginning of the section. Next, we
approximate L to an accuracy of this order, and we obtain two
approximate polynomials, and thus a perturbed system. We
solve the approximate system using a numerical subdivision
solver, e.g [21], and from the isolating boxes of the perturbed
system we can derive isolating boxes for the roots of (S0) by
applying Thm 19.
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[31] A. Strzeboński and E. P. Tsigaridas. Univariate real root
isolation in an extension field. In A. Leykin, editor, Proc. 36th
ACM Int’l Symp. on Symbolic & Algebraic Comp. (ISSAC),
pages 321–328, San Jose, CA, USA, June 2011. ACM.
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APPENDIX
The following is an alternative version of Lemma 2.

Lemma 20. Let L ∈ C and γ1 the root of the square-free
polynomial f that is closest to L. Then

|f(L)| ≥ |ad|2 |L− γ1| 2−dM (f) 2lg
∏
j ∆j .

Proof: As γ1 is the root closest to L it holds |L − γi| ≥
|γ1 − γi|/2. Then

|f(L)| = |ad|
d∏
j=1

|L− γj | = |ad||L− γ1|
∏
j 6=1

|L− γj |

≥ |ad||L− γ1|
∏
j 6=1

|γ1 − γj |/2

≥ |ad| |L− γ1| 21−d
∏
j 6=1

|γ1 − γj |

≥ |ad| |L− γ1| 21−d
∏
j 6=1

∆j

≥ |ad| |L− γ1| 21−d 1

∆1

∏
j

∆j

≥ |ad| |L− γ1| 21−d |ad|
2M (f)

2lg
∏
j ∆j .

For the last inequality we use ∆i ≤ 2M (f) /|ad|, that in turn
relies on ∆i = |γi − γci | ≤ |γi|+ |γci | ≤ 2M (f) /|ad|. �
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