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2 Inria Lille, France
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Abstract. We show that, given the operational semantics of two programming languages L
and R, it is possible to construct an aggregate language, in which programs consist of pairs
of programs from L and respectively R. In the aggregate language, a program P = (PL, PR)
takes a step from either PL or PR. The main difficulty is how to aggregate the two languages
so that data such as integers or booleans that are common to both languages has the same
representation in the aggregate language. The aggregation is based on the pushout theorem,
which allows us to construct a model of the aggregate language from models of the initial
languages, while making sure that the interpretation of common data such as integers is the
same.
A main application of the aggregation result is in equivalence checking. It is possible to
check for example that two programs PL and PR (written in L and respectively R) compute
the same result by checking the partial correctness of the pair (PL, PR) in the aggregate
language.

1 Introduction and Preliminaries

This abstract explains how to construct a single language that is capable of executing pairs of
programs written in the two languages. The challenge is how to achieve that generically, where
the two languages are given by their formal semantics, without relying on the specifics of any
particular language. The aggregated language must be capable of independently “executing” pairs
of programs in the original languages.

We first introduce our formalism for definining programming languages in terms of operations
semantics. Our formalism is based on matching logic, Matching logic formulae extend FOL
formulae with terms of sort Cfg as atomic formulae called basic patterns:

Definition 1. Matching logic formulae (ML formulae) extend first-order formulae with terms
π:

ϕ ::= ¬ϕ,ϕ ∧ ϕ, ∃x.ϕ, π

where π ∈ TCfg(Var) and x ∈ Var is a variable.

Given a first-order model T , matching logic formulae are interpreted in the presence of a
valuation ρ : Var → T as in first-order logic, but also of a element γ ∈ T that will be matched by
terms π. The semantics of the usual logical connectives works the same way as in first-order logic,
with the semantics of terms π being defined by matching.

Definition 2. The matching logic satisfaction relation |= (written as (γ, ρ) |= ϕ and read as
(γ, ρ) is a model of ϕ) is defined inductively as follows (missing cases are the same as in FOL):

1. (γ, ρ) |= ¬ϕ′ if it is not true that (γ, ρ) |= ϕ′

2. (γ, ρ) |= π, where π is a basic pattern if ρ(π) = e.

For example, the ML-formulae 〈s := 10, s 7→ s〉 ∧ s ≥ 0 will be satisfied by program config-
urations γ in which the only code to execute is an assignment (s := 10) and in which the heap
maps the program variables s to an integer s that is greater than 0. Note that 〈·, ·〉 is a function



〈i1op i2〉 ⇒ 〈i1opInt i2〉 ∈ AF

〈if i then e1 else e2〉 ∧ i 6= 0 ⇒ 〈e1〉 ∈ AF

〈if 0 then e1 else e2〉 ⇒ 〈e2〉 ∈ AF

〈letrec f x = e in e′〉 ⇒ 〈e′[f 7→ (µf.λx.e)]〉 ∈ AF

〈(λx.e) v〉 ⇒ 〈e[x 7→ v]〉 ∈ AF

〈µx.e〉 ⇒ 〈e[x 7→ (µx.e)]〉 ∈ AF

〈C[c]〉 ⇒ 〈C[c′]〉 ∈ AF if 〈c〉 ⇒ 〈c′〉 ∈ AF

where C ::= | C op e | if C then e1 else e2 | C e | v C

Fig. 1. Matching logic semantics of FUN as a set AF of reachability rules schemata. op ranges over the
binary function symbols and opInt is their denotation in TF

〈x, env〉 ⇒ 〈env(x), env〉 ∈ AI

〈i1 op i2, env〉 ⇒ 〈i1 opInt i2, env〉 ∈ AI

〈x := i, env〉 ⇒ 〈skip, env[x 7→ i]〉 ∈ AI

〈skip;s, env〉 ⇒ 〈s, env〉 ∈ AI

〈if i then s1 else s2, env〉 ∧ i 6= 0 ⇒ 〈s1, env〉 ∈ AI

〈if 0 then s1 else s2, env〉 ⇒ 〈s2, env〉 ∈ AI

〈while e do s, env〉 ⇒ 〈if e then s while e do s else skip, env〉 ∈ AI

〈C[code], env〉 ⇒ 〈C[code ′], env′〉 ∈ AI if 〈code, env〉 ⇒ 〈code ′
, env′〉 ∈ AI

where C ::= , C op e, i op C, if C then s1 else s2, v := C,C s

Fig. 2. Matching logic semantics of IMP as a set AI of reachability rules (schemata). op ranges over the
binary function symbols and opInt is their denotation in TI .

symbol for constructing configurations, the first parameter being the code to execute and the
second parameter being a map representing the heap.

It has been shown (see, e.g., [4]) that ordered pairs of ML-formulae can be used to define any
programming language semantics. For example, the pair:

〈var := val,M〉 ⇒ 〈skip,M [val/var]〉

defines the semantics of assignment: whenever an assignment is to be executed, the assignment
instruction is consumed (hence the skip) and the mapM denoting the heap is updated accordingly.
We call such pairs ϕ ⇒ ϕ′ of matching logic formulae reachability rules. As another example,
the reachability rule

〈skip; stmt,M〉 ⇒ 〈stmt,M〉

denotes the semantics of sequential composition.

Definition 3. A matching logic semantics for a programming language is a tuple (Cfg ,S ,Σ ,Π ,
T ,A,�T ), where S is a set of sorts (denoting the syntactic categories of the language syntax),
(Σ,Π) is an S-sorted first-order signature denoting the constructs of the language, Cfg ∈ S is the
sort of configurations and T a (Σ,Π)-model.

The set of reachability rules A contains all rules that define the semantics of the language and
�T is the transition system generated by A on T , i.e., �T ⊆ TCfg × TCfg with γ �T γ′ iff there
exist ϕ⇒ ϕ′ ∈ A and ρ such that (γ, ρ) |= ϕ and (γ′, ρ) |= ϕ′.

As an example, the sets AI (resp. AI) of reachability rules in Figures 1 and 2 define a classic
functional programming language FUN and a classic imperative programming language IMP.

2 Language Aggregation

Let (Cfgi ,Si ,Σi ,Πi , Ti ,Ai ,�Ti
), i ∈ {L,R} be the matching logic semantics of two languages,

(S0, Σ0, Π0, T0) the common parts of the languages L and R, hL and hR morphisms embedding
the common part into the two languages.
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The construction of the aggregated language (Cfg ,S ,Σ ,Π , T ,A,�T ) of the two definitions is
informally presented by the diagram in Figure 3. The triple (h′

L, (S
′, Σ′, Π ′), h′

R) is the pushout

of (SL, ΣL, ΠL)
hL←− (S0, Σ0, Π0)

hR−→ (SR, ΣR, ΠR) in the category of the first-order signatures
(see [3] for details). The pushout provides a signature that encompasses the signatures of the L
language and the R language. The (S′, Σ′, Π ′)-model T ′ is is obtained by amalgamation, i.e. it is
smallest model such that T ′↾h′

L

= TL and T ′↾h′

R

= TR (the detailed construction is given in [3]).

The model T ′ will serve as a model for the aggregated language. Note that T ′ is a first-order
model. The embedding morphism h builds the aggregations as follows:

– Cfg is a new distinguished sort;
– S = S′ ∪ {Cfg}
– Σ = Σ′ ∪ {〈 , 〉 : hL(CfgL)× hR(CfgR)→ Cfg , pri : Cfg → Cfgi , i ∈ {L,R}};
– Π = Π ′;
– TCfg = T ′

h′

L
(CfgL) × T

′
h′

R
(CfgR)

– T〈 , 〉(γL, γR) = (γL, γR), Tpr
L
((γL, γR)) = γL, Tpr

R
((γL, γR)) = γR.

– To = T ′
o for any other object o ∈ S ∪Σ ∪Π.

– A = {〈 , ϕ〉 ⇒ 〈 , ϕ′〉 | ϕ⇒ ϕ′ ∈ AR} ∪ {〈ϕ, 〉 ⇒ 〈ϕ
′, 〉 | ϕ⇒ ϕ′ ∈ AL}.

(S0, Σ0, Π0, T0) (CfgR,SR,ΣR,ΠR, TR,AR,�TR
)

(CfgL,SL,ΣL,ΠL, TL,AL,�TL
) (S′, Σ′, Π ′, T ′) (Cfg ,S ,Σ ,Π , T ,A,�T )

hR

hL

h′

L

h′

R

h

Fig. 3. Push-out diagram assumed throughout the paper.
Note that in the aggregated model, sorts such as integers, strings, booleans, etc that are

common in both languages are interpreted by the same set and that a pair of programs takes
a step in the aggregated language whenever an individual program takes a step in the initial
languages.

3 Specifying Equivalent Programs

ML formulae over the aggregated language can be used to specify equivalence. According to
Definition 2, the denotation of an aggregated matching logic formula ϕ, written JϕK, is the set of
all pairs of configurations that satisfy it:

JϕK = {(〈γL, γR〉 | there exists a valuation ρ such that (〈γL, γR〉, ρ) |= ϕ}.

This extends to sets E of formulae (JEK), as expected:JEK = ∪ϕ∈EJϕK.

Example 1. The following set

E = {∃i.〈〈skip, (x 7→ i, )〉, 〈j〉〉 ∧ i =Int j}

containing one matching logic formula, captures in its denotation all pairs of IMP and respectively
FUN (a functional language) configurations that have terminated (since there is no more code to
execute) and where the IMP variable x holds the same integer as the result of the FUN program.
Note that in the above pattern, is an anonymous variable meant to capture all of the variable
bindings other than x.

Suppose we have an IMP program that computes its result in a variable x and suppose we want
to show it computes the same integer result as a FUN program. Then the denotation JEK of set E
above holds exactly the set of pairs of terminal configurations in which the two programs should
end in order for them to compute the same result.

The aggregated language is useful, for example, to prove equivalence of programs. Suppose that
we have a pair of programs 〈PL, PR〉 that both compute the sum of the first n natural numbers:

SL ≡ s := 0; for i := 1 to n do s := s + i

SR ≡ let sum i = if i == 0 then 0 else i + sum (i - 1) in sum n
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The first program is written in IMP and the second in FUN. We can prove that PL and PR

are equivalent (i.e. that they compute the same result) by showing a partial correctness property,
namely that the pair 〈PL, PR〉 reaches the set E of final configurations defined in the previous
section in any execution of the aggregated program:

〈PL, PR〉 ⇒
∗ E.

Showing partial correctness over the aggregated language can be done using bounded model sym-
bolic checking [2], or reachability logic [5], or Hoare-like logics over the aggregated language [1].
Based on the aggregated language, we have also developed a method of proving mutual equiva-
lence [3].

4 Conclusion

In this talk we present in detail the construction of the aggregated language, its properties, and
we discuss how various definitions of program equivalence can be defined and proved using the
aggreagation. Impolementations of the aggregation operation and of the proof system for the
mutual equivalence [3] is in progress. We expect that a demo will be possible during the workshop.
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