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By an Euler walk in a 3-uniform hypergraph H we mean an alternating sequence v0, e1, v1, e2, v2, . . . , vm−1, em, vm
of vertices and edges in H such that each edge of H appears in this sequence exactly once and vi−1, vi ∈ ei,
vi−1 6= vi, for every i = 1, 2, . . . ,m. This concept is a natural extension of the graph theoretic notion of an Euler
walk to the case of 3-uniform hypergraphs. We say that a 3-uniform hypergraph H is strongly connected if it has
no isolated vertices and for each two edges e and f in H there is a sequence of edges starting with e and ending
with f such that each two consecutive edges in this sequence have two vertices in common. In this paper we give an
algorithm that constructs an Euler walk in a strongly connected 3-uniform hypergraph (it is known that such a walk
in such a hypergraph always exists). The algorithm runs in time O(m), where m is the number of edges in the input
hypergraph.
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1 Introduction
In this paper we consider a generalization of the graph-theoretic concept of an Euler walk to 3-uniform
hypergraphs. This notion is well-understood from both theoretical and algorithmic point of view in the
case of graphs. There are several possible ways to generalize this concept to the case of hypergraphs. The
way we do it is motivated by some past research and potential applications.

By a hypergraph we mean a pair H = (V,E), where V is a finite set and E is a family of some subsets
of V . The elements of the set V are called vertices of H and the elements of E its edges. In this paper we
deal with k-uniform hypergraphs only, i.e. hypergraphs whose all edges have the same cardinality equal
to k. Clearly, 2-uniform hypergraphs are graphs.

By a walk (or a v0v`-walk) of length ` in a hypergraph H we mean an alternating sequence

v0, e1, v1, e2, v2, ..., v`−1, e`, v`

of vertices and edges of this hypergraph satisfying the following conditions:
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(i) the edges e1, e2, . . . , e` are pairwise different,

(ii) vi−1, vi ∈ ei, for i = 1, ..., `, and

(iii) vi−1 6= vi, for i = 1, ..., `.

A walk is called a tour if

(iv) v0 = v`.

We observe that the conditions (iii) and (iv) in the definition of a tour imply that ` ≥ 2. If, for some walk
(respectively tour), e1, e2, . . . , e` are all the edges of a hypergraph H , then we call such a walk (resp.
tour) an Euler walk (resp. tour) in H . Let us observe that if H is a 2-uniform hypergraph (i.e. a graph),
then the notions of an Euler walk and tour coincide with their traditional meanings in graph theory.

As we have already mentioned, there are several possible ways to extend the graph-theoretic concept
of a tour to the case of hypergraphs. The tours we have just defined are most closely related to so-called
Berge-cycles (see Berge [2], p. 155). More precisely, a tour defined in this paper in which all vertices
v1, v2, . . . , v` are pairwise different is a Berge-cycle.

It is natural to ask questions how fast we can check if an Euler walk and an Euler tour in a k-uniform
hypergraph exist and, if they exist, how fast we can construct them. It is not surprising (and quite simple
to prove; see [8]) that unlike in the case of graphs, the problems of existence of an Euler walk and tour in
a k-uniform hypergraph are NP-complete, when k > 2.

However, if we restrict our attention to some important smaller classes of hypergraphs, the problems
become tractable. A good example of such a class is the class of so-called triangulated irregular networks.
Following the terminology we use in this paper, a triangulated irregular network (or a TIN) is a 3-uniform
hypergraph whose edges are the vertex sets of all the triangular faces of some planar 2-connected graph in
which all faces, except possibly the outer face, are triangles. TINs are structures widely used in geographic
information systems (GIS) and computer graphics to represent terrains and surfaces (see for example [7]).
An important issue addressed in these areas is to order triangles of a TIN into a sequence such that the
consecutive triangles in this sequence share 1 or 2 vertices. Such ordering enables to compress the data and
speeds up transmission and processing of triangulations. Clearly, we obtain a more efficient compression
if consecutive triangles in the ordering share 2 vertices. However, it is not difficult to show that the
problem of existence of such ordering for a TIN is NP-complete. Therefore, we relax the restriction and
require that consecutive triangles share at least 1 vertex. This relaxation leads naturally to the concept of
an Euler walk in a TIN (see [1] and [5] for a more thorough discussion of these issues).

Euler walks and tours in TINs have been intensively studied, in the context described in the preceding
paragraph, in a series of papers by Bartholdi and Goldsman [3, 4, 5, 6] and Arkin et al. [1]. Among others
it was shown in [5] that all TINs have Euler walks. Moreover a TIN has an Euler tour unless it belongs
to some special family of exceptions (described in [5]). For TINs in which every edge has 2-element
intersections with at least 2 other edges, the authors gave an algorithm constructing Euler tours. The
running time of this algorithm is O(m2), where m is the number of edges in the TIN.

The problem of existence of an Euler walk in TINs has also been studied in mixed integer program-
ming in connection with the problem of approximation of a two-variable function with a piecewise linear
function (see Wilson [11] and Vielma et al. [10]).

In [8] we studied the problems of existence of Euler walks and tours in strongly connected k-uniform
hypergraphs. A k-uniform hypergraph H is strongly connected if it has no isolated vertices and for each
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two edges e and f in H there is a sequence of edges starting with e and ending with f such that each
two consecutive edges in this sequence have k − 1 vertices in common. One can easily observe that the
class of strongly connected 3-uniform hypergraphs contains the class of TINs as a proper subclass. For
this reason this case (of k = 3) seems to be more interesting that the case of k > 3. Another reason is
that, as we demonstrated in [8], for k > 3 the problems of existence of an Euler walk or tour in a strongly
connected hypergraph become trivial. Therefore in this paper we consider 3-uniform hypergraphs only.
In [8] we characterized all strongly connected 3-uniform hypergraphs that have an Euler tour and proved
that all 3-uniform strongly connected hypergraphs have an Euler walk.

In the present paper we describe an algorithm that constructs an Euler walk in a strongly connected
3-uniform hypergraph that runs in time O(m), where m is the number of edges in the hypergraph. It
improves over the already mentioned algorithm given in [5], designed for some special strongly connected
TINs only, that runs in time O(m2).

Using similar ideas we can also design an algorithm constructing an Euler tour in a strongly connected
3-uniform hypergraph, whenever it exists (see Naroski [9]), that runs in time O(m). The algorithm (which
we do not discuss in this paper) is, however, much more technically complicated.

The paper is organized as follows. In Section 2 we present our algorithm and prove its correctness. All
aspects regarding the data structures and the running time of our algorithm are discussed in Section 3.
Finally in Section 4 we give some final remarks.

2 The algorithm and its correctness
Our algorithm (that we call EulerWalk) works in two main steps. First, we partition the edge set of the
input strongly connected 3-uniform hypergraph into a certain number of walks such that all the walks,
except possibly one, are tours (this is basically done by the algorithm Dismantle, see Lemma 2). Next,
we glue the walks together and create a single walk containing all edges of the input hypergraph (this step
is done by the algorithm Walk, see Lemma 4).

Let us introduce definitions and notation that we will use in this paper. For a hypergraph H , we denote
by E(H) the set of edges of H . Let, for a 3-uniform hypergraph H , F (H) denote the set of all 2-element
sets that are contained in at least one edge of H . Clearly, |F (H)| ≤ 3|E(H)|. Let A be a set of 3-element
sets. We say that a hypergraph is induced by the set of edges A if A is the edge set of the hypergraph and
the union of the edges in A is its vertex set. For a hypergraph H and an edge f in H , we denote by H − f
the hypergraph induced by the set of edges E(H)− {f}.

By the edge set of a walk W = v0, e1, v1, e2, v2, ..., v`−1, e`, v` we mean the set {e1, e2, . . . , e`} and
we denote it by E(W ). We say that a walk (or a tour) W traverses an edge ei using vertices vi−1 and
vi if the sequence (vi−1, ei, vi) is a subsequence of consecutive terms of the alternating sequence W . By
a partition of the edge set of a hypergraph H into walks we mean a partition of the edge set of H into
subsets which are edge sets of some walks.

For a 3-uniform strongly connected hypergraph H we define a graph G(H) whose vertex set is the set
of edges of H . The set of edges of G(H) consists of pairs of edges of H which intersect on 2 elements.
As H is strongly connected, the graph G(H) is connected. We would like to construct a depth-first tree
in G(H) (starting with an arbitrary vertex e in G(H)). However, we do not want to construct the graph
G(H) explicitly because the number of edges in G(H) may be quadratic with respect to m = |E(H)|.
The algorithm DF -tree(H, e) described below constructs a depth-first tree Te in G(H) without explicitly
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constructing G(H). We shall prove in Section 3 that the algorithm DF -tree(H, e) runs in time O(m) if
we choose an appropriate data structure to represent the hypergraph H .

In the algorithms DF -tree and Dismantle discussed beneath, S is a stack. We use standard stack
operations push(S, g) to insert an element g onto S, pop(S) to remove the top element from S, and
top(S) to return the top element of S without removing it from S. We also use a Boolean array visited
indexed with all edges of H . If, for some edge f , visited[f ] = true, then we call the edge f visited.
Otherwise, when visited[f ] = false, we call f unvisited. By Ee we denote the set of edges of the tree
constructed by the algorithm DF -tree.

Algorithm DF -tree(H, e)
1 for every edge f in H do visited[f ]← false
2 S ← ∅
3 Ee ← ∅
4 push(S, e)
5 visited[e]← true
6 while S 6= ∅
7 do f ← top(S)
8 if |f ∩ g| = 2, for some edge g such that visited[g] = false
9 then push(S, g)
10 visited[g]← true
11 Ee ← Ee ∪ {fg}
12 else pop(S)
13 return the tree Te induced by the set of edges Ee

Clearly, line 8 of the algorithm DF -tree can be equivalently written as follows

8’ if fg is an edge in G(H), for some edge g such that visited[g] = false

so DF -tree is a standard algorithm constructing a depth-first tree (rooted in e) in G(H).

Lemma 1 Let f be a vertex in the tree Te constructed by the algorithm DF -tree(H, e) and let f1, f2 be
two different children of f in Te. Then |f1 ∩ f2| = 1.

Proof: As both ff1 and ff2 are edges in Te, |f ∩ f1| = |f ∩ f2| = 2, so |f1 ∩ f2| ≥ 1. Suppose the
lemma is not true, so |f1 ∩ f2| = 2 and, consequently, f1f2 is an edge in G(H). Clearly, the vertex f
had been visited before f1 and f2 were visited in the execution of the algorithm DF -tree(H, e). We can
assume without loos of generality that f1 had been visited before f2 was visited. As f1f2 is an edge in
G(H), the vertex f2 was visited while f1 was still at the stack S (so in particular f was not at the top of
S). Thus, f2 is not a child of f in Te, a contradiction. Hence, |f1 ∩ f2| = 1. 2

As every child of a vertex f in Te is a 3-element set sharing 2 elements with f , Lemma 1 immediately
implies the following statement.

Corollary 1 Each vertex in the tree Te has at most 3 children. 2

Let H be a 3-uniform strongly connected hypergraph and let e be an edge in H . The algorithm
Dismantle(H, e), that we give below, constructs a partition of the edge set of H or H − e into tours. It
will turn out that the tours in the partition are in fact short (each of them has 2 or 3 edges).
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In the algorithm Dismantle, C is a list of tours in H . Let {e1, . . . , ek} be the edge set of some walk in
H . By L(e1, . . . , ek) we denote any walk (of possibly many) whose edge set is {e1, . . . , ek}.

Algorithm Dismantle(H, e)
1 Te ← DF -tree(H, e)
2 for every vertex f in Te do visited[f ]← false
3 C ← ∅
4 S ← ∅
5 push(S, e)
6 visited[e]← true
7 while S 6= ∅
8 do f ← top(S)
9 if visited[g] = false, for some child g of f in Te

10 then push(S, g)
11 visited[g]← true
12 else if f has 3 children f1, f2, f3 and all of them are leaves in Te

13 then C ← C ∪ {L(f1, f2, f3)}
14 remove vertices f1, f2, f3 from Te

15 if f has 2 children f1, f2 and both of them are leaves in Te

16 then C ← C ∪ {L(f1, f, f2)}
17 remove vertices f1, f, f2 from Te

18 if f has 1 child f1 and it is a leaf in Te

19 then C ← C ∪ {L(f1, f)}
20 remove vertices f1, f from Te

21 pop(S)
22 return C

Lemma 2 Let H be a strongly connected 3-uniform hypergraph and e an edge in H . When the algorithm
Dismantle(H, e) stops, the list C consists of tours whose sets of edges form a partition of the edge set of
H or H − e.

Proof: We observe that the list C is updated in lines 13, 16 and 19 of the algorithm only. It follows from
Lemma 1 that the edges f1, f2, f3 of H defined in line 12 form a tour. Similarly, by Lemma 1, the edges
f1, f2 defined in line 15 (resp. f1 defined in line 18) and f form a tour in H (see Figure 1). Thus, the
elements added to C in lines 13, 16, and 19 are tours. Consequently, the algorithm returns a list of tours
in H .

It is clear that the tours stored in the list C do not have common edges because in the algorithm
Dismantle(H, e) right after adding a tour to the list C the edges that form the tour are removed from
the set of vertices of Te (lines 14, 17 and 20).

It suffices to show that all vertices of Te (which are edges of H), except possibly its root e, belong to
some tour in the list C when the algorithm stops. Let us denote by E the set of edges of H that do not
belong to any tour in the list C when the algorithm stops and assume that E−{e} 6= ∅. We notice that the
set of vertices not removed from the tree Te when the algorithm stops is equal to E too (see lines 13-14,
16-17 and 19-20). Next, we observe that if a vertex is removed from Te, then all its children are removed
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(see lines 12-20). Thus, if some vertex f of Te is in the set E, then so is its parent. Consequently, the
vertices of Te which belong to E form a subtree T ′e of Te rooted at e. The tree T ′e has a vertex different
from e because E − {e} 6= ∅. Let f be a lowest leaf in T ′e and let f0 be its parent. Obviously, each vertex
of Te is inserted onto the stack S exactly once and removed from S exactly once. Let us consider the pass
of the while loop when the vertex f0 is removed from S. One can easily observe that at this moment all
children of f0 are leaves in the current tree Te. As f0 has at least one child (f is child of f0), one of the
conditions in lines 12, 15 or 18 is satisfied. Consequently, f is removed from Te in this pass of the while
loop, so f 6∈ E, a contradiction. Thus, E − {e} = ∅ and the lemma holds. 2
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Fig. 1: Tours added to the list C in lines 13, 16, and 19. The shaded edge f does not belong to the tour.

The algorithm Walk that we will describe later constructs an Euler tour (or walk) in a strongly con-
nected hypergraph from an already constructed partition of the edge set of the hypergraph into tours (or
tours and one walk). In this algorithm we will need an auxiliary algorithm Connect. The input to the
algorithm Connect consists of a walk P , a tour C, an edge e in P , and an edge f in C. The walk P and
the tour C are edge-disjoint and the edges e and f intersect on a 2-element set. The algorithm Connect
produces a walk W whose edge set is the union of edge sets of the walk P and the tour C.
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Fig. 2: Construction of the walk W in the option else of the algorithm Connect.

Algorithm Connect(P, e, C, f)
1 if there is a vertex x such that P traverses the edge e using x

and C traverses the edge f using x
2 then P1 ← the part of P from one of its ends to x
3 P2 ← the remaining part of P from x to the other end of P
4 W ← (P1, x, C, x, P2)
5 else u← the vertex of e, which is not used by P while traversing e
6 v ← the vertex of f , which is not used by C while traversing f

/? u and v are the common vertices of the edges e and f ?/
7 t← the vertex of e different from u and v
8 w ← the vertex of f different from u and v
9 P1 ← the part of P from one of the ends of P to t

obtained by removing e from P (see Figure 2)
10 P2 ← the part of P from one of the ends of P to v

obtained by removing e from P (see Figure 2)
11 C ′ ← the walk from u to w obtained from C by removing f
12 W ← (P1, t, e, u, C

′, w, f, v, P2)
13 return W

Lemma 3 Let P be an ab-walk and C a tour in a hypergraph H . If the sets of edges of P and C are
disjoint and there exist edges e ∈ E(P ) and f ∈ E(C) which have 2 vertices in common, then the
algorithm Connect(P, e, C, f) returns an ab-walk in H whose edge set is E(P ) ∪ E(C).

Proof: It suffices to observe that the sequences assigned to the variable W in lines 4 and 12 of the
algorithm Connect(P, e, C, f) are ab-walks with the edge set E(P ) ∪ E(C). 2
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The input C of the algorithm Walk written below is a list of walks whose sets of edges form a partition
of the edge set of a strongly connected hypergraph. At most one of the walks is not a tour. We shall show
(see Lemma 4) that this algorithm returns a walk whose edge set is the union of the edge sets of the walks
in C.

Algorithm Walk(C)
1 P ← the only walk in C which is not a tour, if it exists, or any element

of C otherwise
2 C ← C − {P}
3 while C 6= ∅
4 do Find a pair of edges e and f such that e is an edge of P , but

f is not an edge of P and |e ∩ f | = 2.
5 Find a tour C ∈ C containing f .
6 P ← Connect(P, e, C, f)
7 C ← C − {C}
8 return P

Lemma 4 Let H be a strongly connected hypergraph and C a list of walks whose sets of edges form a
partition of the edge set of H . At most one of the walks in C is an ab-walk which is not a tour. The
algorithm Walk(C) returns an Euler ab-walk in H . This walk is an Euler tour in H , if the list C contains
tours only.

Proof: Let a and b be the ends of the walk assigned to the variable P in line 1 of the algorithm. (If
this walk is a tour, then a = b is any vertex of this tour.) After executing of lines 1-2 of the algorithm
Walk(C), the list C contains tours in H only and the variable P contains a walk in H (which may be a
tour too).

At this moment the edge sets of the tours in the list C together with the edge set of P form a partition
of the edge set of H and P is an ab-walk. We claim that this property is an invariant of the while loop
in lines 3-7. We observe that as long as the list C is nonempty, the instructions in lines 4-5 are feasible.
Indeed, let E(P ) be the set of edges of P and let E(C) be union of the sets of edges of the walks in the
list C at start of some pass of the while loop. As E(P )∪E(C) = E(H), by the strong connectivity of H ,
there is a pair of edges e ∈ E(P ) and f ∈ E(C) such that |e ∩ f | = 2. So, the instructions in lines 4-5
are feasible as long as C 6= ∅. By Lemma 3, after execution of line 6, the variable P contains an ab-walk
whose edge set is the sum of the edge sets of the walk which was the value of P right before execution of
this line and the edge set of the tour C. Since the tour C is removed from the list C in line 7, right after
execution of the analyzed pass of the while loop, the edge sets of the tours in the updated list C together
with the edge set of the updated walk P form a partition of the edge set of H . This completes the proof
of our claim.

At the end of the last pass of the while loop the list C is empty, so by the claim proved in the preceding
paragraph, the walk P returned by the algorithm Walk is an ab-walk containing all edges of H , so it is an
Euler ab-walk in H . If, at start of the algorithm, the list C contains tours only, then a = b, so the algorithm
returns an Euler walk. 2
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We are ready now to give an algorithm which constructs an Euler walk in a strongly connected hyper-
graph. Recall that, for a single edge e, by L(e), we mean any walk whose edge set is {e}.

Algorithm EulerWalk(H)
1 e← any edge of H
2 C ← Dismantle(H, e)
3 if the edge e is in none of the tours in C then C ← C ∪ {L(e)}
4 return Walk(C)

Theorem 1 If H is a strongly connected 3-uniform hypergraph, then the algorithm EulerWalk(H)
returns an Euler walk in H .

Proof: The theorem follows immediately from Lemmas 2 and 4. 2

3 The running time
We shall first discuss the running time of the algorithm Dismantle. We start with defining a data structure
to represent the input hypergraph.

Let H be a 3-uniform hypergraph. For every c ∈ F (H), we construct a doubly linked list I[c] of
edges of H which contain c. Clearly, each edge occurs in three different such lists. We assume that the
occurrences of the same edge in different lists are appropriately joint by pointers to enable removal of the
edge from all three lists in a constant time. More precisely, if we want to remove an edge, say e, from a
list, we first find using the pointers (in a constant time) the remaining two occurrences of e in the lists. To
remove the edge e from each of these list, it suffices to redirect appropriately the links of the predecessor
and the successor of e. It can be done in a constant time as the lists are double linked. The lists I[c] can
be easily constructed in time O(m), where m = |E(H)|, if H is given in any standard way (e.g. by a list
of edges or by incidence lists, i.e. lists defined for every vertex and consisting of all the edges containing
this vertex).

Lemma 5 The algorithm DF -tree can be implemented to run in time O(m), where m is the number of
edges in the input hypergraph.

Proof: We assume that the input hypergraph H is represented by the lists I[c], for every c ∈ F (H).
Clearly, the number of passes of the loop in line 1 is equal to m and each pass of this loop takes a

constant time. In each pass of the while loop either one edge is inserted onto S (see line 9) or one is
removed (see line 12). Thus, as the graph G(H) is connected, the number of passes of the loop in lines
6-12 is 2m− 1 because each edge of H is one time inserted onto S and one time removed.

In each pass of this loop checking if the condition in line 8 is satisfied and finding the appropriate edge
g can be implemented to run in a constant time by using the lists I[c], c ∈ F (f). After finding an unvisited
edge g in one of these three lists I[c], we remove the edge g from the lists containing it. This way each
time the condition in line 8 is checked for an edge f , each list I[c], c ∈ F (f), contains unvisited edges
only (or is empty). So, every execution of line 8 takes a constant time. It is quite straightforward to check
that all the remaining instructions inside the loop in lines 6-12 take constant times.

Thus, the running time of the algorithm DF -tree is indeed O(m). 2
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Lemma 6 The algorithm Dismantle can be implemented to run in time O(m), where m is the number
of edges in the input hypergraph.

Proof: By Lemma 5, line 1 of the algorithm Dismantle runs in time O(m). Moreover by the same
argument as in the proof of Lemma 5, we show that the number of passes of the loop in lines 7-21 of the
algorithm Dismantle is 2m− 1. Each instruction in this loop takes a constant time (for the instruction in
line 9 it follows from Corollary 1), so the running time of the algorithm Dismantle is indeed O(m). 2

Let C be the input list for the algorithm Walk and let m be the number of edges in the strongly
connected hypergraph induced by the union of the edges of the walks in the list C. We shall show now
that the algorithm Walk can be implemented to run in time O(m). We represent walks as doubly linked
lists and tours as doubly linked cyclic lists of consecutive vertices and edges of these walks or tours. To
reach a linear running time of the algorithm, we need a data structure which, for a given edge and a given
partition of the edge set of a hypergraph into walks, enables us to find in a constant time the unique walk
containing this edge and the position of this edge in this walk. Therefore, for a partition C of the set of
edges of a hypergraph into walks, we define an array JC indexed with edges of the hypergraph. For every
edge e of the hypergraph, JC [e] = (We, pe), where We is the walk in C which contains the edge e and pe
is a pointer to the edge e on the list representing the walk We.

Lemma 7 Let H be a strongly connected hypergraph and C a list of walks whose sets of edges form a
partition of the edge set of H . Moreover, at most one of the walks in C is not a tour. The algorithm
Walk(C) can be implemented to run in time O(m), where m is the number of edges in H .

Proof: We assume that the hypergraph H is represented by the lists I[c], for every c ∈ F (H). At start of
the algorithm we create the data structure JC . Clearly, it can be done in time O(m).

Obviously, finding the walk in line 1 of the algorithm Walk(C) takes O(m) time and executing the line
2 can be implemented to run in a constant time.

We observe that in each pass of the while loop exactly one walk is removed from the list C, so the
number of passes of this loop is bounded by m. After removing a walk from the list C (in lines 2 and 7),
we shall delete the edges of this walk from all the lists I[c], c ∈ F (H). Since every edge of H belongs
to exactly one walk in C, the total number of such deletions is bounded by 3m. Due to these removals, at
start of every execution of the while loop, the lists I[c] contain only the edges of the hypergraph H which
do not belong to the current walk P .

We shall show now that the total time needed for all executions of line 4 of the algorithm Walk is
O(m). We use the observation made in the preceding paragraph that e and f is a pair of edges described
in line 4 of the algorithm if and only if |e ∩ f | = 2 and at the moment of execution of line 4, f is in one
of the lists I[c], where c ∈ F (e), and e is an edge of the walk P . Thus, in each execution of line 4, we
search for an edge e in the walk P such that for some c ∈ F (e), the list I[c] is nonempty and if it is, we
choose f to be the first edge in this list. We do this search for such an edge e in the following order. First
we check the edges of the walk assigned to the variable P in line 1, next the edges added to the walk P
(in line 6) in the first pass of the while loop, next the edges added to the walk P in the second pass of
the loop, etc. We observe that, if for an edge e′ in P , I[c] = ∅, for some c ∈ F (e′), then I[c] = ∅ in all
executions of line 4 in the next passes of the while loop. Therefore, in executions of line 4 in each of the
remaining passes of this loop, we do not check such lists I[c] any more. We start the search for an edge e
satisfying the condition in line 4 from the next list I[c], for c ∈ F (e′), or from a list I(c′), for c′ ∈ F (e′′),
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where e′′ is the next edge in our order, if all the lists I[c], for c ∈ F (e′), are empty. This way no element
in the lists I[c], c ∈ F (H), is checked more than once. As the sum of numbers of elements in the lists
I[c] is 3m, the amount of time needed for all executions of line 4 in the algorithm is O(m).

Let us consider now line 6 of the algorithm Walk which contains a call of the algorithm Connect. The
data structure JC allows us to find all the vertices (x, u, v, t, and w) needed in the procedure Connect in
a constant time. The construction of the walk W in lines 4 and 12 of the algorithm Connect can be done
by redirecting a constant number of pointers in the linked lists representing the walk P and the tour C.
All these operations take a constant time, however after executing line 6 of the algorithm Walk, the data
structure JC has to be updated because we get a new partition of the edge set of H into walks. For each
edge e in the tour C, we have to change the value We of the walk containing the edge e (from C to P ).
Since, for every edge of the hypergraph H such an update is needed at most once, the total time necessary
for such updates is O(m).

Each execution of line 5 of the algorithm Walk takes a constant time because we use the data structure
JC . Moreover, obviously, we need a constant time to execute line 7. Therefore, as the number of passes
of the while loop is bounded by m, the running time of the algorithm Walk is O(m). 2

The linearity of the algorithm EulerWalk constructing an Euler walk in a strongly connected hyper-
graph follows now immediately from Lemmas 5 and 7.

Theorem 2 The algorithm EulerWalk finding an Euler walk in a strongly connected hypergraph can
be implemented to run in time O(m), where m is the number of edges in this hypergraph. 2

4 Final remarks
The linear time algorithm EulerWalk provides a constructive proof of existence of an Euler walk in a
strongly connected hypergraph. Let us observe however that we do not impose any conditions regarding
the ends of the constructed Euler walk. In Naroski [9] a linear time algorithm constructing an Euler tour
in a strongly connected hypergraph (if such a tour exists) was given. The algorithm is more technically
complicated and requires some new ideas. This algorithm can also be used to construct in linear time an
Euler ab-walk in a strongly connected hypergraph, for a specified pair of vertices a and b (if such a walk
exists).
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