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The direct product of two words is a naturally defined word on the alphabet of pairs of symbols. An infinite word is
uniformly recurrent if each its subword occurs in it with bounded gaps. An infinite word is strongly recurrent if the
direct product of it with each uniformly recurrent word is also uniformly recurrent. We prove that fixed points of the
expanding binary symmetric morphisms are strongly recurrent. In particular, such is the Thue-Morse word.
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1 Introduction
Let Σ = Σs = {0, 1, . . . , s − 1} be a finite alphabet, and x = x0x1 · · · ∈ ΣN0 be an infinite word on Σ
with indices in N0 = N ∪ {0}.

A word u is called a factor or a subword of a word v = v0v1 . . . if u = vivi+1 . . . vi+n for some i
and n. In this case we say the word u occurs in v at position i. A subword u occurs in an infinite word x
uniformly if u occurs in x infinitely many times and the distances between contiguous positions where it
occurs are bounded by some constant. An infinite word is uniformly recurrent if each its subword occurs
in it uniformly.

The given definition of uniform recurrence is a paraphrase in terms of words of the original definition
that came from works of Poincaré in classical mechanics and became the fundamental one of dynamics.
The reason why it is studied from such a perspective is that the notion of recurrence turns out to be very
useful in combinatorial number theory Furstenberg (1981). Applied to infinite words, it allows to prove
new Ramsey type results and improve some classical ones like theorems of Hidman, van der Waerden
and Szemeredi. At present time, uniform recurrence is a recognized property in factorial language theory,
theoretical computer science and symbolic dynamics.

The direct product of two infinite words (or words of the same length) x = x0x1 . . . on Σ and y =
y0y1 . . . on ∆ is the word x ⊗ y = 〈x0, y0〉〈x1, y1〉 . . . on the alphabet Σ × ∆. An infinite word x
is strongly recurrent if for each uniformly recurrent infinite word y the product x ⊗ y also is uniformly
recurrent. The property of strong recurrence is rare Furstenberg (1980) and not much is known on this
subject. In the present paper we prove that words of some classical construction meet this property. More
precisely, we speak of morphic sequences Allouche and Shallit (2003).
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A morphism ϕ : Σ∗ → ∆∗ is a mapping that obeys the identity ϕ(xy) = ϕ(x)ϕ(y) for all words
x, y ∈ Σ∗. We usually consider binary, i.e., Σ∗2 → Σ∗2 morphisms. A morphism ϕ : Σ∗ → ∆∗ is an
expanding one if for each a ∈ Σ the inequality |ϕ(a)| > 1 takes place.

A morphism is called uniform (m-uniform, where m > 1) if the images of all letters are of the same
length (equal to m). An m-uniform morphism ϕ : Σ∗ → Σ∗ is symmetric if for each i ∈ Σ we have
ϕ(i) = ϕ(0) ⊕ im, where ⊕ denotes the symbol-by-symbol addition modulo |Σ|. Such a morphism is
considered in Example 1. In the rest of the paper, when speaking of a symmetric morphism, we mean a
binary symmetric morphism.

Any expanding morphism ϕ : Σ∗ → Σ∗ generates the mapping ΣN0 → ΣN0 that maps an infinite word
x = x0x1 . . . to the word ϕ(x0)ϕ(x1) . . . . We denote it by the same letter ϕ for convenience. When the
word ϕ(a) begins with a for some a ∈ Σ, this mapping has fixed points, i.e., words satisfying x = ϕ(x).
These are exactly the words that can be obtained as limits limn→∞ ϕn(a) = ϕω(a) for such a ∈ Σ.

Example 1 A classical morphic sequence is the Thue-Morse word xTM = 01101001100101 . . . that is
a fixed point of the binary symmetric morphism ϕTM defined by ϕTM (0) = 01 and ϕTM (1) = 10. This
word can be obtained as a limit ϕωTM (0).

In this paper we prove that fixed points of the binary symmetric morphisms, in particular, the Thue-
Morse word are strongly recurrent.

2 Words, languages and products
The length of a word u = u0u1 . . . un−1 is n and is denoted by |u|. We call a subword occurring in a
word at position 0 a prefix of that word.

We use three equivalent Allouche and Shallit (2003) definitions of uniform recurrence.

Claim 1 For any infinite word x the following statements are equivalent:

1. each subword of x occurs in it uniformly

2. each prefix of x occurs in it uniformly

3. for each integer n there exists such m that all subwords of x of length n occur in each subword of
x of length m.

For an infinite word x, let us define the recurrence functionRx as the function that maps an integer n to
the smallest integer such that all subwords of x of length n occur in each subword of x of length Rx(n).
This function is well-defined if and only if the word is uniformly recurrent. A subword u of an infinite
word x is said to occur in x non-uniformly if x contains arbitrary long subwords where u does not occur.

Let us denote the set of all finite words on Σ by Σ∗, the set of all non-empty finite words by Σ+ and
the set of all words of length n by Σn.

A language is a subset of Σ∗. A language is factorial if it contains all subwords of its words. Let us
denote the language of factors of a word x by Fx and the set of symbols occurring in x by Σx. For a
language L, let us denote by ΩL the set of infinite words x such that Fx ⊆ L. It is convenient to use the
notation Ωx instead of ΩFx for an infinite word x.

The cantor distance between infinite words x and y on Σ is dc(x, y) = 2− inf{i : xi 6=yi}. Provided with
such a distance the set ΩL for an infinite factorial language L ⊆ Σ∗ is a compact metric space.

Let us give an example of the product of two uniformly recurrent words that is not uniformly recurrent.
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Example 2 Let the morphism ϕ be the one defined by ϕ(0) = 011 and ϕ(1) = 101. Let us consider its
fixed points x = ϕω(0) = 011101101101011101 . . . and y = ϕω(1) = 101011101011101101 . . .. They
are obviously uniformly recurrent but the word x⊗ y is not.

Indeed, the word x⊗y is the fixed point beginning with 〈0, 1〉 of the morphismϕ′ defined byϕ′(〈a, b〉) =
ϕ(a)⊗ ϕ(b) for a, b ∈ Σ2.

From the definition of ϕ′ we see that there are arbitrary long subwords of x ⊗ y which wholly consist
of symbols 〈0, 0〉 and 〈1, 1〉, hence the letter 〈0, 1〉 occurs in x⊗ y non-uniformly.

A set I ⊆ N0 is called thick if it contains arbitrary long intervals (subsets of the form {a, a+1, . . . , a+
n}). For example, if a subword occurs in an infinite word non-uniformly then the set of positions where
it does not occur is thick.

Let x = x0x1 . . . be an infinite word on Σ and I = {i0 < i1 < . . . } be a subset of N0. By xI we
denote the word xi0xi1 . . .. By x|I we denote the restriction of the function x : N0 → Σ to I .

Infinite words x and y are equivalent on the set I ⊆ N0 if there exists a bijection h : ΣxI ↔ ΣyI such
that h(x|I) ≡ y|I . In other words, h is a renaming of symbols such that the equality h(xi) = yi holds for
each i ∈ I . In this case we use the notation x 'I y. If these words are equivalent on the whole set N0,
we use the notation x ' y and call them just equivalent.

Claim 2 The direct product of strongly recurrent words is strongly recurrent.

Proof: Let infinite words x and y be strongly recurrent. The word (x⊗ y)⊗ z ' x⊗ (y⊗ z) is uniformly
recurrent for each uniformly recurrent word z. So x⊗ y is strongly recurrent by the definition. 2

Let us define the block representation of order m of an infinite word x on an alphabet Σ as the word
x[m] = x

[m]
0 x

[m]
1 . . . on Σm such that x[m]

i = ximxim+1 . . . xim+m−1.
An arithmetical subsequence of an infinite word x is an infinite word of the form xkxk+dxk+2d . . . for

arbitrary initial positions k > 0 and differences d > 1.
The following lemma belongs to the folklore, the proof can be found in Avgustinovich et al. (2003), for

example.

Lemma 1 An arithmetical subsequence of a uniformly recurrent word is uniformly recurrent.

We use its corollary.

Corollary 1 A block representation of a word is uniformly recurrent if and only if the word is uniformly
recurrent.

Proof: “If” part. Let an infinite word x = x0x1 . . . on an alphabet Σ be uniformly recurrent. Let us
consider the word x′ = x′0x

′
1 . . . on alphabet Σm such that x′i = xixi+1 . . . xi+m−1. The word x′ is

uniformly recurrent since for its recurrence function we have Rx′(n) = Rx(n + m − 1). The word
x[m] = x′0x

′
mx
′
2m . . . is an arithmetical subsequence of x′. Hence, by Lemma 4 it is uniformly recurrent.

“Only if” part. The word x can be obtained from the word x[m] by applying the evident m-uniform
morphism. The word x is uniformly recurrent since for its recurrence function we have Rx(n) 6
Rx[m](d nme+ 1). 2

An infinite word x = x0x1 . . . is periodic of a period m if xi = xi+m for each i.

Claim 3 Periodic words are strongly recurrent.
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Proof: Let x be a periodic infinite word of a periodm. Then for each uniformly recurrent word y we have
(x ⊗ y)[m] ' y[m]. Using Corollary 4 of Lemma 4 we obtain that x ⊗ y is uniformly recurrent. So, x is
strongly recurrent. 2

The left shift operator denoted by T maps an infinite word x = x0x1 . . . to the word Tx = x1x2 . . . .
Note that if an infinite word x is uniformly recurrent and y ∈ Ωx then there exists an increasing progres-
sion (ni)i∈N0

such that Tnix→ y.

3 Orbits of fixed points of binary symmetric morphisms
In this section we investigate the equivalence on a set relation between the Thue-Morse or a similar word
x and words from Ωx. The result (Lemma 5) is that if x 'I y holds for a thick set I ⊆ N0, a fixed point
x of a binary symmetric morphism and a word y ∈ Ωx then x ' y. This fact is a consequence of the
circularity (recognizability) of such a words that is described further.

Let us call an infinite word x (m, d)-circular if for each its subword u of length at least d all positions of
occurrences of u in x are equivalent modulo m. This is not the original definition introduced in Mignosi
and Séébold (1993) and Cassaigne (1994) but the particular case of it. We call a fixed point of an m-
uniform morphism circular if it is (d,m)-circular for some d.

Example 3 The Thue-Morse word xTM = 01101001100101 . . . is (2, 16)-circular since each of its
subwords of length at least 16 contains the subword 00 occurring in xTM only at odd positions.

The criterion for a fixed point of a morphism to be circular was formulated and proved in Frid (1998).
A straightforward corollary of the result of that work is

Lemma 2 If a fixed point of an expanding binary symmetric morphism is not circular then it is periodic.

If an infinite word x is periodic and x 'I y for some thick set I ⊆ N0 and y ∈ Ωx, then we obviously
have x ' y. So, let us concentrate on circular words.

Claim 4 Let x be an (m, d)-circular fixed point of a symmetric morphism ϕ and u, v ∈ Fx. The next
statements are true.

1. If u is a prefix of ϕ(v) and |u| > d then u occurs in x only at positions divisible by m.

2. If u ' v and |u| > d then the positions of occurrences of u and v are equal modulo m.

Proof: In the conditions of the first statement we have ϕ(v) occurring in x at positions divisible by m,
since x = ϕ(x). Hence, the word u occurs in x at positions divisible by m and only there, due to the
definition of circularity.

For the second statement one may consider words ϕn(0) ' ϕn(1) that occurs in x at positions divisible
bym. If n is large enough, the word u occurs in ϕn(0) at some position k. Obviously, in this case v occurs
in ϕn(0) or ϕn(1) at the same position. Hence the statement is true due to the definition of circularity. 2

The basis of the main lemma is the following claim.

Claim 5 Let x be a circular fixed point of an m-uniform symmetric morphism ϕ. Then for each y ∈ Ωx
there exist a unique word z = z(y) ∈ Ωx and a unique number t = t(y) < m such that y = T tϕ(z).
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Proof: Let x be (m, d)-circular. Then for the fixed point x and an arbitrary integer n we have ϕ(Tnx) =
Tmnϕ(x) = Tmnx.

Let us consider a sequence (ni)i∈N0 of integers such that Tnix → y. Since x is circular, there are
integers i0 and t < m such that for all i > i0 we have ni = t mod m. Hence, the sequence (T

ni−t
m x)i>i0

of words is well-defined.
Due to the compactness of ΣN0 , there exists a subsequence (T

ni−t
m x)i∈I⊆N0

that converges to some
word z. Obviously, z ∈ Ωx. For such a word z we have

T tϕ(z) = T tϕ(lim
i∈I

T
ni−t
m x) = T t lim

i∈I
ϕ(T

ni−t
m x) = T t lim

i∈I
Tni−tx = y .

Suppose that some z′ ∈ Ωx and t′ < m satisfy y = T t
′
ϕ(z′).

Applying Claim 4 to prefixes of ϕ(z) and ϕ(z′) we find that y0y1 . . . yd−1 occurs in x at positions equal
to t and t′ modulo m. So, t = t′ by the d-circularity of x.

The morphism ϕ is symmetric hence T tϕ(z) = T tϕ(z′) implies z = z′. 2

When σ = (σk)k∈N is an infinite sequence of numbers satisfying 0 6 σk < m for any k, let us denote
by Sσ(i) the sum

∑i
j=1m

j−1σj . The statement of Claim 5 can be improved the following way.

Lemma 3 Let x be a circular fixed point of an m-uniform symmetric morphism ϕ. Then for each y ∈ Ωx
there exist a unique sequence (σi)i∈N of integers and a unique sequence (y(i))i∈N of words, where 0 6
σi < m and y(i) ∈ Ωx for each i, such that

y = TSσ(i)ϕi(y(i)) for every i ∈ N . (1)

Proof: Applying Claim 4 iteratively we can obtain sequences (σi)i∈N of integers and (y(i))i∈N of words,
where 0 6 σi < m and y(i) ∈ Ωx for each i, such that y(i) = Tσi+1ϕ(y(i+1)) for each i ∈ N0 (supposing
y(0) = y). By the statement of Claim 4, sequences satisfying such a property exist and are unique.

As it is easy to see

y =Tσ1ϕ(y(1)) = Tσ1ϕ(Tσ2ϕ(y(2))) = Tσ1+mσ2ϕ2(y(2)) = . . .

. . . = TSσ(i)ϕi(y(i)) = . . . .

2

We call such a sequence (σi)i∈N the characteristic sequence of y and denote it by σ(y). We use this
characteristic to prove that if a word y ∈ Ωx is equivalent on a thick set to the fixed point x of a binary
symmetric morphism then y is either x itself or the another fixed point of this morphism.

The characteristic sequence of the fixed point itself is a sequence of 0. One may expect the same from
characteristic sequences of words that are equivalent on a thick set to the fixed point and it is true.

Lemma 4 Let x be a circular fixed point of a symmetric morphism ϕ and y ∈ Ωx. If x 'I y for a thick
set I ⊆ N0 then σ(y) consists only of 0.

Proof: Let x be (m, d)-circular. Suppose σ1 6= 0. In this case y = Tσ1ϕ(y(1)).



6 Pavel V. Salimov

The set I is thick hence it contains the interval B = {mj +m− σ1,mj +m− σ1 + 1, . . . ,mj +m−
σ1 + d− 1} for some j. Let us consider the word u = yB that is equal to xB . Due to the part 2 of Claim
4 the word u occurs in x only at positions equal to m− σ1 modulo m.

On the other hand, we have u = ϕ(v) where v = y
(1)
j+1y

(1)
j+2 . . . y

(1)
j+d is a subword of x. Due to the

part 1 of Claim 4, it implies that u occurs in x at positions divisible by m. This is the contradiction to the
circularity of x.

Suppose now, that a number i is the minimal satisfying σi 6= 0.
By Lemma 3, there exists a unique word y′ ∈ ΩFx such that y = Tm

i−1σiϕi(y′) = ϕi−1(Tσiϕ(y′)).
For the fixed point x we have x = ϕi−1(x).

Since the morphism ϕ is symmetric, the statement ϕi−1(Tσiϕ(y′)) 'I ϕi−1(x) implies the existence
of a thick set I ′ such that Tσiϕ(y′)) 'I′ x. Doing the same reasoning as we did for the case i = 0 we
shall have the contradiction σi = 0. 2

Now we are ready to prove the main lemma of this part. Using that equality of some word y ∈ Ωx on
a thick set to the fixed point x implies that σ(y) ≡ 0, we will prove that equality on a thick set of some
word to the fixed point implies equality of this words on the whole set N0.

Lemma 5 Let x be a fixed point of a symmetric morphism and y ∈ ΩFx . Then for each thick set I ⊆ N0

the statement x ' y follows from x 'I y.

Proof: If x is periodic, the statement of the lemma is obviously true. So, due to Lemma 2, we may restrict
ourselves to the case x being circular.

Lemma 4 states that in this case σ(y) consists only of 0. By Lemma 3, for each i there is a word y(i)

satisfying y = TSσ(i)ϕi(y(i)) = ϕi(y(i)). Hence the sequence (ϕi(y
(i)
0 ))i∈N of finite words is a sequence

of growing prefixes of y and y = limi→∞ ϕi(y
(i)
0 ).

The morphism ϕ is symmetric and has fixed points that implies ϕ(a)0 = a for each a ∈ Σ2. In view of
this fact we have y(i)0 = y0 and y = limi→∞ ϕi(y0).

So, y is either x itself or another fixed point of ϕ and therefore x ' y. 2

We conclude this section with the remark that a little bit more general statement than Lemma 5 can be
proved using the same technique. It can be proved that if words y, y′ ∈ Ωx are equivalent on a thick set I
for a fixed point x of a binary symmetric morphism then there is an integer t ∈ N0 such that T ty ' T ty′.

4 Strong recurrence of fixed points of binary symmetric morphisms
We start proving strong recurrence of fixed points of the binary symmetric morphisms with an observation
of some case of not uniformly recurrent product.

Lemma 6 If the product x⊗y of uniformly recurrent words x and y is not uniformly recurrent and x 'I y
for some thick set I , then there exists a word x′ ∈ Ωx such that x ⊗ x′ is not uniformly recurrent and
x 'I x′.

Proof: Let a bijection h : ΣxI ↔ ΣyI be such that h(xi) = yi for each i ∈ I .
The thick set I contains arbitrary large intervals of N0, in particular, larger than Rx(1) and Ry(1).

Therefore, for each symbol a ∈ Σx ∪Σy there is an integer i ∈ I such that either xi = a or yi = a. So, h
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is a bijection between whole alphabets Σx and Σy and the uniformly recurrent word x′ = h−1(y) is well
defined. By the definition of x′, we have x′|I ≡ x|I .

Since the set I is thick, it contains an interval B = {i, i+ 1, . . . , i+Rx′(n)− 1} for each n and some
i = i(n). The word x′ is uniformly recurrent thus each of its subwords of length n occurs in the word x′B .
Hence, the statement x′B = xB implies Fx′ ∩ Σnx ⊆ Fx ∩ Σnx . Therefore, x′ ∈ Ωx.

The product x⊗ x′ is not uniformly recurrent because x⊗ x′ ' x⊗ y. 2

Now we came to the proof of the main result of this paper.

Theorem 1 Fixed points of the binary symmetric morphisms are strongly recurrent.

Proof: Let a word x is the fixed point of an m-uniform symmetric morphism ϕ and y be a uniformly
recurrent word. Without lose of the generality we may assume that x = ϕω(0) and 1 occurs in x.

The idea of the proof is to show that if the product x ⊗ y is not uniformly recurrent then there exists
a uniformly recurrent word x′ ∈ Ωx such that the product x ⊗ x′ again is not uniformly recurrent and
x 'I x′ for some thick set I . This is a contradiction to the statement of Lemma 5.

Note that x[m
i] ' x for each i since x satisfy x = ϕi(x) as a fixed point. The bijection between Σx[mi]

and Σx that realizes the equivalence maps ϕi(0) to 0 and ϕi(1) to 1.
Suppose that the product x ⊗ y is not uniformly recurrent and some prefix p of x ⊗ y occurs in it

non-uniformly. Let an integer k satisfies mk > |p|.
Consider the word z = y[mk] that is uniformly recurrent by Corollary of Lemma .
Suppose that (x⊗ z)i = 〈0, z0〉 for some i. Since x⊗ z ' x[m

k] ⊗ z ' (x⊗ y)[m
k], it implies that p

occurs in x⊗ y at the position imk. Thus the symbol 〈0, z0〉 occurs in x⊗ z non-uniformly.
Now, let us consider the word z′ = z[m

l], where the integer l satisfies ml > Rz(1). The word z′ is
uniformly recurrent by Corollary of Lemma .

Each symbol u of Σz′ is a word u0u1 . . . uml−1 on Σz that contains the symbol z0 ∈ Σz .
Let us define a morphism ψ : Σ∗z′ → {0, 1}∗ by the following way. Let ψ(u) = 1 if and only if

the word ϕl(0) ⊗ u0u1 . . . uml−1 contains the symbol 〈0, z0〉. Otherwise, let ψ(u) = 0 (in this case the
symbol 〈0, z0〉 occurs in the word ϕl(1)⊗ u0u1 . . . uml−1 since ϕ is symmetric).

Let us consider the word y′ = ψ(z′) that obviously is uniformly recurrent.
Since the symbol 〈0, z0〉 occurs non-uniformly in the product x⊗ z, there are arbitrary large subwords

of x[m
l] ⊗ y′ that contains symbols 〈ϕl(0), 0〉 and 〈ϕl(1), 1〉 only. That implies the existence of a thick

set I such that x[m
l] 'I y′. Using the fact x[m

l] ' x we obtain x 'I y′.
The word x⊗ y′ is not uniformly recurrent since x⊗ y′ ' x[ml] ⊗ y′ and x[m

l] ⊗ y′ contains arbitrary
large subwords where the symbol 〈ϕl(0), 1〉 does not occur.

By Lemma 6 there exists a word x′ ∈ Ωx satisfying to x 'I x′ for the thick set I and the product x⊗x′
is not uniformly recurrent. On the other hand, we have x ' x′ by Lemma 5 and hence x⊗x′ is uniformly
recurrent. This is a contradiction we obtain supposing that x⊗ y is not uniformly recurrent. 2

5 Conclusion
The problem of uniform recurrence of a direct product is still far from a solution.

We prove strong recurrence for the very particular classical case of infinite words. The same is true
and will be done in subsequent papers for another classical constructions like Sturmian words (and some
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of its generalizations) and words constructed from strongly recurrent words by “Toeplitzation” method
(including the Toeplitz words themselves). The problem is still open for interval exchange words that are
another generalization in some sense of Sturmian words.
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