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SUMMARY

In this paper the problem of continuous and discrete state estimation for a class of linear switched systems
with additive faults is studied. The class of systems under study can contain non-minimum phase zeroes in
some of their “operating modes”. The conditions for exact reconstruction of the discrete state are given using
structural properties of the switched system. The state-space is decomposed into the strongly observable part,
the nonstrongly observable part and the unobservable part,to analyze the effect of the unknown inputs. State
observers based on high-order sliding-mode to exactly estimate the strongly observable part and Luenberger-
like observers to estimate the remaining parts are proposed. For the case when the exact estimation of the
state cannot be achieved, the ultimate bounds on the estimation errors are provided. The proposed strategy
includes a high-order sliding-mode-based fault detectionand a fault identification scheme via solution of a
Volterra integral equation. The feasibility of the proposed method is illustrated by simulations. Copyrightc©
2013 John Wiley & Sons, Ltd.

Received . . .

KEY WORDS: Switched systems; Fault detection and identification; Non-minimum phase; High-order
sliding-mode.

1. INTRODUCTION

1.1. Nomenclature

The following nomenclature is used in the paper.

• FD = Fault Detection (FD indicates that something is wrong in the system)
• FI = Fault Isolation (FI determines the location and the fault type)
• FId = Fault Identification (FId determines the magnitude and shape of the fault)
• FDI = Fault Detection and Isolation
• FDId = Fault Detection and Identification

∗Correspondence to: H. Rı́os, National Autonomous University of Mexico, Department of Control Engineering
and Robotics, Division of Electrical Engineering, Engineering Faculty, C.P. 04510, México, D.F., Mexico. Email:
hectorrios@comunidad.unam.mx
∗A preliminary version of this work has been presented in [1].
†The work has been done during a research stay of the first author at University of Bordeaux, France.
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2 H. RÍOS ET AL.

• FTC= Fault Tolerant Control
• HOSM= High-Order Sliding-Mode
• HS= Hybrid Systems
• LMI = Linear Matrix Inequality
• LTI = Linear Time Invariant
• LSS= Linear Switched Systems
• NSS= Nonlinear Switched Systems
• NMP = Non-Minimum Phase
• SMC= Sliding-Mode Control
• SS= Switched Systems
• VIE = Volterra Integral Equation

1.2. Antecedents and Motivation

The HS whose behavior can be represented by the interaction of continuous and discrete dynamics,
have been widely studied during the last decades. This kind of systems can be used to describe a
wide range of physical and engineering systems. Much attention has been focused on the problems
of stability and stabilization (see, for example [2], [3], [4]). An important class of HS is comprised
of SS whose dynamics consists of a finite number of subsystemsand a logical rule that drives the
switchings between these subsystems.

Observation of SS (i.e. the estimation of the continuous anddiscrete states) is also of great interest
in many control areas. This problem has been studied by many authors using different approaches.
The main difference is related to the knowledge of the activediscrete state: some approaches
consider only continuous state uncertainty with known discrete state, while others assume that both
of them are unknown. In [5] and [6] a Luenberger observer approach and a HOSM observer for LSS
are proposed for the known discrete state case. In [7] the problem of the simultaneous state and input
estimation for SS subject to input disturbances is addressed by an algorithm based on the moving
horizon estimation method. For unknown discrete state, based on strong detectability and using
an LMI approach, in [8] two state observers are designed for some classes of LSS with unknown
inputs. To Markovian jump singular systems, another class of SS, in [9] an integral sliding mode
observer is designed to estimate the system states, and a sliding mode control scheme is synthesized
for the reaching motion based on the state estimates. Considering that the output and an initial state
are available, in [10] necessary and sufficient conditions for a SS to be invertible are proposed, i.e.
condition for recovering the switching signal and the inputuniquely. In the same context, a nonlinear
finite time observer to estimate the capacitor voltage for multicellular converters, which have a
switched behavior, is proposed by [11]. In [12] a hybrid adaptable observer is proposed that is able
to estimate the state for locally Lipschitz systems with application on mechanical oscillators. In [13],
based on the nonhomogeneous HOSM approach, a robust observer for the unknown and exogenous
switching signal is proposed to solve the problem of continuous and discrete state estimation for
a class of NSS. A Nonlinear observer synthesis based on second-order SMC for autonomous SS
with jumps is proposed in [14]. In [15] and [16] observability conditions for some classes of SS
and a design of hybrid observers to reconstruct both continuous and discrete states are presented.
Considering that the continuous state is known, an algorithm for the discrete state reconstruction in
uncertain NSS is presented in [17] based on sliding-mode control theory. Sliding mode observers
producing suitable residual signals for the problem of simultaneous discrete and continuous state
reconstruction in LSS are proposed by [18]. A robust observer is proposed in [19] that is able to
estimate the continuous, discrete state, and unknown inputs for autonomous NSS based on HOSM
observers.

The issue of model-based FDI in dynamic systems has been an active research area during the
last three decades (see, for example [20] and [21]). A typical failure detection process includes
residual generation and evaluation. A huge number of publications about FDI problem exist (see for
example [22], [23], [24], and the references there in). Residual generation schemes, where the output
error between the system and the observer is analyzed to formthe residuals, have been extensively
studied (see, for example [25], [26] and [27]). In the last decades, observer-based FDI schemes that

Copyright c© 2013 John Wiley & Sons, Ltd. Int. J. Adapt. Control Signal Process.(2013)
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HOSM-BASED FD AND FID VIA VOLTERRA INTEGRAL EQUATION 3

incorporate different control approaches have been developed [28]. In SMC theory the most recent
contributions have been presented by [29], [30], [31], [32] and [33]. Most of these works formulate
actuator or sensor FId as additional unknown input and exploit the inherent robustness properties of
SMC to a certain class of uncertainties, including its ability to directly handle actuator faults.

An FDI methodology that uses structured parity residuals for SS is proposed in [34]. For the
feasibility of proposed methodology the authors propose the definition of discernability that is
similar to the concept of observability in LTI systems. In [35] based on a hybrid automata model
that parameterizes abrupt and incipient faults, an approach for diagnoser design is presented. The
diagnostic system architecture that integrates the modeling, prediction, and diagnosis components
is described. A methodology for detection and isolation of faults to control SS using a diagnoser is
presented in [36]. The notion and conditions of diagnosability of SS in the hybrid input output
automata framework is addressed, based on the previous diagnosability notion. The work [37]
developed techniques for fault diagnosis in SS based on a knowledge-based and bond graphs
approach. In [38] a robust hybrid observer is proposed for a class of uncertain nonlinear SS with
unknown mode transition functions, model uncertainties and unknown disturbances. The transition
detectability and mode identifiability conditions are studied. Based on hybrid observer, a robust
fault diagnosis scheme is presented for faults modeled as discrete modes with unknown transition
functions. In [39] a model-based FDI using multiple hypothesis testing is proposed for a stochastic
linear SS. A residual generation filter is proposed that generates a residual vector with zero mean
and a known covariance when the stochastic linear SS matchesthe system dynamics. For a class
of nonlinear SS with faults and parametric uncertainties, in [40] an observer is designed whose
estimation error is not affected by faults, and an observer-based fault tolerant tracking controller
is proposed to make the outputs asymptotically track the reference signals for bounded states. In
[41] the failure detection and reconstruction is formulated asan unknown input problem and an
algorithm for the invertibility of NSS is proposed. A robusthybrid observer for LSS with known
active mode, unknown inputs and modeling error is presentedin [42]. The proposed observer is
synthesized for the task of robust fault detection as aH∞ model-matching problem. Recently, in
[43] a residual generator-based robust fault detection filter is used for the problem of design a fault
detection system for SS with unknown inputs and known switching signal. The residual generator
design is formulated as an optimization problem, and solvediteratively by LMI. In [44] algorithms
for robust estimation and FDI for a class of stochastic SS is presented. The robust hybrid estimation
algorithm is designed for two kinds of discrete state transition models: the Markov-jump transition
model whose discrete transition probabilities are constant and the state-dependent transition model
whose discrete state transitions are determined by some guard conditions.

1.3. Main Contributions

In the most of the above mentioned schemes, faults are modelled as discrete state, i.e. an SS as the
result of the interaction between a system and possible faults (system + faults = SS), and not an SS
interacting with faults (SS + faults) that is more complicated.

In this paper a solution of the problem of state estimation for LSS subject to additive faults and
possibly unstable invariant zeroes (NMP systems with respect to unknown inputs or additive faults)†

is presented. State observers based on HOSM to exactly estimate the strongly observable part and
Luenberger-like observers to estimate the remaining partsare proposed. The exact estimation of
the continuous state allows to realize a finite time and exactestimation of the discrete state in the
presence of additive faults. Moreover, the proposed strategy includes a HOSM-based FD composed
by a residual generator helped by a bank of observers, and an FId scheme via numerical solution of
a VIE.

†See, for example [45] for the observation problem for a class of NMP causal nonlinear systems.

Copyright c© 2013 John Wiley & Sons, Ltd. Int. J. Adapt. Control Signal Process.(2013)
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4 H. RÍOS ET AL.

1.4. Structure of the paper

The paper has the following structure. Section2 deals with the problem statement and some
preliminaries are recalled. In section3 the system transformation is proposed. The observer design
is presented through the section4. The problem of discrete state estimation is analyzed in section 5.
The FDId problem is carried out in section6. The simulation results are shown in section7. Finally,
some concluding remarks are given in section8.

2. PROBLEM STATEMENT

Consider the following LSS with faults:

ẋ(t) = Aj(x(t))x(t) +Bj(x(t))u(t) + Ej(x(t))f(t),
y(t) = Cj(x(t))x(t),

(1)

wherex ∈ X ⊆ ℜn is the state vector,u ∈ U ⊆ ℜp is the known input vector,y ∈ Y ⊆ ℜm is the
output, andf ∈ F ⊆ ℜm is the fault vector, which is bounded, i.e.‖f(t)‖ ≤ f+ < ∞. The so-called
“discrete state”j(x(t)) : ℜ → Q = {1, ..., q} determines the current system dynamics among the
possibleq “operating modes”, i.e.{A1, B1, C1, E1}, {A2, B2, C2, E2}, ... , {Aq, Bq, Cq, Eq}. The
discrete state is generated by a scalar function of the system states (the switching signal) defined as

j(x(t)) =



















1, ∀x | Hx ∈ H1,

2, ∀x | Hx ∈ H2,
...
q, ∀x | Hx ∈ Hq,

(2)

where H is a known matrix,H1, H2, ..., Hq ⊆ H ∈ ℜ are known convex disjoint subsets,
respectively. Notice that for every value of the continuousstatex(t) there is only one single value
of the discrete statej(x(t)), i.e. the discrete state is distinguishable by definition.

In this paper the studied problems are the following:

• Estimation of the continuous statex(t).
• Estimation of the discrete statej(x(t)).
• Fault detection.
• Fault identification.

2.1. Preliminaries

2.1.1. Notation. The following notation is used. The pseudoinverse matrix ofF ∈ ℜn×m is defined
as F+ =

(

FTF
)−1

FT ∈ ℜm×n. For a matrixJ ∈ ℜn×m with n ≥ m and rank(J) = r, J⊥ ∈

ℜ(n−r)×n is defined as a matrix such that rank(J⊥) = n− r andJ⊥J = 0. The matrixJ⊥⊥ ∈ ℜr×n

corresponds to one of the full row rank matrices such that rank(J⊥⊥) = r andJ⊥(J⊥⊥)T = 0. It

is clear that the matricesJ⊥ andJ⊥⊥ are not unique and that rank
[

(J⊥)T (J⊥⊥)T
]T

= n.

Denote byL∞ the set of all inputsν that satisfy‖ν‖ < ∞. Finally,⌈ν⌋r = |ν|r sign(ν).

2.1.2. Definitions. Some basic definitions for strong observability, strong detectability, invariant
zeroes, relative degree and dwell time are introduced in this section (see, for example [46], [47],
[48] and [2]).

Consider an LTI system

ẋ(t) = Ax(t) +Bu(t) + Ef(t),

y = Cx(t), (3)

wherex ∈ ℜn is the state,y ∈ ℜm is the output,f ∈ ℜm is an “unknown input” or a fault, and the
known matricesA,C andE have corresponding dimensions. In this case, it can be assumed, without
loss of generality, that the known inputu(t) is equal to zero.

Copyright c© 2013 John Wiley & Sons, Ltd. Int. J. Adapt. Control Signal Process.(2013)
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HOSM-BASED FD AND FID VIA VOLTERRA INTEGRAL EQUATION 5

Definition 1: The system (3) is called strongly observable if for any initial conditionx(0) and for
all unknown inputsf(t), the identityy(t) ≡ 0 ∀t ≥ 0 implies that alsox(t) ≡ 0 ∀t ≥ 0.

Definition 2: The system (3) is called strongly detectable if for any initial conditionx(0) and for
all unknown inputsf(t), the identityy(t) ≡ 0 ∀t ≥ 0 implies thatx(t) → 0 ast → ∞.

Definition 3: The complex numbers0 ∈ C is called an invariant zero of the triple(A,E,C) if
rank(R(s0)) < n+ rank(E), whereR(s) is the Rosenbrock matrix of system (1), i.e.

R(s) =

[

sI −A −E

C 0

]

.

Fact 1: The following statements are equivalent:

i) The system (3) is strongly observable.
ii) The triple (A,E,C) has no invariant zeroes.

Fact 2: The following statements are equivalent:

i) The system (3) is strongly detectable.
ii) The system is minimum-phase (i.e. the invariant zeroes of the triple(A,E,C) satisfyRe {s} <

0).

Now, basing on the given statements, we can define the set of unstable invariant zeroes of the
system (3) as the set of invariant zeroes of the triple(A,E,C) satisfyRe {s} ≥ 0. Moreover, notice
that if there exist unstable invariant zeroes, then the system (3) is not strongly detectable and non-
minimum phase either.

In the case whenE = 0, the notions of strong observability and strong detectability coincide with
observability and detectability, respectively. Now, introduce the observability matrix

O =
[

CT , (CA)T , · · · , (CAn−1)T
]T

.

Notice that system (3) is observable, independently of the unknown inputs, if andonly if rank(O) =
n. The unobservable subspace of the pair(C,A) is denoted byN and it is defined asN = ker(O).

Definition 4: The scalar valueλ0 ∈ ℑ is said to be an (C,A)-unobservable eigenvalue if

rank

(

λ0I −A

C

)

< n.

Definition 5: A pointx0 is called weakly unobservable if there exists an inputw(t), such that the
corresponding output satisfiesyw(t, x0) ≡ 0 ∀t ≥ 0. The set of all weakly unobservable points of
(3) is denoted byV∗ and is called the weakly unobservable subspace of (3).

The weakly unobservable subspace satisfies the following relations:

AV∗ ⊂ V∗ ⊕ E , CV∗ = 0, (4)

whereE denotes the image ofE. For any null-output(A,E)− invariant subspace, there exist a map
K̄ : X → W such that

(A+ EK̄)V∗ ⊂ V∗, CV∗ = 0. (5)

Definition 6: The outputy(t) is said to have a relative degree vector(r1, . . . , rm) with respect to
the unknown inputw(t) if

ciA
kE = 0, ∀k < ri − 1, (6)

ciA
ri−1E 6= 0, ∀i = 1, . . . ,m. (7)

Copyright c© 2013 John Wiley & Sons, Ltd. Int. J. Adapt. Control Signal Process.(2013)
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6 H. RÍOS ET AL.

and
detQ 6= 0,

Q =







c1A
r1−1E1 · · · c1A

r1−1Em

.. .
cmArm−1E1 · · · cmArm−1Em






,

(8)

whereci is thei− th row of matrixC, andEj is thej − th column of matrixE.

Definition 7: [2]. The minimal dwell time is a numberTδ > 0 such that the class of admissible
switching signals satisfy the property that the switching times t1, t2, . . . fulfill the inequality
tj+1 − tj ≥ Tδ for all j.

In this paper we study the systems whose hybrid time trajectories satisfies the minimal dwell
time definition. Moreover, it is assumed that the dwell time is sufficiently large or it is possible to
estimate it (see, for example [49] for the algebraic estimation of the switching times for LSS).

3. SYSTEM TRANSFORMATION

Based on the previous definitions, the following assumptionensures the possibility for state
estimation:

Assumption 1: All the (Aj(x(t)), Cj(x(t)))-unobservable eigenvalues satisfyRe {λ} < 0, for all
j ∈ Q andt ≥ 0.

It is clear that, as a consequence of the Assumption1, each subsystem is detectable. Even more,
the satisfaction of the above mentioned assumption ensuresthat the set of unstable invariant zeroes
does not belong to the set of(Aj(x(t)), Cj(x(t)))-unobservable eigenvalues, for allj ∈ Q.

Now, a suitable transformation to decompose the system intothe strongly observable part, the
nonstrongly observable part and the unobservable part is applied to each operating mode of the
system (1) (see, for example [50] and [48]). For simplicity, there will be omitted the index of the
discrete state. However, the transformation is applied foreach dynamics generated by the discrete
state.

Firstly, let us calculate a basis of the weakly unobservablesubspaceV∗ by means of the
computation of the matricesMi defined by the following recursive algorithm‡:

Mi+1 = N⊥⊥
i+1Ni+1, M1 = C,

Ni+1 = Gi

(

C

MiA

)

, Gi =

(

0p×q

MiE

)⊥

.

The algorithm ends when rank(Mi+1) = rank(Mi). Therefore, it is possible to defineMn =
Mn−1 = . . . = Mi. It was proven in [50] that V∗ = ker(Mn). Now, definenV := rank(Mn) with
Mn ∈ ℜnV×n. Then, form the matrixV ∈ ℜn×(n−nV) whose columns form a basis ofV∗.

Secondly, assume that the following assumption is satisfied:

Assumption 2: The output of the system (1) has a relative degree vector(r1, . . . , rm) such that
r1 + · · ·+ rm = nV .

Remark 1: Assumption2 is satisfied for all system, with full relative degree [51]. If it is not
satisfied, it is possible to apply alternative methods such that Molinari’s algorithm [48] .

‡The matrixN⊥⊥
i+1

is introduced to excluded the linearly dependent terms ofNi+1. Therefore,Mi+1 has full row rank
(see [48]).

Copyright c© 2013 John Wiley & Sons, Ltd. Int. J. Adapt. Control Signal Process.(2013)
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HOSM-BASED FD AND FID VIA VOLTERRA INTEGRAL EQUATION 7

According to Definition6 and Assumption2, it is possible to form the following matrixU ∈
ℜnV×n

U =
[

cT1 , (c1A)
T , · · · , (c1A

r1−1)T , · · · ,

cTm, (cmA)T , · · · , (cmArm−1)T
]T

. (9)

It is easy to see that rank(U) = nV . Now, from the matrixU , form the following matricesU1 ∈
ℜnV−m×n andU2 ∈ ℜm×n

U1 =
[

cT1 , (c1A)
T , · · · , (c1A

r1−2)T , · · · ,

cTm, (cmA)T , · · · , (cmArm−2)T
]T

, (10)

U2 =
[

(c1A
r1−1)T , · · · , (cmArm−1)T

]T
. (11)

Finally, form the matrixN whose columns form a basis of the unobservable subspaceN . It is clear
by Definition5 thatN ⊂ V∗. Therefore, it is possible to select a full column rank matrix V forming
a basis ofV∗ adapted toN , i.e.

V =
[

VN̄ , N
]

. (12)

DefinenN = dim(N ). Then,VN̄ ∈ ℜn×(n−nV−nN ) andN ∈ ℜn×nN . Moreover, matrixV satisfied
the following equalities

AV + EK∗ = V Q ⇔ (A+ EK̄∗)V = V Q, (13)

CV = 0, (14)

for some matrices̄K∗ ∈ ℜm×n, K∗ ∈ ℜm×(n−nV) andQ ∈ ℜ(n−nV)×(n−nV). Notice that (13)-(14)
are the matrix representations of the map (5), and thatV +V = I impliesK̄∗ = K∗V +, satisfying
(13).

The following nonsingular transformation matrix can be defined:

T :=
[

UT
1 , UT

2 , (VN̄
+)T , (N+)T

]T
. (15)

The transformation̄x(t) = Tx(t), with matrix T designed according to (15), transforms the
system (1) into the following form:












·
x̄11(t)
·
x̄12(t)
·
x̄21(t)
·
x̄22(t)













=







A11 A12 0 0
A21 A22 0 0
A31 A32 A33 0
A41 A42 A43 A44













x̄11(t)
x̄12(t)
x̄21(t)
x̄22(t)






+







B1

B2

B3

B4






u(t) +







0
E12

E21

E22






f̄(t), (16)

y(t) = C1

[

x̄11(t)
T , x̄12(t)

T
]T

, (17)

f̄(t) = f(t)−K∗
1 x̄21(t), (18)

wherex̄11(t) ∈ ℜnV−m, x̄12(t) ∈ ℜm, x̄21(t) ∈ ℜn−nV−nN , x̄22(t) ∈ ℜnN , K∗
1 ∈ ℜm×(n−nV−nN )

and






A11 A12 0 0
A21 A22 0 0
A31 A32 A33 0
A41 A42 A43 A44






= T (A+ EK̄∗)T−1,







0
E12

E21

E22






= TE,

C1 = C
[

(U+
1 )T , (U+

2 )T
]T

,

Copyright c© 2013 John Wiley & Sons, Ltd. Int. J. Adapt. Control Signal Process.(2013)
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8 H. RÍOS ET AL.

K∗ =
[

K∗
1 , 0

]

,
[

BT
1 , BT

2 , BT
3 , BT

4

]T
= TB.

For the system (16)-(18) it is possible to demonstrate that the set of invariant zeroes that do not
belong to unobservable subspaceN is equal to the set of eigenvalues of the matrixA33, and, the
set of invariant zeroes that belong to unobservable subspaceN is equal to the set of eigenvalues of
the matrixA44 (see, for example [52]). Notice that this transformation should be computed for each
operating modej ∈ Q.

4. OBSERVER DESIGN

The continuous and discrete state observers have been previously presented in [1]. However, in this
version, the detailed proofs of the theorems are described.

Consider the state estimation problem for a constant indexj(x(t)) = j∗ = const. Let us describe
the observer design for each partition of the statex̄(t).

4.1. State Observer for̄x11(t) and x̄12(t)

Consider the first two parts of the system (16)-(18) for j(x(t)) = j∗ with the partitionx̄1(t) =
[

x̄11(t)
T , x̄12(t)

T
]T

, i.e.

·
x̄1(t) = A1j∗ x̄1(t) + E1j∗ f̄1(t) +B12j∗u(t),
y(t) = C1j∗ x̄1(t),

(19)

where

A1j∗ =

[

A11j∗ A12j∗

A21j∗ A22j∗

]

, E1j∗ =

[

0
E12j∗

]

, B12j∗ =

[

B1j∗

B2j∗

]

.

In accordance with the structure of the transformation, thestates̄x1(t) forms the strongly observable
subspace. Then, the following observer forx̄1(t) could be designed (see [31])

x̂1j∗ (t) = z1j∗ (t) + P1
−1
j∗ νj∗(t), (20)

ż1j∗ (t) = A1j∗z1j∗(t) +B12j∗u(t) + L1j∗
(

y(t)− C1j∗z1j∗(t)
)

, (21)

ν̇j∗(t) = Wj∗(y(t)− C1j∗z1j∗(t), νj∗(t)), (22)

where z1j∗ (t),x̂1j∗ (t) ∈ ℜ
nVj∗ and the matrixL1j∗ ∈ ℜ

nVj∗
×m is selected such that matrix

(

A1j∗ − L1j∗C1j∗
)

= AL1j∗ is Hurwitz§. The distribution matrixP1j∗ takes the following structure

P1j∗ =
[

c1
T
j∗ , (c1j∗AL1 j∗)

T , · · · , (c1j∗AL1

r1j∗ −1

j∗ )T , · · · ,

cm
T
j∗ , (cmj∗AL1 j∗)

T , · · · , (cmj∗AL1

rmj∗
−1

j∗ )T
]T

. (23)

According to Assumption2 the condition rank(P1j∗) = nVj∗
is satisfied. The vectorνj∗(t) =

(

ν11j∗ , . . . , ν1r1j∗
, ν21j∗

, . . . , ν2r2j∗
, . . . , νm1j∗

, . . . , νmrmj∗

)

and the nonlinear functionWj∗ are

chosen using the HOSM differentiator (for more details, see[53])

ν̇k1j∗
= νk2j∗

− αk1j∗
Mkj∗

(t)
1

rkj∗

⌈

νk1j∗
− eykj∗

⌋

rkj∗−1

rkj∗

,

ν̇kij∗
= νk(i+1)j∗

− αkij∗
Mkj∗

(t)
1

rkj∗−i+1

⌈

νkij∗
− ν̇k(i−1)j∗

⌋

rkj∗−i

rkj∗
−i+1

, i = 2, . . . , rkj∗ − 1,

ν̇krkj∗
= −αkrkj∗

Mkj∗
(t)
⌈

νkrkj∗
− ν̇krkj∗

−1

⌋0

, ∀k = 1, . . . ,m, (24)

§Due to Assumption2 and Definition6 such matrixL1j∗ always exist.
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HOSM-BASED FD AND FID VIA VOLTERRA INTEGRAL EQUATION 9

whereeykj∗
(t) = yk(t)− ckz1j∗(t), and the constantsαkij∗

are chosen recursively and sufficiently
large. In particular, according to [54], one possible choice isαk6j∗

= 1.1, αk5j∗
= 1.5, αk4j∗

= 2,
αk3j∗

= 3, αk2j∗
= 5, αk1j∗

= 8, which is enough for the case thatrkj∗ ≤ 6, ∀k = 1, . . . ,m.

Remark 2: According to [54], if yk(t) is a (rkj∗)−times continuously differentiable signal with
a bounded Lebesgue measurable noisevk(t) ∈ L∞. Then, there exist0 ≤ tj∗ < ∞ and constants
µkij∗

, only dependent onαkij∗
andMkj∗

, such that for allt ≥ tj∗ , theνkij∗
in (24) satisfy

∣

∣

∣
νk(i+1)j∗

− e(i)ykj∗

∣

∣

∣
≤ µkij∗

‖vk‖

rkj∗−i+1

rkj∗
+1

∞ , ∀i = 0, . . . , rkj∗ , ∀k = 1, . . . ,m.

The continuous functionsMkj∗
(t) are known locally Lipschitz constants, at timet, for each

e
(rkj∗ )

ykj∗
, and they can be computed in the following way.

Proposition 1: There exist a timẽt and known positive functionsβk1j∗
(t), and constantsβk2j∗

,
βk3j∗

, kL1j∗
andλL1j∗

such that

∣

∣

∣

∣

e
(rkj∗ )

ykj∗

∣

∣

∣

∣

≤ Mkj∗
(t), ∀t > t̃, (25)

with

Mkj∗
(t) = βk1j∗

(t) + βk2j∗

∫ t

0

exp(−λL1j∗
(t− τ))

∥

∥f̄(τ )
∥

∥ dτ + βk3j∗
, ∀k = 1, . . . ,m. (26)

Proof
Due to matrixAL1j∗ is Hurwitz, there exist known positive constantskL1j∗

, λL1j∗
such that

∥

∥exp(AL1 j∗t)
∥

∥ ≤ kL1j∗
exp(−λL1j∗

t). Therefore, from the solution of the estimation error for
observer (21), i.e. ē1j∗ (t) = x̄1(t)− z1j∗(t), see (27), it is obtained

∥

∥ē1j∗ (t)
∥

∥ ≤ kL1j∗
exp(−λL1j∗

t)
∥

∥ē1j∗ (0)
∥

∥+
∥

∥E1j∗

∥

∥

∫ t

0

exp(−λL1j∗
(t− τ ))

∥

∥f̄(τ )
∥

∥ dτ ,

For an arbitrary constantλL1j∗
, there exists a timẽt such thatkL1j∗

exp(−λL1j∗
t)
∥

∥ē1j∗ (0)
∥

∥ is less

thanΓj∗(t), ∀t ≥ t̃. Thus

∥

∥ē1j∗ (t)
∥

∥ ≤ Γj∗(t) + kL1j∗

∥

∥E1j∗

∥

∥

∫ t

0

exp(−λL1j∗
(t− τ))

∥

∥f̄(τ )
∥

∥ dτ .

From above inequality and the output error dynamicse
(rkj∗ )

ykj∗
(t), see (30), the following inequality

is obtained

∣

∣

∣

∣

e
(rkj∗ )

ykj∗
(t)

∣

∣

∣

∣

≤ |ck|
∥

∥

∥
AL1

rkj∗

j∗

∥

∥

∥

(

Γj∗(t) + kL1j∗

∥

∥E1j∗

∥

∥

∫ t

0

exp(−λL1j∗
(t− τ ))

∥

∥f̄(τ )
∥

∥

)

+ |ck|
∥

∥

∥
AL1

rkj∗ −1

j∗

∥

∥

∥

∥

∥E1j∗

∥

∥

∥

∥f̄(t)
∥

∥ .

Thus, Proposition 1 is proven with βk1j∗
(t) = |ck|

∥

∥

∥
AL1

rkj∗

j∗

∥

∥

∥
Γj∗(t), βk2j∗

=

kL1j∗
|ck|

∥

∥

∥
AL1

rkj∗

j∗

∥

∥

∥

∥

∥E1j∗

∥

∥, andβk3j∗
= |ck|

∥

∥

∥
AL1

rkj∗ −1

j∗

∥

∥

∥

∥

∥E1j∗

∥

∥

∥

∥f̄(t)
∥

∥.

Taking into account the previous explanations, the following theorem can be stated.
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10 H. RÍOS ET AL.

Theorem 2: Let j(x(t)) = j∗ = const, and the observer (20)-(22) with the correction terms (24)
be applied to the system (19). Let Assumptions1 - 2 be satisfied. Then, provided that constantsαkij∗

are chosen properly andMkj∗
(t) are selected as in Proposition1, the state estimation error for̄x1(t)

converges to zero exactly and in a finite time, i.e.e1j∗ (t) = x̄1(t)− x̂1j∗ (t) = 0 ∀t ∈ [tj∗ , t1)
¶.

Proof
Let us define the estimation̄e1j∗ (t) = x̄1(t)− z1j∗(t). The dynamics of̄e1j∗ (t) is given by:

˙̄e1j∗ (t) = AL1j∗ ē1j∗ (t) + E1j∗ f̄(t), (27)

eyj∗
(t) = C1j∗eyj∗

(t). (28)

Due to Assumption2 it is always possible to compute matrixL1j∗ such that the matrixAL1j∗ is
Hurwitz.

Applying the transformationP1j∗ to the estimation error̄e1j∗ , the system (27) can be transformed
into

P1j∗ ˙̄e1j∗ (t) = P1j∗AL1 j∗ ē1j∗ (t) + P1j∗E1j∗ f̄(t). (29)

According to Assumption2 and the structure of the transformation, (29) can be rewritten as































ėy1j∗
(t)

...

e
(r1j∗ )
y1j∗

(t)
...

ėymj∗
(t)

...

e
(rmj∗

)

ymj∗
(t)































=





























c1j∗AL1j∗

...
c1j∗AL1

r1j∗

j∗

...
cmj∗AL1j∗

...
cmj∗AL1

rmj∗

j∗





























ē1j∗ (t) +





























0
...

c1j∗AL1

r1j∗ −1

j∗ E1j∗

...
0
...

cmj∗AL1

rmj∗
−1

j∗ E1j∗





























f̄(t). (30)

Notice that the derivatives ofeykj∗
(t) are estimated by the HOSM differentiator (24). Thus, if

Mkj∗
(t) are selected as in Proposition1, the differentiator converges (for more details see [53]),

therefore

P1j∗ ē1j∗ (t) = νj∗(t). (31)

The estimation of the variablēx1(t) is obtained by algebraic manipulation as

x̂1j∗ (t) = z1j∗(t) + P1
−1
j∗ νj∗(t). (32)

Therefore, the exact convergence to zero fore1j∗ (t) = x̄1(t)− x̂1j∗ (t) is obtained. Notice that if
there exists measurement noise, the state estimation errororder will be directly proportional to
order of the noise, as Remark2 shows.

Remark 3: Notice that it is possible to consider, in addition to the faults f(t), disturbances with
the same structural properties in its distribution matrix,i.e. f̄(t) = f(t) + d(t) −K∗

1 x̄21(t). The
observer (20)-(22) will keep on estimating exactly and in finite time the statex̄1 provided that
Proposition1 is satisfied (taking into account bounded disturbances, i.e. ‖d(t)‖ ≤ d+ < ∞, with a
known constantd+).

¶tj∗ is the time when the observer (20)-(22) has converged to zero, andt1 is the first switching time.
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4.2. State Observer for̄x21(t)

Let x̂21j∗ (t) be the state observer forx̄21(t) defined by

x̂21j∗ (t) = z2j∗(t) + L2j∗ x̂12j∗ (t), (33)

ż2j∗ (t) = Ā1j∗ x̂11j∗ (t) + Ā2j∗ x̂12j∗ (t) +AL2j∗ x̂21j∗ (t) + B̄2j∗u(t), (34)

where the estimations of̂x11j∗ (t) andx̂12j∗ (t) are provided by observer (20)-(22). The matrices in
(34) are defined by

Ā1j∗ = A31j∗ − L2j∗A21j∗ , (35)

Ā2j∗ = A32j∗ − L2j∗A22j∗ , (36)

AL2 j∗ = A33j∗ − E21j∗K
∗
1 j∗ + L2j∗E12j∗K

∗
1 j∗ , (37)

B̄2j∗ = B3j∗ − L2j∗B2j∗ . (38)

Then, the following theorem can be stated.

Theorem 3: Let j(x(t)) = j∗ = const be satisfied. Then, provided that the matrixL2j∗ is selected
such that the matrixAL2 j∗ is Hurwitz, the state estimation error for̄x21(t) is ultimately bounded by
a constantγj∗f

+, i.e.
∥

∥e21j∗ (t)
∥

∥ =
∥

∥x̄21(t)− x̂21j∗ (t)
∥

∥ ≤ γj∗f
+ ast → ∞.

Proof

From the dynamics
·
x̄12(t) in (16) it is obtained

E12j∗K
∗
1 j∗ x̄21(t) =

(

A21j∗ x̄11(t) +A22j∗ x̄12(t) +B2j∗u(t) + E12j∗f(t)
)

−
·
x̄12(t). (39)

Adding and subtractingL2j∗E12j∗K
∗
1 j∗ x̄21(t) in the dynamics

·
x̄21(t) it is obtained

·
x̄21(t) = Ā1j∗ x̄11(t) + Ā2j∗ x̄12(t) +AL2 j∗ x̄21(t) + B̄2j∗u+ EL2 j∗f(t) + L2j∗

·
x̄21(t), (40)

whereEL2j∗ = E21j∗ − L2j∗E12j∗ .
The dynamics errore21j∗ (t) = x̄21(t)− x̂21j∗ (t) is governed by

ė21j∗ (t) = AL2j∗e21j∗ (t) + EL2 j∗f(t). (41)

Thus,L2j∗ has to be selected such that the matrixAL2j∗ is Hurwitz. Finally, it is clear thate21j∗ (t)
is bounded by

∥

∥e21j∗ (t)
∥

∥ ≤ γj∗f
+, as t → ∞, (42)

with γj∗ =
kL2j∗

∥

∥

∥
EL2 j∗

∥

∥

∥

λL2j∗
, and the positive constantskL2j∗

, λL2j∗
such that

∥

∥exp(AL2 j∗t)
∥

∥ ≤

kL2j∗
exp(−λL2j∗

t).

Such matrixL2j∗ always exist if the pair
(

E12j∗K
∗
1 j∗ , A33j∗ − E21j∗K

∗
1 j∗

)

is detectable. To

prove this consider the Rosenbrock matrix of system (16)-(17), without faults, i.e.

R(s) =













sI −A11j∗ −A12j∗ 0 0
C11j∗ C12j∗ 0 0
−A21j∗ sI −A22j∗ E12j∗K

∗
1j∗ 0

−A31j∗ −A32j∗ sI −A33j∗ + E21j∗K
∗
1j∗ 0

−A41j∗ −A42j∗ −A43j∗ sI −A44j∗













.

Assumption1 implies thatA44j∗ is Hurwitz and the rank of matrixR(s) is full except for s
being an eigenvalue ofA44j∗ . Thus, it is clear that rank of the first column is equal tonVj∗

since the pair(C1j∗ , A1j∗) is observable; rank of the third column is equal tonNj∗
due to

Assumption1; then, rank of the second column is equal ton− nVj∗
− nNj∗

implying that the pair
(

E12j∗K
∗
1 j∗ , A33j∗ − E21j∗K

∗
1 j∗

)

is detectable and that matrixL2j∗ always exists.
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Remark 4: If there exists disturbancesEL2j∗d(t), the state estimation errore21j∗ (t) will be
bounded by

∥

∥e21j∗ (t)
∥

∥ ≤ γj∗f
+ + ςj∗d

+, as t → ∞, with ςj∗ positive known constant.

Remark 5: It is possible to formulate a constrained linear optimization problem in order to select
the matrixL2j∗ in such a way that the estimation errore21j∗ (t) is minimized.

4.3. State Observer for̄x22(t)

Without loss of generality it is assumed that

rank

[

E12j∗

E21j∗

]

= rank(E2j∗) = m.

Let x̂22j∗ (t) be the state observer forx̄22(t) defined by

x̂22j∗ (t) = z3j∗(t) + E22j∗E2
+
j∗

[

x̂12(t)
x̂21(t)

]

, (43)

ż3j∗ (t) = A41j∗ x̂11j∗ (t) +A42j∗ x̂12j∗ (t) +A43j∗ x̂21j∗ (t) +A44j∗ x̂22j∗ +B4j∗uj∗(t)

− E22j∗E2
+
j∗









(

A21j∗ x̂11j∗ (t) +A22j∗ x̂12j∗ (t)

+B2j∗u(t)
)

(

A31j∗ x̂11j∗ (t) +A32j∗ x̂12j∗ (t)

+A33j∗ x̂21j∗ (t) +B3j∗u(t)
)









, (44)

where the estimations of̂x11j∗ (t)− x̂12j∗ (t) andx̂21j∗ (t) are provided by observers (20)-(22) and
(33)-(34), respectively.

Then, the following theorem can be stated.

Theorem 4: Letj(x(t)) = j∗ = const and rank(E2j∗) = m be satisfied. Then, the state estimation
error for x̄22(t) is ultimately bounded by a constantδj∗f

+, i.e.
∥

∥e22j∗ (t)
∥

∥ =
∥

∥x̄22(t)− x̂22j∗ (t)
∥

∥ ≤
δj∗f

+ ast → ∞.

Proof
Since rank(E2j∗) = m, from (16), f̄(t) can be rewritten as

f̄(t) = E22j∗E2
+
j∗











·
x̄12(t)−

(

A21j∗ x̄11(t) +A22j∗ x̄12(t)

+B2j∗u(t)
)

·
x̄21(t)−

(

A31j∗ x̄11(t) +A32j∗ x̄12(t)

+A33j∗ x̄21(t) +B3j∗u(t)
)











.

The dynamics errore22j∗ (t) = x̄22(t)− x̂22j∗ (t), substitutingf̄(t), is governed by

ė22j∗ (t) = A44j∗e22j∗ (t) +A43j∗e21j∗ (t). (45)

SinceA44j∗ is Hurwitz, using (42), the errore22j∗ (t) is bounded by

∥

∥e22j∗ (t)
∥

∥ ≤ δj∗f
+, as t → ∞, (46)

with δj∗ =
k44j∗ ‖A43j∗‖

λ44j∗
γj∗ , and the positive constantsk44j∗

, λ44j∗ such that
∥

∥exp(A44j∗t)
∥

∥ ≤

k44j∗ exp(−λ44j∗ t).

Remark 6: If there exists disturbancesE22j∗d(t), the state estimation errore22j∗ (t) will be
bounded by

∥

∥e22j∗ (t)
∥

∥ ≤ δj∗f
+ + ̺j∗d

+, as t → ∞, with ̺j∗ positive known constant.
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4.4. Bank of Observers

To solve the continuous state estimation problem for the NMPsystem (1), the following bank of
observers is proposed

x̃1λ(t) = z1λ(t) + P1
−1
λ νλ(t), (47)

x̃21λ(t) = z2λ(t) + L2λx̃12λ(t), (48)

x̃22λ(t) = z3λ(t) + E22λE2
+
λ

[

x̃12(t)
x̃21(t)

]

, (49)

ỹ(t) = C1λx̃1(t), ∀λ = 1, . . . , q, (50)

wherex̃1λ(t), x̃21λ(t), x̃22λ(t) and theirs components are designed according to Section4. Now,
the following assumption is stated.

Assumption 3: Assume that the initial discrete state is known.

Theorems2, 3 and4 establish that thej∗ observer reconstructs the continuous state correctly, and
according to Assumption3 we know thej∗ observer has made it on the interval[0, t1). According
to [55], to know when thej∗ observer has converged it is sufficient to verify that the following
inequality is satisfied

∥

∥eỹj∗
(t)
∥

∥ ≤ ξj∗M
+
j∗h

nVj∗ , ∀t ∈
[

t1 − ξj∗t
h, t1

)

, (51)

where eỹj∗
= y − ỹj∗ , ξj∗ and ξj∗t

are positive constants,h is the sampling time andM+
j∗ =

max∀k=1,...,m(Mkj∗
(t)). It is natural to estimate the constantsξi∗ and ξi∗t

through simulation.
Thus, in this way it is possible to determine when thej∗ − th observer has converged to the correct
continuous state during the time intervalt ∈ [0, t1).

Then, the real estimated statex̂ is defined as follows:

x̂ = x̃j∗ , ∀t ∈ [tj∗ , t1).
‖ (52)

Due to the transformation̄x(t) = Tx(t), the bank of observers for the original state vector has to be
designed as:

x̂(t) = T−1
λ

[

x̃T
11λ

(t), x̃T
12λ

(t), x̃T
21λ

(t), x̃T
22λ

(t)
]T

. (53)

Theorem 5: The original state estimation error generated by the observer (53) and system (1) is
ultimately bounded by a positive constantρλf

+, i.e.

‖x̂(t)− x(t)‖ ≤
t→∞

ρλf
+. (54)

Proof
It is clear from Theorems (2), (3) and (4), and the coordinates combination that the error generated
by the estimation properties in the transformed coordinates is propagated in the original coordinates,
producing‖x̂(t)− x(t)‖ ≤ ρλf

+ with a positive constantρλ defined byδλ.

5. DISCRETE STATE ESTIMATION

Once the continuous state is estimated, the following discrete state observer is proposed:

λ(x̂) =



















1, ∀x̂ | Hx̂ ∈ H1

2, ∀x̂ | Hx̂ ∈ H2

...
q, ∀x̂ | Hx̂ ∈ Hq

, (55)

‖Notice that it is always possible to design the gainMj∗ (t) in such a way that inequalitytj∗ < t1 is satisfied.
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For each discrete statej define the observability matrix of the discrete state as

Qj =
[

HT , (HAj)
T , · · · , (HAn−1

j )T
]T

.

The exactly and finite time discrete state estimation is described by the following lemma.

Lemma 6: Under the statement of Theorem2, the discrete statej(x(t)) is estimated exactly and in
finite time if the following condition is satisfied

V∗
j ⊂ ker(Qj), ∀j = 1, . . . , q, (56)

whereV∗
j is the weakly unobservable subspace for eachj.

Proof
If (56) is satisfied, then there exist a matrixPQj

∈ ℜn×nVj such thatHx(t) = HTjPQj
x̄1(t).

According to exact and finite time convergence properties ofx̂1(t) described in Section4.1
Theorem2, the discrete state can be estimated exactly and in finite time by means of (55) with
Hx(t) = HTjPQj

x̄1(t).

Remark 7: Condition (56) implies that an exact estimation of the discrete state is achieved only if
the scalar functionj(x(t)) can be represented as a combination of the strongly observable states,
i.e. x̄11(t) andx̄12(t), as a consequence of the observer properties described by the Theorem2.

5.1. State Estimation On Switching Times

Let ti+ be the time instants after the switching timesti. In order to maintain the state estimation on
the switching times the following algorithm is proposed.

Proposition 7: The state estimation of system (1) is maintained in spite of the switchings if the
following reset equations are implemented in the bank of observers (47)-(50) for all λ 6= j∗

νλ(ti
+) = 0, (57)

z1λ(ti
+) = x̃1j∗ (ti), (58)

z2λ(ti
+) = x̃21j∗ (ti)− L2j∗ x̃12j∗ (ti), (59)

z3λ(ti
+) = x̃22j∗ (ti)− E22j∗E2

+
j∗

[

x̃12(ti)
x̃21(ti)

]

. (60)

Proof
In accordance with Theorem2, x̄1 is estimated exactly and in finite time by means ofx̃1j∗ . Thus,
the following equation is stated:

νj∗(ti
+) = P1j∗(x̃1j∗ (ti)− z1j∗(ti

+)). (61)

If reset equation (57) is applied to (24) on each switching time, then the trajectories always remain
in the sliding surface and the following equality is established:

νj∗(ti
+) = P1j∗(x̃1j∗ (ti)− z1j∗(ti

+)) = 0. (62)

Applying the reset equation (58) to each dynamics (21) for all λ 6= j∗, (62) is satisfied in each
switching timeti. Thus, the state estimation forx̄1 is maintained in spite of the switchings.

From (33), to maintain the estimation for̄x21(t) the following equality has to be satisfied:

x̃21j∗ (ti) = z2j∗ (ti
+) + L2j∗ x̃12j∗ (ti). (63)

Applying reset equation (59) to (33) for all λ 6= j∗, (63) is satisfied ande21λ remains bounded as in
(42).

From (43), to maintain the estimation for̄x22(t) the following equality has to be satisfied:

x̃22j∗ (ti) = z3j∗ (ti
+) + E22j∗E2

+
j∗

[

x̃12(ti)
x̃21(ti)

]

. (64)

Applying reset equation (60) to (43) for all λ 6= j∗, (64) is satisfied ande22λ remains bounded as in
(46).

Copyright c© 2013 John Wiley & Sons, Ltd. Int. J. Adapt. Control Signal Process.(2013)
Prepared usingacsauth.cls DOI: 10.1002/acs



HOSM-BASED FD AND FID VIA VOLTERRA INTEGRAL EQUATION 15

6. FAULT DETECTION AND IDENTIFICATION

The FDId scheme is based on the bank of observers (47)-(50) and discrete state observer (55). Once
the whole state has been estimated it is possible to make a decision test on the occurrence and a
possible FId∗∗.

6.1. Fault Detection Scheme

From dynamics̄x12(t) in (16), it is obtained:

˙̄x12(t)−
(

A21j(x̄)
x̄11(t) +A22j(x̄)

x̄12(t) +B2j(x̄)
u+ E12j(x̄)

f̄(t)
)

= 0. (65)

Substitutingf̄(t) and the estimated state in (65), in the fault-free case, the following expression is
obtained
(

˙̂x12(t) + ė12(t)
)

−
[

A21λ(x̂)
(x̂11(t) + e11(t)) +A22λ(x̂)

(x̂12(t) + e12(t))

+B2λ(x̂)
u− E12λ(x̂)

K∗
1λ(x̂)

(x̂21(t) + e21(t))
]

= 0, (66)

whereeij = x̄ij − x̂ij , i, j = 1, 2, are the estimation errors.
Let us define the following residual signal:

rλ(x̂)(t) = ˙̂x12(t)−
[

A21λ(x̂)
x̂11(t) + A22λ(x̂)

x̂12(t) +B2λ(x̂)
u− E12λ(x̂)

K∗
1λ(x̂)

x̂21(t)
]

. (67)

Notice that all the variables of the right-hand in (67) are available except̂̇x12(t) which can be
estimated using the differentiator (24) for nV = 1. In this way, it can be shown that

∥

∥r(t)λ(x̂)
∥

∥ ≤ ‖ė12(t)‖ +
∥

∥A21λ(x̂)
e11(t)

∥

∥+
∥

∥A22λ(x̂)
e12(t)

∥

∥ +
∥

∥

∥
E12λ(x̂)

K∗
1λ(x̂)

e21(t)
∥

∥

∥
, (68)

∥

∥r(t)λ(x̂)
∥

∥ ≤ r+
λ(x̂)(t), a.e., (69)

wherer+
λ(x̂)(t) is a constant for eachλ(x̂), that depends on the sampling timeh, the system and

observer parameters. It is possible to estimate eachr+
λ(x̂)(t) just calculating, by simulation, the value

of the right-hand expression in (67).

Remark 8: If there exists disturbances it would be necessary to take into account the bound of
the disturbances in the calculation of the threshold, i.e.

∥

∥r(t)λ(x̂)
∥

∥ ≤ r+
λ(x̂)(t) + ηλ(x̂)d

+, withηλ(x̂)
positive known constant for eachλ(x̂).

Then, the decision on the occurrence of a faultf(t) is carried out when the norm ofrλ(x̂)(t)
exceeds its corresponding thresholdr+

λ(x̂)(t).

Remark 9: Notice that (69) is related to the smallest detectable fault and the fault detectability
condition. It is clear that those faults which magnitude is less thanr+

λ(x̂)(t) will not be detectable.

Thus, the time instanttf such that
∥

∥rλ(x̂)(tf )
∥

∥ > r+
λ(x̂)(t) for tf > tj∗ with tj∗ the time when the

observer has converged, is defined as the fault detection time. Of course this implies that it is only
possible to detect the faults after the bank of observers (47)-(50) and (55) has converged.

The following theorem establishes the class of faults that can be detected by the proposed fault
detection scheme.

Theorem 8: Let the bank of observers (47)-(50) and (55), and the fault detection decision scheme
(69) be applied to the system (16). For all time instanttf > tj∗ such thatf(t) satisfies

E12λ(x̂)
f(t) 6= E12λ(x̂)

K∗
1λ(x̂)

∫ tf

tj∗

exp
(

AL2λ(x̂)
(tf − tj∗ − τ )

)

EL2λ(x̂)
f(τ )dτ , (70)

∗∗The identification of faults implies to know the value and shape of the fault signal.
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then, the faultf(t) will be detected, i.e.
∥

∥rλ(x̂)(tf )
∥

∥ > r+
λ(x̂)(t), at timet = tf .

Proof
In the faulty case, from (66) it is obtained that

(

˙̂x12(t) + ė12(t)
)

−
[

A21λ(x̂)
(x̂11(t) + e11(t)) +A22λ(x̂)

(x̂12(t) + e12(t))

+B2λ(x̂)
u− E12λ(x̂)

K∗
1λ(x̂)

(x̂21(t) + e21(t))
]

= E12λ(x̂)
f(t). (71)

Substituting the solution of (41) in (71)

(

˙̂x12(t) + ė12(t)
)

−

[

A21λ(x̂)
(x̂11(t) + e11(t)) +A22λ(x̂)

(x̂12(t) + e12(t)) +B2λ(x̂)
u

− E12λ(x̂)
K∗

1λ(x̂)

(

x̂21(t) + e21(tj∗) exp(AL2λ(x̂)
t)+

∫ tf

tj∗

exp(AL2λ(x̂)
(tf − tj∗ − τ ))EL2λ(x̂)

f(τ)dτ

)]

= E12λ(x̂)
f(t). (72)

From (72) the fault detection decision (69) is stated, i.e.
∥

∥rλ(x̂)(t)
∥

∥ ≤ r+
λ(x̂). Notice that in the faulty

case, from (72), it is obtained

∥

∥rλ(x̂)(t)
∥

∥ > ‖ė12(t)‖+
∥

∥A21λ(x̂)
e11(t)

∥

∥ +
∥

∥A22λ(x̂)
e12(t)

∥

∥

+
∥

∥

∥
E12λ(x̂)

K∗
1λ(x̂)

e21(t)
∥

∥

∥
+
∥

∥E12λ(x̂)
f(t)

∥

∥ , (73)

∥

∥rλ(x̂)(t)
∥

∥ > r+
λ(x̂) +

∥

∥

∥

∥

∥

E12λ(x̂)
K∗

1λ(x̂)

∫ tf

tj∗

exp(AL2λ(x̂)
(tf − tj∗ − τ ))EL2λ(x̂)

f(τ )dτ

∥

∥

∥

∥

∥

+
∥

∥E12λ(x̂)
f(t)

∥

∥ , (74)

∥

∥rλ(x̂)(t)
∥

∥ > r+
λ(x̂)(t) +

(

γλ(x̂) +
∥

∥E12λ(x̂)

∥

∥

)

f+, a.e. (75)

Based on (72) and (75), if there exist a time instanttf > tj∗ such that (70) is satisfied, then it is
concluded that

∥

∥rλ(x̂)(tf )
∥

∥ > r+
λ(x̂)(t) at timet = tf and therefore, the faultf(t) is detected.

The proposed scheme ensures the robustness of the observer w.r.t. bounded additive faults in
the state estimation, maintaining the estimation error bounded by a bound off(t), leading to fault
detection, in the noise-free case. In this sense, the condition (69), as it was mentioned in Remark
9, and (70) are called structural detectability conditions. Therefore, all the faults that satisfy the
structural detectability conditions will be detected. In the noisy case, it is necessary to extend these
conditions to get a fault detectability conditions from a sensitivity point of view.

Remark 10: Notice that (69) and (75) are not satisfied during the switching times. However, since
it is possible to estimate the discrete state in the presenceof faults (Theorem6), it is possible to
ignore the time instants in which these conditions are not satisfied.

6.2. Fault Identification Scheme

In the following, the FId problem is studied. Notice that, from (72), the following“VIE of Second
Kind” could be established:

Λλ(x̂)f(t) + Γλ(x̂)

∫ t

tf

Kλ(x̂)(t, τ )f(τ )dτ = Φλ(x̂)(t), (76)
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where

Λλ(x̂) = E12λ(x̂)
,

Γλ(x̂) = E12λ(x̂)
K∗

1λ(x̂)
,

Kλ(x̂)(t, τ ) = exp(AL2λ(x̂)
(t− tf − τ ))EL2λ(x̂)

,

Φλ(x̂)(t) = ˙̂x12(t)−A21λ(x̂)
x̂11(t)− A22λ(x̂)

x̂12(t)−B2λ(x̂)
u

+ E12λ(x̂)
K∗

1λ(x̂)
x̂21(t) + e21(tj∗) exp(AL2λ(x̂)

t) + ǫ(t).

The problem is to find the solution of (76), i.e.f(t), taking into account that the parametersΛλ(x̂),
Γλ(x̂), Kλ(x̂)(t, τ) andΦλ(x̂)(t)

†† are known. It is well-known that to find an analytical solution
for this type of equations is difficult, sometimes impossible, and the numerical solution require an
important computational effort. In this paper, the following numerical solution is given.

Consider (76) and its representation in discrete time in a time interval(tf , tf + T ], i.e.

Λλ(x̂)f(ti) + ζΓλ(x̂)

N
∑

k=1

Kλ(x̂)(ti, tk)f(tk) = Φλ(x̂)(ti), ∀i = 1, . . . , N, (77)

whereti = tf + ζi, ∀i = 1, . . . , N , andζ = T
N

. In this way, (77) can be rewritten as

Kλ(x̂)(Λ, δΓ,K)











f(t1)
f(t2)

...
f(tN )











=











Φλ(x̂)(t1)
Φλ(x̂)(t2)

...
Φλ(x̂)(tN )











, (78)

where

Kλ(x̂)(Λ, δΓ,K) =











Λλ(x̂) + ζΓλ(x̂)Kλ(x̂)(t1, t1) · · · ζΓλ(x̂)Kλ(x̂)(t1, tN )
ζΓλ(x̂)Kλ(x̂)(t2, t1) · · · ζΓλ(x̂)Kλ(x̂)(t2, tN )

...
. ..

...
ζΓλ(x̂)Kλ(x̂)(tN , t1) · · · Λλ(x̂) + ζΓλ(x̂)Kλ(x̂)(tN , tN )











.

The FId problem is reduced to that one of solving matrix equation of the formKf = Φ for
f . However, the problem can be ill-conditioned if the condition number‡‡ associated with (78) is
high, since, the condition number gives a bound on how inaccurate the solutionf will be after
approximation. In particular, it is possible to think of thecondition number as being (very roughly)
the rate at which the solution,f , will change with respect to a change inΦ. Thus, if the condition
number is large, even a small error inΦ may cause a large error inf . On the other hand, if the
condition number is small then the error inf will not be much bigger than the error inΦ.

Remark 11: The condition number is related to fault identifiability condition. It is clear that a well
condition number, i.e. near1, will allow to solve the FId problem.

In order to reduce the condition number ofK it is possible to obtain a preconditionerP of matrix
K such thatP−1

K has a smaller condition number thanK. The preconditioned matrixP−1
K is

not explicitly formed. The action of applying the preconditioner operation to a given vector need to
be computed in iterative methods (see, for example [56]).

In the following simulation results are presented in order to show the workability of the proposed
methods.

††The termǫ(t) = ė12(t) −A21λ(x̂)
e11(t) − A22λ(x̂)

e12(t) contains all the computational errors produced by the state
estimation process and due to sample time. Notice that, theoretically, an exact state estimation is achieved for the states
x̄11(t) andx̄12(t).
‡‡The condition number of a matrix measures the sensitivity ofthe solution of a system of linear equations to errors
in the data. It gives an indication of the accuracy of the results from matrix inversion and the linear equation solution.
Values of condition number near 1 indicate a well-conditioned matrix.
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7. SIMULATION RESULTS

Consider the following switched linear system to illustrate the proposed approach. The discrete state
is given by

j(x(t)) =

{

1, ∀x | Hx ∈ [−50, 2000),
2, ∀x | Hx ∈ (−∞,−50) ∪ [2000,∞),

with Hx = −2x1(t) + 5x2(t). The following matrices correspond to the dynamics equations (1)

A1 =







−1 1 0 0
1 −1 −1 0
1 1 1 0
1 1 1 −1







, A2 =







−1 −1 0 0
−1 −1 −1 0
1 2 1 0
2 1 1 −1







,

B1 =







1
1
1
1






, B2 =







0
1
0
1






, E1 =







0
1
1
1






, E2 =







0
1
1
0






,

C1 =
[

1 0 0 0
]

, C2 =
[

1.5 0 0 0
]

.

The output and known input are given byy = Cj(x(t))x1(t) and u(t) = 5 sin(t), respectively.

The system initial conditions are set tox(0) =
[

2 3 1 2
]T

and j(x(0)) = 1. Simulations
have been done in the MATLAB Simulink environment, with the Euler discretization method and
sampling timeh = 0.0001[sec]. It is possible to show that all assumptions stated along the paper are
satisfied. The values of the designed matrices are the following

T1 = I4×4, T2 =







1.5 0 0 0
0 −1.5 0 0
0 0 1 0
0 0 0 1







, K∗
1 1 = K∗

1 2 =
[

1
]

, K̄∗
1 = K̄∗

2 =
[

0 0 1 0
]

,

L11 =
[

33 267
]T

, L12 =
[

22 −178
]T

, L21 = −5, L22 = −10,

P11 =

[

1 0
−34 1

]

, P12 =

[

1.5 0
−51 −1.5

]

,

The HOSM differentiators in (24) are designed fornV = 2 with M1 and M2 according to
Proposition1. The reset equations in Proposition7 are implemented. The results for the fault-free
case are depicted in Figs.1-3.

It is possible to see that the main features of the proposed observer are clearly illustrated, i.e., finite
time estimation forx11(t), x12(t) andj(x(t)), and exponential estimation forx21(t) andx22(t). The
decision signalr+

λ(x̂)(t) is computed by simulation and the estimating ofẋ21(t) is provided by (24)

with nV = 1. The behavior of decision signalr+
λ(x̂)(t) for the fault-free case is shown in Fig.4.

Notice that in the switching times condition (69) is not satisfied as it is mentioned in Remark10.
Now, consider the following faulty scenario. The faultf(t) = 10 sin(5.5t) + 4 sin(3.5t) + 2 sin(t)

appears int = 5[sec]. The results for the faulty case are depicted in Figs.5-7.
It is easy to see that the finite time estimation forx11(t) and x12(t) is maintained, and the

estimation error forx21(t) andx22(t) remains bounded, in spite of the switchings on the system
and the fault. Notice that the faultf(t) affects the behavior of the trajectories of the whole system
implying changes in the discrete state; however, the continuous and discrete state estimation is
maintained.

The norm of the decision signalr+
λ(x̂)(t) for different kind of faults (oscillatory, abrupt, incipient

and intermittent fault) is shown in Fig.8. The term
∥

∥rλ(x̂)(t)
∥

∥ indicates when the fault has occurred,
i.e. once the value of

∥

∥rλ(x̂)(t)
∥

∥ exceeds the thresholdr+
λ(x̂)(t), the fault is detected.

Finally, the FId scheme proposed in (78) is shown in Fig.9 for each kind of fault. Clearly, the
proposed scheme provides an approximate identification of the faultf(t). Nevertheless, it is possible
to improve this one reducing the condition number of the matrix Kλ(x̂)(Λ, δΓ,K).
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Figure 1. Continuous State Estimation. Fault-free case.

8. CONCLUSIONS

A solution of the problem of state estimation for NMP SS with additive faults is presented. A
robust observer-based scheme for this kind of systems is proposed. The proposed state observers
are based on HOSM to exactly estimate the strongly observable part, and Luenberger-like observers
to estimate the remaining parts. The exact estimation of thecontinuous state allows us to realize
a finite time and exact estimation of the discrete state in thepresence of additive faults. The
HOSM-based FD is composed by a residual generator accompanied by a bank of observers, and
the numerical solution of a VIE allows to establish a FI scheme. Simulation results support the
proposed approaches for different kind of faults.
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Figure 2. State Estimation Error. Fault-free case.
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