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SUMMARY

In this paper the problem of continuous and discrete statea&ton for a class of linear switched systems
with additive faults is studied. The class of systems untlefyscan contain non-minimum phase zeroes in
some of their “operating modes”. The conditions for exacorestruction of the discrete state are given using
structural properties of the switched system. The staéeesis decomposed into the strongly observable part,
the nonstrongly observable part and the unobservabletpamalyze the effect of the unknown inputs. State
observers based on high-order sliding-mode to exactlynesti the strongly observable part and Luenberger-
like observers to estimate the remaining parts are propés®dhe case when the exact estimation of the
state cannot be achieved, the ultimate bounds on the e&timetors are provided. The proposed strategy
includes a high-order sliding-mode-based fault detectiodh a fault identification scheme via solution of a
\olterra integral equation. The feasibility of the propdseethod is illustrated by simulations. Copyrigbt
2013 John Wiley & Sons, Ltd.
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1. INTRODUCTION

1.1. Nomenclature

The following nomenclature is used in the paper.

FD = Fault DetectionkD indicates that something is wrong in the system

FI = Fault Isolation Fl determines the location and the fault type

Fld = Fault Identification Fld determines the magnitude and shape of the fault
FDI = Fault Detection and Isolation

FDId = Fault Detection and Identification

*Correspondence to: H. Rios, National Autonomous Unitiersf Mexico, Department of Control Engineering
and Robotics, Division of Electrical Engineering, Engirieg Faculty, C.P. 04510, México, D.F., Mexico. Email:
hectorrios@comunidad.unam.mx

*A preliminary version of this work has been presentedlin [
TThe work has been done during a research stay of the firstraatthiniversity of Bordeaux, France.
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2 H. RIOS ET AL.

FTC = Fault Tolerant Control
HOSM = High-Order Sliding-Mode
HS = Hybrid Systems

LMI = Linear Matrix Inequality

LTI = Linear Time Invariant

LSS = Linear Switched Systems
NSS= Nonlinear Switched Systems
NMP = Non-Minimum Phase
SMC = Sliding-Mode Control

SS= Switched Systems

VIE = Volterra Integral Equation

1.2. Antecedents and Motivation

The HS whose behavior can be represented by the interadtemmtinuous and discrete dynamics,
have been widely studied during the last decades. This Kisgsiems can be used to describe a
wide range of physical and engineering systems. Much &tehges been focused on the problems
of stability and stabilization (see, for examp#,[[3], [4]). An important class of HS is comprised
of SS whose dynamics consists of a finite number of subsysa@shs logical rule that drives the
switchings between these subsystems.

Observation of SS (i.e. the estimation of the continuoushisctete states) is also of great interest
in many control areas. This problem has been studied by mahg@uwising different approaches.
The main difference is related to the knowledge of the adtiigerete state: some approaches
consider only continuous state uncertainty with knownmitecstate, while others assume that both
of them are unknown. Irg] and [6] a Luenberger observer approach and a HOSM observer for LSS
are proposed for the known discrete state casé] img problem of the simultaneous state and input
estimation for SS subject to input disturbances is adddelsgean algorithm based on the moving
horizon estimation method. For unknown discrete stateedas strong detectability and using
an LMI approach, in§] two state observers are designed for some classes of L®Sunknown
inputs. To Markovian jump singular systems, another cldsSSj in O] an integral sliding mode
observer is designed to estimate the system states, amlirgstiode control scheme is synthesized
for the reaching motion based on the state estimates. Gaigjdthat the output and an initial state
are available, in10] necessary and sufficient conditions for a SS to be invertioé proposed, i.e.
condition for recovering the switching signal and the ingpoiguely. In the same context, a nonlinear
finite time observer to estimate the capacitor voltage fottioallular converters, which have a
switched behavior, is proposed byl]. In [12] a hybrid adaptable observer is proposed that is able
to estimate the state for locally Lipschitz systems withlaagion on mechanical oscillators. b3,
based on the nonhomogeneous HOSM approach, a robust abfeeye unknown and exogenous
switching signal is proposed to solve the problem of comtursiand discrete state estimation for
a class of NSS. A Nonlinear observer synthesis based on dexder SMC for autonomous SS
with jumps is proposed inl{]. In [15] and [L6] observability conditions for some classes of SS
and a design of hybrid observers to reconstruct both contis@nd discrete states are presented.
Considering that the continuous state is known, an alguorftir the discrete state reconstruction in
uncertain NSS is presented ii7] based on sliding-mode control theory. Sliding mode observ
producing suitable residual signals for the problem of $iameous discrete and continuous state
reconstruction in LSS are proposed 3] A robust observer is proposed it that is able to
estimate the continuous, discrete state, and unknownsripuautonomous NSS based on HOSM
observers.

The issue of model-based FDI in dynamic systems has beenti@a eesearch area during the
last three decades (see, for examé] and [21]). A typical failure detection process includes
residual generation and evaluation. A huge number of patitins about FDI problem exist (see for
example 2], [23], [24], and the references there in). Residual generation schevhere the output
error between the system and the observer is analyzed totfermesiduals, have been extensively
studied (see, for examplgf], [26] and [27]). In the last decades, observer-based FDI schemes that

Copyright(© 2013 John Wiley & Sons, Ltd. Int. J. Adapt. Control Signal Proces&013)
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HOSM-BASED FD AND FID VIA VOLTERRA INTEGRAL EQUATION 3

incorporate different control approaches have been dpedi8]. In SMC theory the most recent
contributions have been presented Bg|[[30], [31], [32] and [33]. Most of these works formulate
actuator or sensor Fld as additional unknown input and éxple inherent robustness properties of
SMC to a certain class of uncertainties, including its &ptld directly handle actuator faults.

An FDI methodology that uses structured parity residuatsS8 is proposed in3§]. For the
feasibility of proposed methodology the authors propose définition of discernability that is
similar to the concept of observability in LTI systems. BY[ based on a hybrid automata model
that parameterizes abrupt and incipient faults, an appré@cdiagnoser design is presented. The
diagnostic system architecture that integrates the nglgtirediction, and diagnosis components
is described. A methodology for detection and isolatiornaafls to control SS using a diagnoser is
presented ind6]. The notion and conditions of diagnosability of SS in theébhg input output
automata framework is addressed, based on the previousadiability notion. The workJ7]
developed techniques for fault diagnosis in SS based on wlkdge-based and bond graphs
approach. In38] a robust hybrid observer is proposed for a class of uneertanlinear SS with
unknown mode transition functions, model uncertaintie$ @mknown disturbances. The transition
detectability and mode identifiability conditions are saed Based on hybrid observer, a robust
fault diagnosis scheme is presented for faults modeledsasedé modes with unknown transition
functions. In B9] a model-based FDI using multiple hypothesis testing ippsed for a stochastic
linear SS. A residual generation filter is proposed that gere a residual vector with zero mean
and a known covariance when the stochastic linear SS matichesystem dynamics. For a class
of nonlinear SS with faults and parametric uncertainting4i] an observer is designed whose
estimation error is not affected by faults, and an obséased fault tolerant tracking controller
is proposed to make the outputs asymptotically track thereete signals for bounded states. In
[41] the failure detection and reconstruction is formulatechasunknown input problem and an
algorithm for the invertibility of NSS is proposed. A robustbrid observer for LSS with known
active mode, unknown inputs and modeling error is preseimgd?]. The proposed observer is
synthesized for the task of robust fault detection @ .a model-matching problem. Recently, in
[43] a residual generator-based robust fault detection féteised for the problem of design a fault
detection system for SS with unknown inputs and known switgignal. The residual generator
design is formulated as an optimization problem, and soltegdtively by LMI. In [44] algorithms
for robust estimation and FDI for a class of stochastic S$dsented. The robust hybrid estimation
algorithm is designed for two kinds of discrete state tridmsimodels: the Markov-jump transition
model whose discrete transition probabilities are constad the state-dependent transition model
whose discrete state transitions are determined by sontd gaaditions.

1.3. Main Contributions

In the most of the above mentioned schemes, faults are neolded| discrete state, i.e. an SS as the
result of the interaction between a system and possiblé&sf@ystem + faults = SS), and not an SS
interacting with faults (SS + faults) that is more complézht

In this paper a solution of the problem of state estimatior_f8S subject to additive faults and
possibly unstable invariant zeroes (NMP systems with ieigpainknown inputs or additive faults)
is presented. State observers based on HOSM to exactlyatstihe strongly observable part and
Luenberger-like observers to estimate the remaining pagproposed. The exact estimation of
the continuous state allows to realize a finite time and easiitnation of the discrete state in the
presence of additive faults. Moreover, the proposed glydteludes a HOSM-based FD composed
by a residual generator helped by a bank of observers, antiastikeme via numerical solution of
aVIE.

tSee, for exampledp] for the observation problem for a class of NMP causal n@airsystems.

Copyright© 2013 John Wiley & Sons, Ltd. Int. J. Adapt. Control Signal Proces&013)
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4 H. RIOS ET AL.

1.4. Structure of the paper

The paper has the following structure. Sectibrdeals with the problem statement and some
preliminaries are recalled. In sectiBrihe system transformation is proposed. The observer design
is presented through the sectibriThe problem of discrete state estimation is analyzed iticseB.

The FDId problem is carried out in secti6nThe simulation results are shown in sectibririnally,
some concluding remarks are given in secton

2. PROBLEM STATEMENT

Consider the following LSS with faults:

i(t) = Ajae)x(t) + Bjwe)ut) + Ejww) f(t), 1)
y(t) = Ciayx(t),

wherex € X C R" is the state vector, € &/ C R? is the known input vectory € ) C R™ is the
output, andf € F C R™ is the fault vector, which is bounded, ilgf(¢)|| < f* < co. The so-called
“discrete state”j(z(t)) : ® — Q = {1, ..., ¢} determines the current system dynamics among the
possibleg “operating modes”, i.e{A;, B1,C1, E1}, {A2, B2, Cs, Es}, ... ,{Aq, By, Cq, Eg}. The
discrete state is generated by a scalar function of theraystiEes (the switching signal) defined as

1, Vx| Hzx€H,
_ 2, Vx| Hz € Ho,
ja) =1 @

g, Vx| Hz € Hgy,

where H is a known matrix,H, Ho, ..., H; CH € R are known convex disjoint subsets,
respectively. Notice that for every value of the continustatez(¢) there is only one single value
of the discrete statgx(t)), i.e. the discrete state is distinguishable by definition.

In this paper the studied problems are the following:

Estimation of the continuous statét).
Estimation of the discrete stajéx(t)).
Fault detection.

Fault identification.

2.1. Preliminaries

2.1.1. Notation. The following notation is used. The pseudoinverse matrik af ®"*™ is defined
as Ft = (FTF)”™' FT € Rm*". For a matrixJ € R"*™ with n > m and rank.J) = r, J* €
R(r=r)xnis defined as a matrix such that rdgk ) = n — » andJ+J = 0. The matrixJ -+ ¢ R7>»

corresponds to one of the full row rank matrices such that(tah*) = r and J+(J+H)T = 0. It

is clear that the matrice$™ and J++ are not unique and that rafk(J)" (J++)T ]T =n.

Denote byl the set of all input# that satisfy||v|| < co. Finally, [v]" = |v|" sign(v).

2.1.2. Definitions. Some basic definitions for strong observability, strongedetbility, invariant
zeroes, relative degree and dwell time are introduced sgbction (see, for exampléd], [47],
[48] and [2]).

Consider an LTI system

i(t) = Ax(t)+ Bu(t) + Ef(t),
y = Cuat), (3)

wherex € R is the statey € R™ is the output,f € ®™ is an “unknown input” or a fault, and the
known matricesd, C' andE have corresponding dimensions. In this case, it can be a&skwmithout
loss of generality, that the known inputt) is equal to zero.

Copyright(© 2013 John Wiley & Sons, Ltd. Int. J. Adapt. Control Signal Proces&013)
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HOSM-BASED FD AND FID VIA VOLTERRA INTEGRAL EQUATION 5

Definition 1: The system3] is called strongly observable if for any initial conditiarj0) and for
all unknown inputsf (¢), the identityy(¢) = 0 vVt > 0 implies that alsac(t) = 0 vt > 0.

Definition 2: The system3] is called strongly detectable if for any initial conditiarf0) and for
all unknown inputsf(¢), the identityy(¢) = 0 vVt > 0 implies thatx(¢t) — 0 ast — co.

Definition 3: The complex numbef, € C is called an invariant zero of the tripléA, E, C) if
rank(R(so)) < n+ rank(E), whereR(s) is the Rosenbrock matrix of systety, (.e.

s[— A —-F
R(s) = c 0

Fact 1. The following statements are equivalent:

i) The system3) is strongly observable.
ii) The triple (A, E, C) has no invariant zeroes.

Fact 2: The following statements are equivalent:

i) The system3) is strongly detectable.
i) The system is minimum-phase (i.e. the invariant zerbdwedriple (A, E, C) satisfyRe {s} <
0).

Now, basing on the given statements, we can define the setstdila invariant zeroes of the
system B) as the set of invariant zeroes of the triplg, £, C) satisfy Re {s} > 0. Moreover, notice
that if there exist unstable invariant zeroes, then theegy€B) is not strongly detectable and non-
minimum phase either.

In the case whel®' = 0, the notions of strong observability and strong detedtglmibincide with
observability and detectability, respectively. Now, attuce the observability matrix

0= [ CT, (CA)T, . (CAn—l)T ]T'
Notice that systen) is observable, independently of the unknown inputs, ifanlg if rank(O) =
n. The unobservable subspace of the pairA) is denoted byV and it is defined as/ = ker(O).

Definition 4: The scalar value\; € S is said to be an (C,A)-unobservable eigenvalue if

rank < )\OICT A > <n.

Definition 5: A pointz is called weakly unobservable if there exists an inp(t), such that the
corresponding output satisfies, (¢, z9) = 0 vVt > 0. The set of all weakly unobservable points of
(3) is denoted by* and is called the weakly unobservable subspac&)of (

The weakly unobservable subspace satisfies the followiagoas:
AV* c V@, CVr =0, (4)

where€ denotes the image d@. For any null-output A, E)— invariant subspace, there exist a map

K : X — W such that

(A+ EK)V*CcVv*, CV*=0. (5)
Definition 6: The outputy(t) is said to have a relative degree vectot, . .., r,,) with respect to
the unknown inpudv(¢) if
¢AFE =0, Yk <1 — 1, (6)
GATTIE 40, Vi=1,...,m. (7
Copyright© 2013 John Wiley & Sons, Ltd. Int. J. Adapt. Control Signal Proces&013)
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6 H. RIOS ET AL.

and
det Q #0,
ClArlilEl s ClArlilEm 3
CmATm_lEl te C'rrLATm_lE'rn

wherec; is thei — th row of matrixC, and E; is thej — th column of matrixe.

Definition 7: [2]. The minimal dwell time is a numb@l; > 0 such that the class of admissible
switching signals satisfy the property that the switchimgeist,, to, ... fulfill the inequality
t]'+1 — t]' >Ts for all 7.

In this paper we study the systems whose hybrid time trajestsatisfies the minimal dwell
time definition. Moreover, it is assumed that the dwell timeufficiently large or it is possible to
estimate it (see, for exampléqg] for the algebraic estimation of the switching times for DSS

3. SYSTEM TRANSFORMATION

Based on the previous definitions, the following assumposures the possibility for state
estimation:

Assumption 1: All the (A ), Cj()))-unobservable eigenvalues satigiy {\} < 0, for all
j € Qandt > 0.

Itis clear that, as a consequence of the Assumptje@ach subsystem is detectable. Even more,
the satisfaction of the above mentioned assumption enthaiethe set of unstable invariant zeroes
does not belong to the set 04 ;,(+)), Cj(«(+)))-unobservable eigenvalues, for alE Q.

Now, a suitable transformation to decompose the systemtlimstrongly observable part, the
nonstrongly observable part and the unobservable partgkeapto each operating mode of the
system {) (see, for example50] and [48]). For simplicity, there will be omitted the index of the
discrete state. However, the transformation is appliect&mh dynamics generated by the discrete
state.

Firstly, let us calculate a basis of the weakly unobservahibspace)* by means of the
computation of the matrice®/; defined by the following recursive algorithim

Miy1 = NjiiNip1, My =C,

1
. — . c J— OPX‘I
Nz+1Gz< MIA >7 Gz* < MLE .

The algorithm ends when rafl/; ;) = rank(};). Therefore, it is possible to defingf,, =

M, 1 =...= M. It was proven in §0] that V* = ker(M,,). Now, definen,, := rank(M,,) with

M,, € R"v*"_Then, form the matri¥’ ¢ ®*(»—"v) whose columns form a basis vf.
Secondly, assume that the following assumption is satisfied

Assumption 2: The output of the systen)(has a relative degree vectdrq,...,r,,) such that
Lt T =Ny

Remark 1: Assumption? is satisfied for all system, with full relative degregl]. If it is not
satisfied, it is possible to apply alternative methods shelh Molinari's algorithm [48].

#The matrix N;4 is introduced to excluded the linearly dependent termaaf; . Therefore,M; 1, has full row rank
(see £9)).

Copyright(© 2013 John Wiley & Sons, Ltd. Int. J. Adapt. Control Signal Proces&013)
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HOSM-BASED FD AND FID VIA VOLTERRA INTEGRAL EQUATION 7

According to Definition6 and Assumptior?, it is possible to form the following matrix/ €
%”V Xn

U= [ C,{a (CIA)Tv Tty (clArlil)Ta Tty
ch (CmA)T; B (C'rnATm_l)T ]

m>

T

C)
It is easy to see that rafik) = ny. Now, from the matrixUU, form the following matriced/;
%"V_"”X” andU2 c %'mxn

Ur = [ C?v (01A>T7 ) (ClATliQ)Ta T
cl (CmA)T7 ) (C'rnATm_Q)T ]Ta (10)

m?

Uy = [ (CIAT'l—l)T, S (CmArm—l)T ]T' (11)

Finally, form the matrix\V- whose columns form a basis of the unobservable subspaties clear
by Definition5 that A" c V*. Therefore, it is possible to select a full column rank makfiforming
a basis ofv* adapted toV, i.e.

V=[Vy N]J. (12)

Defineny = dim(N). Then, V- € > (—mv=na) and N € R»*"v . Moreover, matrix/ satisfied
the following equalities

AV4+EK*=VQ & (A+EK")V =VQ, (13)

CV =0, (14)

for some matrice® * € Rmxn K g Rpmx(n—ny) andQ c %(n—n\;)x(n—n\i)_ Notice that 13)_(14)
are the matrix representations of the m&p and thatV *V = I implies K* = K*VT, satisfying
(13).
The following nonsingular transformation matrix can be wled:
T=[Ul, UF, (VgH)T, (nHT 7. (15)
The transformatiorz(¢t) = Tx(t), with matrix T designed according tal), transforms the
system {) into the following form:

i‘ll(t) A1 Aps 0 0 T11 (t) B4 0
Zia(t) | | A:n A O 0 Z12(t) By Eyn | £
To1(t) | Az Az Az 0 T21(t) * B3 u(t) + Ex 1®), (16
- Ap Age Asz A Taa(t) By Eoo
T22 (t)
yt) =0 [ 2u®”, 20T ], 17)
f(t) = f(t) — KiZai(t), (18)

Where.fll(t) € RV T1o (t) c ™, .fgl(t) S .fgg(t) € R, Kf S o x (n—ny—ny)
and

An A 0 0 0
Ay Axn 0 0 =g\ 1 Eis
= T(A+ EK"T !, —~TE,
Agp Aszy Aszz 0 ( ) Eo
Ap A Asz A Ess
T
G, =C [ (UlJr)Tv (U2+)T ] )
Copyright© 2013 John Wiley & Sons, Ltd. Int. J. Adapt. Control Signal Proces&013)
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8 H. RIOS ET AL.

K*=[K;, o], [BY, BY, BT, Bf |"=TB.
For the system1(6)-(18) it is possible to demonstrate that the set of invariant egftbat do not
belong to unobservable subspadeis equal to the set of eigenvalues of the matfiy, and, the
set of invariant zeroes that belong to unobservable subsygas equal to the set of eigenvalues of
the matrixA44 (see, for examples?]). Notice that this transformation should be computed fmte
operating modg € Q.

4. OBSERVER DESIGN

The continuous and discrete state observers have beeoysbvpresented inl]. However, in this
version, the detailed proofs of the theorems are described.

Consider the state estimation problem for a constant irifle¢t)) = j* = const. Let us describe
the observer design for each partition of the stgie.

4.1. State Observer fof;(t) and Z12(t)
Consider the first two parts of the systefB)-(18) for j(«(t)) = j* with the partitionz, (t) =

[ ()T, z)T ]T, ie.

.2;31(75) = Alj*i‘l(t) + Elj* fl(t) + Blgj*u(t), (19)
y(t) = Crj-21 (1),

A11 % A12 0 0 Bl j*
Ay = i i By = Big;. = .
L |: Aglj* Aggj* ’ L Elgj* ’ 12 ng*

In accordance with the structure of the transformationsthtesz; (¢) forms the strongly observable
subspace. Then, the following observerfg(¢) could be designed (se&1])

where

B, () = 21,0 (6) + Puytvge (1), (20)
f1,, () = Avjez1j- (t) + Bioj-u(t) + Lij- (y(t) — C1jez1j- (1)) (21)
Uje (t) = Wi (y(t) — Cujo 210 (), v+ (1)), (22)

where zy . (t),21,. (t) € R"™* and the matrixL,;. € R~ "™ is selected such that matrix
(A1je = L1j-Chj- ) = Ay, ;. is Hurwitz:. The distribution matrix, ;. takes the following structure

71, —1
1x

Plj* _ |: Cl‘;z;, (Clj*ALlj* )T, RN (Clj*ALlj* )T

s BN

T w —1 T
cij*, (ij*ALlj*)T, . (ij*ALljan )T] . (23)

According to Assumptior? the condition rankP ;-) = ny . is satisfied. The vector;-(t) =

(ullj* s VL V2 e Ve s Vi Vi, ) and the nonlinear functioi’;- are
chosen using the HOSM differentiator (for more details, 59
B Tkj* -1
. _ _ o _ Tkj*
Vk1j* - Vij* aklj* Mkj* (t) ki ’VVklj* eykj* )
. Y
y Tax —it1 . 7‘kj*—i+1 i
Vi = Vk(i+1)j* = Ok Mkj* (t)*d ’VVkij* - Vk(i—l)j*J 1= 2Ty — 1
0
l'/k%j* = —Ozk%j* Mkj* (t) lrl/krkj* - Dk%j* 71J s Vk = 17 ceey M, (24)
$Due to Assumptior? and Definition6 such matrix; ;« always exist.
Copyright© 2013 John Wiley & Sons, Ltd. Int. J. Adapt. Control Signal Proces&013)
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HOSM-BASED FD AND FID VIA VOLTERRA INTEGRAL EQUATION 9

WhereeyA (t) = yx(t) — crz1;+(t), and the constants,, = are chosen recursively and sufficiently
large. In partlcular according t®&4], one possible ch0|ce 8k, = =11k, =15 ap, =2,
J
Qi . =3, 04, . =5, ar, =8, which is enough for the case tharj <6, Vk =1,.
J J J*

Remark 2: According to b4, if y.(t) is a (r,-)—times continuously differentiable signal with
a bounded Lebesgue measurable naigg) € L. Then, there exidl < ¢;+ < co and constants
;- only dependent oa, =~ and My ., such that for allt > ¢;-, thevy, in (24) satisfy

Thgx —itl
7k]* +1

(4)
Vi, e <
kit Ui o Pk .

Vg || so y Vi=0,...,1+, Ve=1,...,m

The continuous functiond/; . () are known locally Lipschitz constants, at timefor each

e;:ff ), and they can be computed in the following way.

Proposition 1: There exist a timé and known positive functions,, . (t), and constantsy;, .,
By, ke, , andAz, . such that
J*

(Tk )

eyt | < My (8), VE> 1, (25)
with
t
Mkj* (t) :ﬁklj* (t)+ﬂk2j* / exp(— >‘L1 je \U T Hf ’|d7+ﬂk3j*a Vk=1,...,m. (26)
0
Proof

Due to matrixALlj* is Hurwitz, there exist known positive constarits, _, ALy such that

||eXp(AL1j*t)|| < kg, , exp(=Ar,,.t). Therefore, from the solution of the estimation error for
J

observer®l), i.e.e . (t) = z1(t) — 21+ (t), see R7), it is obtained

t
/ exp(— )‘Llj ||f ||clT7
0

o1, )] < ke, exp(=Ar,,.0) [[er,. O)]] + || Ev,.

For an arbitrary constant,, .., there exists a timesuch that:z, _ exp(—Ar,,.t) ||élj* (0)|| is less
J
thanT';- (¢), Vt > t. Thus

l|é1,. ()] < Ty (1) + KLy,

E;..

t
/exp( )‘Lu ||f ||dT.
0

From above inequality and the output error dynam&jsf )(t), see B0), the following inequality

is obtained
t
[ e =m0
0

el [Ans T B LI

(Tk*) Th
0] < o s

Ey,.

<Fj* (t) + kLlj*

Thus, Proposition 1 is proven  with ﬁk”():|ck|HAL1;kj*

Tk *
L., |ckl HALU vandgy, . = ekl HAL1 H HE1 "

i (), Bry,.
(Mol A

Taking into account the previous explanations, the follapheorem can be stated.
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10 H. RIOS ET AL.

Theorem 2: Letj(z(t)) = j* = const, and the observer20)-(22) with the correction terms24)
be applied to the systerti). Let Assumptions - 2 be satisfied. Then, provided that constants,
are chosen properly andl/; . (t) are selected as in Propositidn the state estimation error far; (¢)
converges to zero exactly and in a finite time, ds, (t) = 1 (t) — #1,. (t) = 0Vt € [t;-, t1)T.

Proof
Let us define the estimatian . (t) = #1(t) — 21,- (t). The dynamics of; .. (¢) is given by:

él . (t) = ALlj*élj* (t) + Elj*f(t), (27)

J

ey, (t) = Crjeey,. (1) (28)

Due to Assumptior? it is always possible to compute matrlx ;- such that the matri¥,, ;. is
Hurwitz.

Applying the transformatioi®; ;. to the estimation errat; ., the systemZ7) can be transformed
into

Pl_j* élj* (t) = Plj*ALlj*élj* (t) + Plj*Elj* f(t) (29)

According to Assumptio2 and the structure of the transformatioB9) can be rewritten as

eylj* (t) [ Clj*ALlj* i [ 0 1
) o o1
eylji (t) Clj* ALlj*J Clj* ALlj*J El]*
: = : e, (1) + : f(t). (30)
éym,j* (t) ij* ALlj* 0
(7'm .* ) A 7‘mj* 7'7nj* -1
ymjj* (t) ] L Cm j* Ly j= ] L Cm j* ALlj* Elj* ]

Notice that the derivatives céykj* (t) are estimated by the HOSM differentiatd4j. Thus, if

My, (t) are selected as in Propositidnthe differentiator converges (for more details seg)|
therefore

Plj* élj* (t) = I/]’* (t) (31)
The estimation of the variabla (¢) is obtained by algebraic manipulation as

d1,. () = 215 (1) + Pyt wge (). (32)
Therefore, the exact convergence to zerodpr (t) = z:1(t) — 21,. () is obtained. Notice that if
there exists measurement noise, the state estimation @der will be directly proportional to
order of the noise, as Remazlshows. O

Remark 3: Notice that it is possible to consider, in addition to thelfaif (¢), disturbances with
the same structural properties in its distribution matrive. f(t) = f(t) +d(t) — K;Z21(t). The

observer 20)-(22) will keep on estimating exactly and in finite time the stateprovided that
Propositionl is satisfied (taking into account bounded disturbancesi|jilg)| < d* < oo, with a

known constanit).

9¢,+ is the time when the observez()-(22) has converged to zero, andis the first switching time.
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HOSM-BASED FD AND FID VIA VOLTERRA INTEGRAL EQUATION 11

4.2. State Observer foffo; (t)
Let ;. (t) be the state observer fos, () defined by
Bo1,. () = 225+ (t) + Loj-T12,. (1), (33)
o, (t) = A1 @, () + Az 12, (8) + ALy 1. (1) + Baj.u(t), (34)

where the estimations df;, . (t) andii,. (t) are provided by observe2()-(22). The matrices in
(34) are defined by

Ay . = Aty — Loy Asy o) (35)
Ay, = Agye — Loy Asne, (36)
Ap, o = Aszje — Eo1j- K7 ju + Loj-Eroje K7 ., (37)
Ba,. = Bsj. — Loy Baje. (38)

Then, the following theorem can be stated.

Theorem 3: Letj(z(t)) = j* = const be satisfied. Then, provided that the mattix. is selected
such that the matrilezj* is Hurwitz, the state estimation error fap, (¢) is ultimately bounded by

aconstanty,. f*,i.e.||ea,. (t)]| = [|Z21(t) — £21,. (2)|| < 7, fT @St = 00.
Proof
From the dynamics»(¢) in (16) it is obtained
E12j* Kfj*fgl(t) = (AQlj* fll(t) -+ A22j* flg(t) + ng*u(t) + E12j* f(t)) — i‘lg(t). (39)

Adding and subtractingi,gj*Elgj*Kfj*T/m(t) in the dynamic@h(t) it is obtained

5321(75) = z‘_hj* 11 (t) + A2j* T12(t) + ALQj*fm(t) + ng* U+ ELQj*f(t) + ng*fm(t% (40)
Where.Esz* = Eglj* — ng* E12j* .
The dynamics errofs; . (t) = T21(t) — #21,. (t) is governed by
€1, (1) = ALy jue21,. (8) + Ep, ju f(1). (41)

Thus,L,;- has to be selected such that the mattix ;. is Hurwitz. Finally, it is clear that .. (¢)
is bounded by
He21j* (t)H §7j*f+7 ast%oo, (42)

kpo .« ||ELy .
Lojx || ELgj«

with v, =

, and the positive constants;, ., Az,,. such that||exp(AL, ;.t)| <

ALgjx

kL2]'* eXp(iALQj* t)
Such matrixL,;. always exist if the pail(Elgj*Kl*j*,A%j* — Eglj*Kfj*) is detectable. To
prove this consider the Rosenbrock matrix of systéf)-(17), without faults, i.e.

sl — Allj* 7A12j* 0 0
011]'* Clzj* 0 0
R(S) = _A21j* sl — A22j* E12j* Kik_]* 0
— Az~ —Asgj | 8T — Aszje + Eorj- Kijm 0
—A41j* —A42j* —A43j* sl — A44j*

Assumptionl implies that A44;- is Hurwitz and the rank of matrixi(s) is full except for s
being an eigenvalue ofly;-. Thus, it is clear that rank of the first column is equalrtp.
since the pair(Cy;-, A1;-) is observable; rank of the third column is equalst@,. due to
Assumptionl; then, rank of the second column is equahte ny . — ny,. implying that the pair

(Elgj*Kikj* , Azz e — Eglj*Kfj*) is detectable and that matrix ;. always exists. O
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12 H. RIOS ET AL.

Remark 4: If there exists disturbanceg&,,;.d(t), the state estimation erroe,; . () will be
bounded by|e1 . (t)|| < ;. f* +¢j-d*, ast — oo, with ;. positive known constant.

Remark 5: Itis possible to formulate a constrained linear optimipatproblem in order to select
the matrixL,;. in such a way that the estimation errey; . () is minimized.
4.3. State Observer foFqs(t)

Without loss of generality it is assumed that

Letiay . (t) be the state observer fos,(¢) defined by

N T12(t
22, (t) = 23+ (1) + Enoje Bo - [ zz( ) } , (43)

23, (t) = Ag1 . B11 . (8) + Adz B2, (8) + Adz o P10 (8) + Asa . B2z, + Bajeugs (1)
(A21j* T11,. (1) + A2z, T12,. ()
+Bs,. U(t))
(As1,. #11,. () + Az B12,. (1) |7
+Ass,. 21,. (t) + Bs,. u(t))

— B Bl (44)

where the estimations afi1 . (t) — Z12,. (t) andiai . (t) are provided by observer&@-(22) and
(33)-(34), respectively.

Then, the following theorem can be stated.
Theorem 4: Letj(x(t)) = j* = const and ranK E, ;. ) = m be satisfied. Then, the state estimation
error for Zy,(t) is ultimately bounded by a constait f*, i.e.||eas,. (t)|| = [|Z22(t) — Z22,. (1)|| <
8+ fT ast — oo.

Proof
Since rankEs ;- ) = m, from (16), f(t) can be rewritten as

f12(t) — (A21j* Z11(t) + Aoz Z12(t)
+Bs,. U(t))
Toa(t) — (A31j* Z11(t) + Asz . Z12(t)
+Ass,. To1(t) + Bs,. u(t))

f(t) = Egpj- Ex

The dynamics errof,, . (t) = Zaa(t) — #22,. (), substitutingf(t), is governed by
€22, (t) = Aggjrean . (t) + Aszj-e21,. (1) (45)

SinceAy ;- is Hurwitz, using 42), the erroress (t) is bounded by

Heggj* (t)” <4 ft, ast — oo, (46)

, Kaa . || Aus i+ »
with 0. = —4 m.% 7,-» and the positive constants,., Au,. such that|lexp(Au;.t)]| <
k?44j* eXp(—)\44j*t). O

Remark 6: If there exists disturbancefs,;-d(t), the state estimation erroes . (t) will be
bounded by|ex . (t)|| < 6+ f + 0;-d*, ast — oo, with o,. positive known constant.
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HOSM-BASED FD AND FID VIA VOLTERRA INTEGRAL EQUATION 13

4.4. Bank of Observers

To solve the continuous state estimation problem for the Ndyiem {), the following bank of
observers is proposed

F1, (1) = 210 (t) + Pry 'wa(b), (47)
To1, (t) = zax(t) + LaaZ12, (1), (48)
Fao, (t) = 23 (t) + BaayEa { ;;?8 ] , (49)
g@) = Cl/\il(t% VA = 1,...,4q, (50)

wherez, (t), Z21,(t), T22,(t) and theirs components are designed according to Segtibiow,
the following assumption is stated.

Assumption 3: Assume that the initial discrete state is known.

Theoremg, 3 and4 establish that thg* observer reconstructs the continuous state correctly, and
according to Assumptio we know thej* observer has made it on the inter{@l¢, ). According
to [55], to know when thej* observer has converged it is sufficient to verify that théofeing
inequality is satisfied

Heﬂj* (t)H < gj*ththj*’ vt € [tl - gj*th’tl) ) (51)

wheree; . =y —g;-, §;» and§;. are positive constantd, is the sampling time an(MJt =
maxwgzL,,,,,n(Mkj* (t)). It is natural to estimate the constats and¢,., through simulation.
Thus, in this way it is possible to determine when fhe- th observer has converged to the correct
continuous state during the time intervat [0, ¢1).

Then, the real estimated statés defined as follows:

&=, VtE [ty t).l (52)
Due to the transformation(t) = T'z(t), the bank of observers for the original state vector has to be

designed as:
T

55(75) = T,\_l [ f1T1A(t)a 591T2A (t)v jglx(t% f2T2X (t> ] . (53)
Theorem 5: The original state estimation error generated by the obse(w3) and systeml() is
ultimately bounded by a positive constant ', i.e.

&) =2 < _prf* (54)

Proof

It is clear from Theorem<2j, (3) and @), and the coordinates combination that the error generated
by the estimation properties in the transformed coordmiatpropagated in the original coordinates,
producing||z(t) — z(t)|| < p,fT with a positive constant, defined bys . O

5. DISCRETE STATE ESTIMATION

Once the continuous state is estimated, the following discstate observer is proposed:
1, Vi| HieH
2, Vi| HieHs
A@) =1 . : (55)

g, V| HzeH,

IINotice that it is always possible to design the gain- () in such a way that inequality;« < ¢, is satisfied.
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14 H. RIOS ET AL.

For each discrete stajalefine the observability matrix of the discrete state as
n— T
Qj:[HTv (HAj)Tv ) (HA] 1)T ] .
The exactly and finite time discrete state estimation isrilesd by the following lemma.

Lemma 6: Under the statement of Theoréiythe discrete statg(x(¢)) is estimated exactly and in
finite time if the following condition is satisfied

Vi C ker(Qj), Vi=1,...,q, (56)
whereV’; is the weakly unobservable subspace for each

Proof

If (56) is satisfied, then there exist a matth, € R"*" such thatHux(t) = HT;Pq,z:1(t).
According to exact and finite time convergence propertiesif) described in Sectiort.1
Theorem?2, the discrete state can be estimated exactly and in finite Gyjnmeans of%5) with

Remark 7: Condition £6) implies that an exact estimation of the discrete state iBea@d only if
the scalar functiory(z(t)) can be represented as a combination of the strongly obsénsthtes,
i.e.Z11(t) andZ12(t), as a consequence of the observer properties describedebyhdoren?.

5.1. State Estimation On Switching Times

Lett;* be the time instants after the switching tintesn order to maintain the state estimation on
the switching times the following algorithm is proposed.

Proposition 7: The state estimation of systett) (s maintained in spite of the switchings if the
following reset equations are implemented in the bank oéndess ¢7)-(50) for all X # j*

l/,\(tiJr) = 0, (57)
21, (%) = 71, (1), (58)
20, (t:7) = Fo1,. (t) — Lo, d1a,. (L), (59)
i) =m0 B it 107 | 2

Proof
In accordance with Theore®) 7, is estimated exactly and in finite time by meanseof. . Thus,
the following equation is stated:
l/j* (t1+> = Plj* (ilj* (tz) 7Z1j* (t1+)> (61)
If reset equationX7) is applied to 24) on each switching time, then the trajectories always ramai
in the sliding surface and the following equality is estsiid:
V= (tZJr) = Plj* (ilj* (tz) 7Z1j* (tZJr)) =0. (62)

Applying the reset equatiorb®) to each dynamics2(l) for all \ # j*, (62) is satisfied in each
switching timet;. Thus, the state estimation for is maintained in spite of the switchings.
From 33), to maintain the estimation far; (¢) the following equality has to be satisfied:

To1,. (t:) = 22,. (t:T) + La,. %12, (ti). (63)

Applying reset equatiorb@) to (33) for all A # j*, (63) is satisfied ands;, remains bounded as in
(42).
From (@3), to maintain the estimation far.(¢) the following equality has to be satisfied:

_ Z12(ts

Too . (t:) = 23,. (") + E22j*E2;§ [ il?gtz; ] . (64)
Applying reset equatiortQ) to (43) for all A £ j*, (64) is satisfied andsz, remains bounded as in
(46). O
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6. FAULT DETECTION AND IDENTIFICATION

The FDId scheme is based on the bank of observe)s(60) and discrete state observép). Once
the whole state has been estimated it is possible to makeisiatetest on the occurrence and a
possible Fld*.

6.1. Fault Detection Scheme
From dynamic;2(t) in (16), it is obtained:
flg (t) — (A21j(i)j11(t) -+ AQQJ(E)EIQ(t) -+ ngmu -+ E12j(i)f(t)) = 0 (65)

Substitutingf () and the estimated state i85, in the fault-free case, the following expression is
obtained

(#12(8) + €12(1)) — [Ao1, () (@11 () + €11 () + Asay ) (F12(1) + e12(t))
By oyt — Biay o, Ki, ) (@21(8) + e1(8))| = 0, (66)

wheree;; = z;; — 2;5, i,j = 1,2, are the estimation errors.
Let us define the following residual signal:

@) (t) = 212(t) — [Amw):fu(t) + Aga, 4 @12(t) + B2, u — E12Mi)KfM®£ﬁ21(t)] . (67)

Notice that all the variables of the right-hand i7) are available excepi;»(t) which can be
estimated using the differentiatdt4) for ny, = 1. In this way, it can be shown that

Ir®xel < N @l + [[Aznyyenn @] + [ Azey 1@ + || iz Ky e )] (68)
Hr(t)/\(i)H < Tj\'(i)(t), a.e., (69)

whererj(i)(t) is a constant for each(z), that depends on the sampling tirhethe system and

observer parameters. It is possible to estimate e?&,p(t) just calculating, by simulation, the value
of the right-hand expression i6 7).

Remark 8: If there exists disturbances it would be necessary to tat@aocount the bound of
the disturbances in the calculation of the threshold, |[s2) ) || < 73z () + 1@y d ™ Withny )
positive known constant for eadliz).

Then, the decision on the occurrence of a fal(lt) is carried out when the norm af, ;) ()
exceeds its corresponding thresho}fgi) (t).

Remark 9: Notice that 69) is related to the smallest detectable fault and the fautedbility

condition. It is clear that those faults which magnitudesisd tharrj(i)(t) will not be detectable.

Thus, the time instantty such tha|r ) (¢5)|| > 73, (t) for t; > t;- with ¢;- the time when the
observer has converged, is defined as the fault detectien @hcourse this implies that it is only
possible to detect the faults after the bank of observefs(60) and 65) has converged.

The following theorem establishes the class of faults thatlze detected by the proposed fault
detection scheme.

Theorem 8: Let the bank of observergd)-(50) and 65), and the fault detection decision scheme
(69) be applied to the systerti@). For all time instant:; > ¢;- such thatf(¢) satisfies

ty

EIQA(@f(t) 7& Elgx(ﬂKi(ﬂ / exp (ALA(M (tf — tj* — 7‘)) ELz)\(a?:) f(T)d’T, (70)

tjx

**The identification of faults implies to know the value andshaf the fault signal.
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16 H. RIOS ET AL.

then, the faultf () will be detected, i.e]|rxq) (t5)[| > 73, (1), attimet = ¢;.

Proof
In the faulty case, fromdp) it is obtained that

(Z12(t) + €12(t)) — [A21, o) (@11(E) + €11(8)) + Asa, ) (E12(E) + e12(t))
+BQ)\(50)U - El?x(@KfM@ (:%21 (t) + 621(0)} - El?x(@)-f(t)' (71)

Substituting the solution ofi{l) in (71)

(Z12(t) + €12(t)) — | A1, o, (E11() + e11(t)) + Ana, ) (B12(t) + €12(t)) + Ba,, u

- El?x(@)fo(Q) <§321(t) + te(tj*)eXp(ALzMi)t)"i_

ty
/ exp(ALA(i.) (tp —tj — T))ELA(Q)f(T)dT) = B2, ,, f(t). (72)

tix

From (72) the fault detection decisio9) is stated, i.ef|r, ;) (t)|| < "2~ Notice thatin the faulty
case, fromT2), it is obtained
[ra@) D] > llea2®)] + [ Az1, i ena (B + [|Azz, o er2(1)

+ ‘ El?x(@)KfM@)GQI(t)H + HElQMa'n)f(t)H ) (73)

7A@ @®)]] > "t

ty
Bioni Ky, [ exp(Ara, (s =t =) B, f(7)ir

J

+ ||E12)\(i)f(t)|| , (74)

Ira@ @I > 73 (O + (@) + [|Brzso [[) 17 ace. (75)

Based on {2) and (75), if there exist a time instantty > ¢;- such that {0) is satisfied, then it is
concluded thafiry ) (ts)|| > 73, () attimet = ¢; and therefore, the fault(t) is detected. [

The proposed scheme ensures the robustness of the observebounded additive faults in
the state estimation, maintaining the estimation erronbed by a bound of (¢), leading to fault
detection, in the noise-free case. In this sense, the ¢ondi9), as it was mentioned in Remark
9, and (70) are called structural detectability conditions. Therefaall the faults that satisfy the
structural detectability conditions will be detected. e hoisy case, it is necessary to extend these
conditions to get a fault detectability conditions from asiévity point of view.

Remark 10: Notice that 69) and (75) are not satisfied during the switching times. However, since
it is possible to estimate the discrete state in the presendaults (Theoren®), it is possible to
ignore the time instants in which these conditions are ntsfad.

6.2. Fault Identification Scheme

In the following, the Fld problem is studied. Notice thagrfr (72), the following“VIE of Second
Kind” could be established:

t
AA(;&)f(t)+FA(i)/t K@)t 7)f(T)dr = @)\ 4 (1), (76)
f
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HOSM-BASED FD AND FID VIA VOLTERRA INTEGRAL EQUATION 17

where

A)\(CE) = E12)\(i))

Fk(i) = E12A(£>fo(i)’

K@) (t,7) = exp(Ar,  (t—tf —7))EL,

O3 (t) = 212(t) — Aory,y B11(1) — Azg, , F12(t) — Bay ) u

—+ Ele(i)KfA@)i.Ql(t) -+ egl(tj* ) eXp(AL%(i») t) —+ E(t)

The problem is to find the solution of ), i.e. f(t), taking into account that the parametérg;,,
@), K@ (t,7) and @k(i)(t)“ are known. It is well-known that to find an analytical solatio
for this type of equations is difficult, sometimes impossijland the numerical solution require an

important computational effort. In this paper, the folloaginumerical solution is given.
Consider {6) and its representation in discrete time in a time inte(walt  + 77, i.e.

N
Ay f(ti) + (Taga) Z Ky (ti, te) f(th) = @aey(ti), Vi=1,... N, (77)
k=1
wheret; =ty + (i, Vi=1,...,N,and{ = % In this way, {/7) can be rewritten as
f(t) Q) (th)
Koy (A, 4T K) f(jfz) _ (I)A(:%:) (t2) | 78)
Fltn) @sa) (tv)
where
M) + Ty K (b, tr) - CTae) Kna) (L1, tw)
Ky o) (A, 6T, ) Cr)\(i)K)\.(i)(f’Q; t1) CFA(i)KA-(:E)(tQ; tn)
CF/\(i)K/\.(fc) (tn,t1) . A + CF)\(i).K/\(i)(tN7 tn)

The FId problem is reduced to that one of solving matrix eiguadf the formK f = & for
f. However, the problem can be ill-conditioned if the coraitnumbe¥* associated with78) is
high, since, the condition number gives a bound on how inatetthe solution/ will be after
approximation. In particular, it is possible to think of tbendition number as being (very roughly)
the rate at which the solutiorf, will change with respect to a changedn Thus, if the condition
number is large, even a small errordnmay cause a large error ifi On the other hand, if the
condition number is small then the error firwill not be much bigger than the error in

Remark 11: The condition number is related to fault identifiability abtion. It is clear that a well
condition number, i.e. nedr, will allow to solve the FId problem.

In order to reduce the condition numberkfit is possible to obtain a preconditionBrof matrix
K such thatP~ 'K has a smaller condition number th&h The preconditioned matriP 'K is
not explicitly formed. The action of applying the precoraliter operation to a given vector need to
be computed in iterative methods (see, for examp [

In the following simulation results are presented in ordestiow the workability of the proposed
methods.

tThe terme(t) = é12(t) — Ao1, 5y e11(t) — A2z, e12(f) contains all the computational errors produced by the state
estimation process and due to sample time. Notice thatreheally, an exact state estimation is achieved for theesta
11 (t) andzia (t)

1 The condition number of a matrix measures the sensitivitthefsolution of a system of linear equations to errors
in the data. It gives an indication of the accuracy of the lteftom matrix inversion and the linear equation solution.
Values of condition number near 1 indicate a well-conditidmatrix.
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7. SIMULATION RESULTS

Consider the following switched linear system to illustriite proposed approach. The discrete state
is given by

. 1, Va|Hz € [-50,2000),
i(@(t)) = { 2, Va | Ha € (—o0, —50) U [2000, 50),

with Hx = —2z4 (t) + 5x2(t). The following matrices correspond to the dynamics equat{)

-1 1 0 0 7 r—1 -1 0 0
1 -1 -1 0 -1 -1 -1 0
=1 7 1 0 cAr=1 0y 0o |
11 1 -1 L2 1 1 -1
1 07 r 0 0
1 1 1 1
B1: 1 7B2: 0 ,E1: 1 aEQ: 1 5
1 1] 1 0

Ci=[1 00 0],Co=[15 0 0 0].
The output and known input are given by= C;))z1(t) and u(t) = 5sin(t), respectively.

The system initial conditions are set #¢0) = [ 2 3 1 2 ]T and j(z(0)) = 1. Simulations
have been done in the MLAB Simulink environment, with the Euler discretization mettand
sampling timeh = 0.0001[sec]. It is possible to show that all assumptions stated alongapeipare
satisfied. The values of the designed matrices are the fiigpw

1.5 0 0 0

0 —15 0 0 . ] =4 _ o
=l Ta=| o 1 o| Ei=Ki,=[1],Ki=K;=[0 0 1 0],
0 0 01

Liy=[33 267", Liy=[22 =178 17, Loy = =5, Loy = —10,

1 0 15 0
P“[—34 1}’})12[—51 —1.5]’

The HOSM differentiators in24) are designed fomn, = 2 with M; and M, according to
Propositionl. The reset equations in Propositidrare implemented. The results for the fault-free
case are depicted in Figk.3.

Itis possible to see that the main features of the proposseteér are clearly illustrated, i.e., finite
time estimation for:11 (¢), x12(¢) andj(z(¢)), and exponential estimation feg; (¢) andzq2(t). The
decision signajﬂj(i)(t) is computed by simulation and the estimating:ef(¢) is provided by 24)
with ny, = 1. The behavior of decision signaf(i)(t) for the fault-free case is shown in Fig.
Notice that in the switching times conditio@q) is not satisfied as it is mentioned in Remark

Now, consider the following faulty scenario. The fapi{t) = 10sin(5.5¢) + 4 sin(3.5¢) + 2 sin(t)
appears int = 5[sec|. The results for the faulty case are depicted in Figs.

It is easy to see that the finite time estimation fgk (¢) and z12(¢) is maintained, and the
estimation error fotro; (t) andxos(t) remains bounded, in spite of the switchings on the system
and the fault. Notice that the fauftt) affects the behavior of the trajectories of the whole system
implying changes in the discrete state; however, the coatia and discrete state estimation is
maintained.

The norm of the decision signaj(i) (t) for different kind of faults (oscillatory, abrupt, incipie
and intermittent fault) is shown in Fig. The term||ry ;) (¢) || indicates when the fault has occurred,
i.e. once the value dfrs)(t)|| exceeds the threshold, , (¢), the fault is detected.

Finally, the FId scheme proposed ingj is shown in Fig.9 for each kind of fault. Clearly, the

proposed scheme provides an approximate identificatidredeiult f (¢). Nevertheless, itis possible
to improve this one reducing the condition number of the maT ;) (A, oI, K).
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Figure 1. Continuous State Estimation. Fault-free case.

8. CONCLUSIONS

A solution of the problem of state estimation for NMP SS witlditive faults is presented. A
robust observer-based scheme for this kind of systems j®opeal. The proposed state observers
are based on HOSM to exactly estimate the strongly obseryetst, and Luenberger-like observers
to estimate the remaining parts. The exact estimation ottiginuous state allows us to realize
a finite time and exact estimation of the discrete state inpifessence of additive faults. The
HOSM-based FD is composed by a residual generator accoatphgia bank of observers, and
the numerical solution of a VIE allows to establish a FI sche@imulation results support the
proposed approaches for different kind of faults.
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Figure 2. State Estimation Error. Fault-free case.
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