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Abstract This paper presents a study of optimized Schwarz domain decomposi-
tion methods for Navier-Stokes equations. Once discretized in time, optimal trans-
parent boundary conditions are derived for the resulting Stokes equations, and a
series of local approximations for these nonlocal conditions are proposed. Their
convergence properties are studied, and numerical simulations are conducted on
the test case of the driven cavity. It is shown that conditions involving one or
two degrees of freedom can improve the convergence properties of the original
algorithm.
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1 Introduction

A number of domain decomposition approaches have already been proposed for
the numerical resolution of Navier-Stokes equations on parallel computers. These
approaches can be barely classified into a few main families: algebraic methods
working on the discrete matrix system (e.g. [13,20,1]), variational methods min-
imizing a misfit at the interfaces between subdomains (e.g. [7,12]), and Schwarz
alternating methods. This last class of methods has the advantage of being quite
non intrusive, since it does not require modifications in the original computation
code except for the boundary conditions at the interface between subdomains.
Moreover the Schwarz formulation is a natural framework for coupling different
models, which makes it particularly relevant for a very large number of applica-
tions. This aspect is our main motivation for the present work, which can be seen
as a step in the direction of coupling different models in fluid dynamics.
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A number of previous works deal with Schwarz-type algorithms for Stokes, Navier-
Stokes and Oseen (i.e. linearized Navier-Stokes) systems. They study either Dirichlet-
Dirichlet [22], Dirichlet-Neumann [24], Neumann-Neumann [19], or Robin-Robin
[18,17] algorithms. See also [23]. In this paper, our objective is to derive more
general optimized conditions, leading to an efficient convergence. To achieve this,
we will follow the well-known strategy (e.g. [10,6]) which consists first in deriv-
ing exact transparent operators (which are pseudo-differential, hence unusable for
practical applications) and second in approximating them by differential opera-
tors. Note that, using a different approach based on Smith factorization, [3] have
also proposed an efficient domain decomposition algorithm for Stokes and Oseen
systems.
The non dimensional Navier-Stokes system in a domain Ω with boundary ∂Ω
reads:











∂v

∂t
+ v∇v −

1

Re
∆v +∇p = 0 in Ω

div v = 0 in Ω
v = g on ∂Ω

(1)

where Re is the Reynolds number. In the present work, we will not consider wave-
form relaxation (or, in other words, global-in-time) domain decomposition meth-
ods, but will start with a time discretization of the Navier-Stokes system:



















vn+1 − vn

∆t
+ v

n∇v
n −

1

Re
∆v

n+1 +∇pn+1 = 0 in Ω (2a)

div vn+1 = 0 in Ω (2b)

v
n+1 = g

n+1 on ∂Ω. (2c)

Then one has to solve at each time step a Stokes problem:










1

∆t
v −

1

Re
∆v +∇p = f in Ω

div v = 0 in Ω
v = g on ∂Ω

(3)

For the sake of simplicity, we will consider the 2-D x− z case in this work.
This paper is structured as follows. In Section 2, we will recall the framework of
Schwarz algorithms for domain decomposition, and derive transparent boundary
conditions following the methodology described in the seminal papers [4,9,8]. A
series of approximations for these transparent conditions will be proposed in Sec-
tion 3, and their convergence properties will be studied. Then some numerical
simulations on the well known test case of the driven cavity will be described in
Section 4.

2 Schwarz algorithm and theoretical aspects

In this section, we set the domain decomposition method (DDM) framework of this
study, namely the iterative Schwarz algorithm (see [21,14,15]). We introduce the
analytical expression of the errors (evolving with the iterative process), and provide
a generic expression for the convergence rate. We draw the reader’s attention to the
fact that no specific interface condition is introduced in this section (the operators
Sj below remain undefined). Naturally, these conditions are required for the actual
implementation of the algorithm, and will be fully determined in Section 3.
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2.1 DDM framework and equations for the errors

The computational domain Ω is split in two subdomains: Ω = Ω1 ∪ Ω2, with
possible overlapping. Their internal boundaries, denoted Γ1 and Γ2, are defined
by

Γj = ∂Ωj ∩ Ω̄j′ j = 1, 2 where j′ = 3− j

In the particular case of non overlapping subdomains, Γ1 = Γ2 = Γ . On each of the
two subdomains Ωj , we look for the solution of the following system of equations:























1

∆t
v
m
j −

1

Re
∆v

m
j +∇pmj = f in Ωj (4a)

div vm
j = 0 in Ωj (4b)

v
m
j = g on ∂Ωj\Γj (4c)

IBC on Γj , (4d)

where IBC stands for interface boundary conditions. Although we postpone the
complete definition of these conditions to Section 3, we will use the generic condi-
tions of the form

−σ
m
j · nj − Sjv

m
j = −σ

m−1
j′ · nj − Sjv

m−1
j′ on Γj , (5)

where σm
j = 1/Re∇vm

j − pmj Id is the stress tensor1 in the domain Ωj , nj is the
outward normal vector and Sj is a generic operator, to be defined later on. These
conditions, thanks to the convergence properties analyzed in Section 3.2 below,
ensure that both velocities and fluxes are continuous through the interfaces Γ1

and Γ2 at the end of the iterative process.
In the system of equations (4), the integer m denotes the iteration index in the
Schwarz algorithm. Since the right-hand side f does not depend on m, the DDM
error is solution of the following system:



































1

∆t
e
m
j −

1

Re
∆e

m
j +∇qmj = 0 in Ωj (6a)

div emj = 0 in Ωj (6b)

emj = 0 on ∂Ωj\Γj (6c)

−σ
m
j · nj − Sje

m
j = −σ

m−1
j′ · nj − Sje

m−1
j′ on Γj , (6d)

where ej = (euj , e
w
j ) = v|Ωj

− vj and qj = p|Ωj
− pj denote the velocity and

pressure errors in Ωj , and where σm
j deals now with the error fields.

2.2 Analytical expression of the error in infinite domains

In order to compute approximate solutions of equations (6), we assume that both
domains (Ωj)j=1,2 are semi-infinite in x, and infinite in z: Ω1 = (−∞, L)×R and

1 We consider here the non symmetric form of the stress tensor. The alternative consisting
in using its symmetric form will be discussed in Section 5.
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Ω2 = (0,+∞)× R, with L ≥ 0. The system of equations (6) becomes


































1

∆t
e
m
j −

1

Re
∆e

m
j +∇qmj = 0 in Ωj (7a)

div emj = 0 in Ωj (7b)

emj → 0 as (x, z) → ±∞ (7c)

−σ
m
j · nj − Sje

m
j = −σ

m−1
j′ · nj − Sje

m−1
j′ on Γj , (7d)

with Γ1 = {L} × R and Γ2 = {0} × R.
We now proceed to a Fourier transform in the vertical direction, denoting by k the
frequency variable associated to the space variable z, and f̂ the Fourier transform
of any function f . The system of equations (7) becomes:



















































1

∆t
ê
m
j −

1

Re

(

d2êmj
dx2

− k2
ê
m
j

)

+







dq̂mj
dx

ikq̂mj






= 0 in Ωj (8a)

dêu,mj

dx
+ ikêw,m

j = 0 in Ωj (8b)

ê
m
j → 0 when |x| → ∞ (8c)

−σ̂
m
j · nj − Ŝj ê

m
j = −σ̂

m−1
j′ · nj − Ŝj ê

m−1
j′ on Γj . (8d)

As in [8] and [16], we look for solutions of this system under the generic form:

Em
j := (êmj , q̂mj )T (x) = Φ

m
j eξx.

Introducing this expression in (8), we have the following system:






1
∆t +

k2−ξ2

Re 0 ξ

0 1
∆t +

k2−ξ2

Re ik

ξ ik 0






Φ

m
j = 0. (9)

A necessary and sufficient condition to obtain a non-zero solution to system (9) is
to have a singular matrix, which leads to four possible values for ξ:

ξ1 = λ, ξ2 = |k|, ξ3 = −λ and ξ4 = −|k|,

where

λ =

√

Re

∆t
+ k2. (10)

The solutions of (9) are linear combinations of four modes

Em
j =

4
∑

l=1

γm
j,l Φl e

ξlx,

where (Φl)1≤l≤4 are the eigenvectors (corresponding to eigenvalue 0) associated
with each of the ξl:

Φ1 =





ik
−λ
0



 , Φ2 =





−|k|
−ik
1/∆t



 , Φ3 =





ik
λ
0



 and Φ4 =





|k|
−ik
1/∆t



 .
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Thanks to the condition (8c), since ξ1, ξ2 > 0 and ξ3, ξ4 < 0, only two modes are
retained in the expression of Em

j in each of the subdomains. We have:

Em
1 (x) =

2
∑

l=1

γm
1,l Φl e

ξlx and Em
2 (x) =

4
∑

l=3

γm
2,l Φl e

ξlx. (11)

Equipped with these expressions for the errors Em
j , we now want to make use of

interface conditions (8d) to study the corresponding convergence rates.

2.3 Theoretical convergence rates

We first simplify the expressions of errors by expressing the pressure error term
thanks to the vertical component of equation (8a)

q̂mj =
i

k

[

(

1

∆t
+

k2

Re

)

ê
m
j −

1

Re

d2êmj
dx2

]

· (0, 1)t.

The interface boundary conditions (8d) on Γ1 (x = L) and Γ2 (x = 0) now reads:

M
d2êm1
dx2

+N
dêm1
dx

+ P ê
m
1 − Ŝ1ê

m
1 = M

d2êm−1
2

dx2
+N

dêm−1
2

dx
+ P ê

m−1
2 − Ŝ1ê

m−1
2

(12)

−M
d2êm2
dx2

−N
dêm2
dx

− P ê
m
2 − Ŝ2ê

m
2 = −M

d2êm−1
1

dx2
−N

dêm−1
1

dx
− P ê

m−1
1 − Ŝ2ê

m−1
1 ,

(13)

with the matrices M , N and P defined as follows

M = −
1

Re

(

0 i
k

0 0

)

, N = −
1

Re
I2 and P = −

1

Re

(

0 − i
kλ

2

0 0

)

.

Thanks to (11), we have

ê
m
1 (x) = M12 e

ξ12x γ
m
12 and ê

m
2 (x) = M34 e

ξ34x γ
m
34, (14)

with

M12 =

(

ik −|k|
−λ −ik

)

, eξ12x =

(

eξ1x 0

0 eξ2x

)

and γ
m
12 =

(

γm
1,1

γm
1,2

)

,

M34 =

(

ik |k|
λ −ik

)

, eξ34x =

(

eξ3x 0

0 eξ4x

)

and γ
m
34 =

(

γm
2,3

γm
2,4

)

.
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Then (12) and (13) can be rewritten as Ĥ11γ
m
12 = Ĥ12γ

m−1
34 and Ĥ22γ

m
34 =

Ĥ21γ
m−1
12 where

Ĥ11 =

[

MM12

(

ξ21 0
0 ξ22

)

+NM12

(

ξ1 0
0 ξ2

)

+ PM12 − Ŝ1M12

]

eξ12L

Ĥ12 =

[

MM34

(

ξ23 0
0 ξ24

)

+NM34

(

ξ3 0
0 ξ4

)

+ PM34 − Ŝ1M34

]

eξ34L

Ĥ22 = −MM34

(

ξ23 0
0 ξ24

)

−NM34

(

ξ3 0
0 ξ4

)

− PM34 − Ŝ2M34

Ĥ21 = −MM12

(

ξ21 0
0 ξ22

)

−NM12

(

ξ1 0
0 ξ2

)

− PM12 − Ŝ2M12.

We thus obtain the following recursive property for the errors:

γ
m
12 = Ĥ−1

11 Ĥ12Ĥ
−1
22 Ĥ21 γ

m−2
12 (15)

which means that the growth rate of the error is directly related to the spectral
radius of the amplification matrix

Ĥ = Ĥ−1
11 Ĥ12Ĥ

−1
22 Ĥ21. (16)

More precisely, the convergence rate of the Schwarz algorithm is equal to the square
root of this radius in case of an additive version (as written in (12)-(13)-(15)), and
to the radius itself in case of a multiplicative version (since index m − 1 is then
replaced by m in the r.h.s. of (13), which means that m−2 is replaced by m−1 in
(15)). In order to ensure the convergence of the Schwarz algorithm for all possible
frequencies k ∈ [kmin, kmax], we have then to choose appropriately the operator
Sj such that (e.g. [6,10,11])

ρ(Ĥ) = max
k∈[kmin,kmax]

max
µ∈Sp(Ĥ)

|µ(k)| < 1. (17)

The objective of Section 3 below is to specify the operator Si that should be used
in numerical simulations in order to ensure the well-posedness of (8) and to cancel
(or minimize) the spectral radius of the amplification matrix Ĥ.

3 Transparent boundary conditions and their approximations

This section focuses on the interface boundary conditions that should be used in
Equation (8d). More specifically, we will look for operators Si that will be both
efficient in term of convergence rate, and numerically tractable.

3.1 Exact transparent conditions

It is easy to check that the right-hand sides of equations (12) and (13), thus of
(8d), cancel for

Ŝ∗
1 = MM34

(

ξ23 0
0 ξ24

)

M−1
34 +NM34

(

ξ3 0
0 ξ4

)

M−1
34 + P

Ŝ∗
2 = −MM12

(

ξ21 0
0 ξ22

)

M−1
12 −NM12

(

ξ1 0
0 ξ2

)

M−1
12 − P
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In that case, êmj is the solution of the homogeneous system (8), hence zero, so
that the boundary operators S∗

j are perfectly transparent. We can simplify the
preceding expressions, which become:

Ŝ∗
1 =

1

Re







λ

|k|
(λ+ |k|) −

ik

|k|
λ

ik

|k|
λ λ+ |k|






, Ŝ∗

2 =
1

Re







λ

|k|
(λ+ |k|)

ik

|k|
λ

−
ik

|k|
λ λ+ |k|






(18)

An inverse Fourier transform of these operators would lead to non-local pseudo-
differential operators, which would not be numerically tractable. In the sequel,
we thus want to approximate them by local operators Sapp

j , which will be called
absorbing operators.

3.2 Approximate boundary conditions

As indicated above, our present objective is to derive approximations of the S∗
i s

that are easy to implement and that lead to a rapid convergence of the Schwarz
algorithm. “Easy” means that the S∗

i s must be local low-order operators, therefore
limited to first-order and second-order derivatives. The coefficients in the approx-
imations of the Ŝ∗

i s will then be degree two polynomials in ik.

3.2.1 Empirical description of the operators Ŝ∗
i

As a first step in this direction, we are going to describe simple properties of Ŝ∗
1

and Ŝ∗
2 that will be useful to design relevant approximations.

Sign, symmetry and parity Given the expressions (18), obvious observations are
that (i) the anti-diagonal terms are opposite and are odd functions of k, and
that (ii) the diagonal terms are positive and even functions of k. Preserving these
properties when building the approximations leads to the following general forms:

Ŝapp
1 =

(

a0 − a2k
2 −a1 ik

a1 ik b0 − b2k
2

)

and Ŝapp
2 =

(

a0 − a2k
2 a1 ik

−a1 ik b0 − b2k
2

)

(19)

where the ai and bi coefficients are real numbers to be determined, such that
a0 − a2k

2 ≥ 0 and b0 − b2k
2 ≥ 0.

Orders of magnitude The quantities involved in (18) are λ =

√

Re
∆t + k2 and k.

We have thus to compare Re/∆t to k2 to get insights into the orders of magni-
tude of the different terms in the Ŝ∗

i s. The spatial frequencies k that are resolved
by the numerical model lie in the interval

[

π
H , π

∆z

]

[6]. The problem being non-
dimensional, H is equal to 1 and 1/∆z is equal to N , the number of grid cells in the
z-direction. This implies that [kmin, kmax] = [π,Nπ]. Considering a “standard”
non-dimensional Navier-Stokes numerical model, the CFL ratio ∆z/∆t remains
almost constant, independently of N , and typically of the order of 100 − 102. Let
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denote this ratio by Vgrid. We have then 1/∆t = Vgrid/∆z = N Vgrid, which leads
to

Re/∆t

k2
∈

[

Re/∆t

k2
max

,
Re/∆t

k2
min

]

=

[

ReVgrid

π2

1

N
,
ReVgrid

π2
N

]

In actual applications, Re is of the order of 102 − 104, and N may vary from
a few tens to a few thousands. This implies that Re/∆t = NReVgrid is always
much larger than k2

min = π2, and is also in most cases larger than k2
max = N2π2,

except for low Reynolds numbers and relatively high resolution. This means that
ε = |k|

√

∆t/Re is in most cases a small parameter. We have then

λ =

√

Re

∆t
(1 + ε2) =

√

Re

∆t

(

1 +
ε2

2
+O(ε4)

)

(20)

which leads to

Ŝ1, Ŝ2 =
1

Re

(

|k|( 1
ε2 + 1

ε + 1 + ε
2 ) ∓ik(1ε + ε

2 )

±ik(1ε + ε
2 ) |k|(1ε + 1 + ε

2 )

)

+ o(ε) (21)

This Taylor expansion highlights the fact that the upper-left coefficient in the Ŝ∗
i s

is often clearly dominant, since it is one order of magnitude larger than the other
coefficients. This observation is illustrated in Figure 1, where the modules of the
matrix coefficients are plotted for a few values of Re, Vgrid and N , corresponding to

different behaviors (cf Table 1). The future approximations Ŝapp
1 and Ŝapp

2 should
reflect this property.

Table 1 Description of three numerical cases, spanning different possible values of the model
parameters. In each case, the minimal and maximal values of ε are provided, with εmin =
kmin

√

∆t/Re = π/
√

N VgridRe, and εmax = kmax

√

∆t/Re = π
√
N/

√

VgridRe. Case #2
will be considered for the numerical simulations (see Section 4).

Re Vgrid N ∆t εmin εmax

Case 1 104 10 256 3.9 10−4 6 10−4 0.16
Case 2 103 1 64 1.6 10−2 0.01 0.79
Case 3 500 1 1024 9.8 10−4 4 10−3 4.50

Fig. 1 Comparison of the modules of the coefficients in Ŝ∗
1 and Ŝ∗

2 as a function of k, with
additional zooms away from kmin (corresponding to the dashed rectangles). Thick solid line:

|Ŝi(1, 1)|; dashed line: |Ŝi(1, 2)| = |Ŝi(2, 1)|; thin solid line: |Ŝi(2, 2)|.
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Table 2 Summary of the different approximations of Ŝ∗
1 and Ŝ∗

2

expansion at order 1/ε2

degree 0 degree 2
polynomial polynomial

Ŝ−2,0
i =

(

a0 0
0 0

)

Ŝ−2,2
i =

(

a0 − a2k2 0
0 0

)

a0 ≥ 0 a0 − a2k2 ≥ 0 on [kmin, kmax]

expansion at order 1/ε
degree 0 degree 1 degree 2

polynomial polynomial polynomial

Ŝ−1,0
i =

(

a0 0
0 b0

)

Ŝ−1,1
i =

(

a0 ∓a1 ik
±a1 ik b0

)

Ŝ−1,2
i =

(

a0 − a2k2 ∓a1 ik
±a1 ik b0 − b2k2

)

a0, b0 ≥ 0 a0, b0 ≥ 0 a0 − a2k2, b0 − b2k2 ≥ 0 on [kmin, kmax]

3.2.2 A series of approximations

As indicated above, a general admissible form for the approximate operators Ŝapp
i

is given by (19). Rather than looking globally for optimal values of the five coeffi-
cients ai and bi, we can propose a series of approximations of increasing complexity,
based on the Taylor expansion (21).

– At lowest order in ε, i.e. 1/ε2, the upper-left coefficient is the only non zero
element in Ŝapp

i . It can be represented either by a constant positive value a0
(therefore avoiding second order derivatives in the approximate boundary con-
ditions), or by a degree two polynomial a0−a2k

2, positive for k ∈ [kmin, kmax].
The two corresponding approximations of Ŝ∗

i are denoted Ŝ−2,0
i and Ŝ−2,2

i re-
spectively (see Table 2).

– At order -1 in ε, the expansion (21) indicates that the four elements of Ŝ∗
i must

be taken into account. This means that the Ŝapp
i s are given either by the full

expression (19) further denoted Ŝ−1,2
i , or by its simplified version Ŝ−1,1

i where
a2 = b2 = 0 if one wants to avoid second order derivatives, or by an even more
simplified version Ŝ−1,0

i where a1 = a2 = b2 = 0 if one only allows degree zero
polynomials.

This series of approximate operators is summarized in Table 2.

3.2.3 Theoretical convergence performances

Our goal is to design efficient interface operators, that will lead to a fast conver-
gence of the Schwarz algorithm. As seen in section 2.3, the convergence rate is
given by the spectral radius of the amplification matrix (16). The analytical ex-
pressions of the eigenvalues of this 2×2 matrix can be determined for the different
approximate boundary operators, as functions of the coefficients ai and bi. How-
ever these expressions, that we obtained using a symbolic computation software,
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are rather long and complicated. Therefore we will not give their detailed expres-
sion (except in the very simple case of approximation Ŝ−2,0

i with no overlap), but
rather comment on the smallest values of the spectral radius ρ defined in (17) that
can be obtained after minimization w.r.t. the ai and bi coefficients.

Approximations at order -2 in ε For the approximation Ŝ−2,0
i =

(

a0 0
0 0

)

, and in

the non overlapping case, the eigenvalues are

1 and

(

λ (λ3 − k2|k|) + a0 Re |k| (k2 − λ2)

−λ (λ3 − k2|k|) + a0 Re |k| (k2 − λ2)

)2

(22)

The eigenvalues for the approximation Ŝ−2,2
i are of course the same, but replacing

a0 by a0 − a2k
2.

An important result here is that one of the eigenvalues is equal to 1, which indicates
that the Schwarz algorithm will not converge in this case where the subdomains
do not overlap. The explanation for this is actually quite simple. As a matter of
fact, when using approximation Ŝ−2,0

i , the conditions occurring in the Schwarz
algorithm at the common interface are















−
1

Re

∂um
1

∂x
+ pm1 − a0u

m
1 = −

1

Re

∂um−1
2

∂x
+ pm−1

2 − a0u
m−1
2 (23a)

−
1

Re

∂wm
1

∂x
= −

1

Re

∂wm−1
2

∂x
(23b)

and














1

Re

∂um
2

∂x
− pm2 − a0u

m
2 =

1

Re

∂um−1
1

∂x
− pm−1

1 − a0u
m−1
1 (24a)

1

Re

∂wm
2

∂x
=

1

Re

∂wm−1
1

∂x
(24b)

Due to the change of sign between (23a) and (24a), the first condition will lead to
a change from one iteration to the other. But, conversely, the second conditions
(23b) and (24b) are similar for both subdomains. Therefore, in the case of a non
overlapping configuration, the quantity ∂w/∂x does not evolve, which prevents the
algorithm from converging. If the approximation Ŝ−2,2

i is used instead of Ŝ−2,0
i ,

the conditions (23b) and (24b) remain unchanged, hence the non convergence. In
summary, these approximations Ŝ−2,0

i and Ŝ−2,2
i cannot be used without an over-

lap.

In the case of overlapping subdomains (δ > 0), the spectral radius can however
become less than 1. As can be observed on Figure 2 for the approximation Ŝ−2,0

i ,

the minimal value of ρ(Ĥ) is always smaller than 0.5, so that we can expect a
fast convergence of the Schwarz algorithm. Figure 2 is plotted for a0 ≥ 0, consis-
tently with the constraint expressed in Table 2. However we have also verified that
choosing a0 < 0 leads to poorer results, as will be showed for instance in Figure 3.
Among our three sets of parameter values, the more favorable one is case #2, but
this cannot be directly evidenced by the analytical expression of ρ(Ĥ) since its
dependency with respect to a0, δ and the parameters listed in Table 1 is way too
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complicated. Note that increasing the overlap from δ = ∆x to δ = 2∆x slightly
changes the optimal value of a0, and significantly improves the spectral radius at
a low computational cost.
It is interesting to compare the performance of these interface conditions w.r.t.
simple Dirichlet conditions (vm

j , pmj ) = (vm−1
j′ , pm−1

j′ ) on Γj . In this latter case,
the recursive formula for the errors (15) is replaced by

γ
m
12 = Ĥdir γ

m−2
12 with Ĥdir = e−ξ12δM−1

12 M34e
ξ34δM−1

34 M12 (25)

The spectral radius of Ĥdir can be easily computed, and we can see (Table 3, first
raw) that it never becomes smaller than 0.95 for δ = ∆x and 0.85 for δ = 2∆x.
Approximation Ŝ−2,0

i is thus a very strong improvement w.r.t. a simple Dirichlet-
Dirichlet approach.
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Fig. 2 Illustration of the theoretical convergence rate for approximation S−2,0: spectral radius
ρ(Ĥ) as a function of a0 for δ = 0 (blue curves), δ = ∆x (green curves) and δ = 2∆x (red
curves). The related configurations are detailed in Table 1.

Results obtained with the approximation Ŝ−2,2
i are displayed in Figure 3. For the

sake of clarity, we only consider case #1 here, but the other cases were also per-
formed, leading to similar conclusions. First of all, note that the horizontal section
a2 = 0 of course exactly corresponds to the spectral radius displayed in Figure
2 (left panel) for the approximation Ŝ−2,0

i . Moreover, there is clearly an “area of

convergence” in the (a0, a2) plane, where ρ(Ĥ) < 1. This area is fully consistent
with the empirical constraint a0 − a2k

2 ≥ 0 for k ∈ [kmin, kmax] proposed in Sec-
tion 3.2.1. As a matter of fact, this constraint corresponds to the intersection of
the two half-planes a0−a2k

2
min ≥ 0 and a0−a2k

2
max ≥ 0, and the area of conver-

gence matches almost exactly this intersection for δ = ∆x and δ = 2∆x. Finally,
it appears that adding the second degree term a2k

2 in the polynomial approxi-
mation of the leading coefficient of Ŝi has almost no influence on the convergence
properties within the area of convergence. As a matter of fact, the isolines of ρ(Ĥ)
in this region are almost parallel to the vertical axis. Actually, its minimal value is
0.3048, obtained for (aopt0 ; aopt2 ) = (230.6; 3.6 10−4), while the corresponding value

of the convergence rate for approximation Ŝ−2,0
i was 0.3059, obtained for almost

the same value aopt0 = 229.9. This extremely weak influence of the a2 term is ob-
served in the 3 cases (see Table 3).
We will come back in section 4 to the convergence rate observed in actual numer-
ical simulations.
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Fig. 3 Illustration of the theoretical convergence rate for approximation S−2,2 in the case
#1. Spectral radius ρ(Ĥ) as a function of a0 (x-axis) and a2 (y-axis) for δ = ∆x (left) and
δ = 2∆x (right). The dashed lines correspond to a0 − a2k2min = 0 and a0 − a2k2max = 0.

Approximations at order -1 in ε In order to obtain the expressions of the eigen-
values of the amplification matrices corresponding to approximations Ŝ−1,n

i (n =

0, 1, 2), it is sufficient to get them for Ŝ−1,1
i . The eigenvalues for Ŝ−1,0

i (respec-

tively Ŝ−1,2
i ) can then obtained by setting a1 = 0 (respectively by replacing a0

and b0 by a0 − a2k
2 and b0 − b2k

2). As for the preceding approximations at order
-2, we obtained these expressions using a symbolic computation software.
As expected, approximation at order −1 performs clearly better than approxima-
tion at order −2. In the nonoverlapping case, 1 is no longer an eigenvalue, and the
convergence rate may become smaller than 1.

– For approximation S−1,0, the Schwarz algorithm without overlap converges
for a wide range of values of a0 and b0, including the quadrant a0, b0 > 0, as
can be seen in Figure 4 (note that, if a0 and b0 both become large enough,
the interface conditions reduce to a simple Dirichlet-Dirichlet case, as can be
seen in equations (12)-(13)). The optimal spectral radius reached with this
approximation S−1,0 is rather efficient: ρopt = 0.733, 0.381 and 0.595 for the
three test cases respectively (Table 3). Note that the ratio aopt0 /bopt0 between
the optimal coefficients is fully consistent with the theoretical optimal ratio
Ŝ∗
11(k)/Ŝ

∗
22(k) = λ/|k| =

√

1 +Re/(∆tk2), which is approximately O(101 −
102), O(100 − 101) and O(100 − 101) respectively for the 3 cases (Figure 4 and
Appendix).

– Adding a small overlap clearly enhances the convergence, which becomes ex-
tremely fast in our first two test cases.

– The addition of the extra diagonal terms ±a1 ik (approximation Ŝ−1,1
i ) slightly

improves the spectral radius, at most by 10-15% in the most favorable case
(Table 3). Note that, once again, the ratio aopt0 /aopt1 observed in our test
cases is generally fully consistent with the corresponding theoretical ratio
∣

∣

∣kŜ∗
11(k)/Ŝ

∗
12(k)

∣

∣

∣ = λ + |k|, which is O(103), O(102) and O(103) respectively

for the 3 cases (see Appendix).
– Considering Ŝ−1,2

i , i.e. adding the a2 and b2 terms, makes the optimization
much more complex, since one has now 5 parameters to consider. We did not
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Fig. 4 Illustration of the theoretical convergence rate for approximation S−1,0. Top line:
spectral radius ρ(Ĥ) as a function of a0 (x-axis) and b0 (y-axis) for δ = 0. Middle line: same
configuration with δ = ∆x. Bottom line: same configuration with δ = 2∆x. The 3 columns
correspond to the 3 configurations detailed in Table 1.

perform a full optimization, but our attempts to add those two degrees of
freedom in the vicinity of values a0, b0 and a1 that are optimal for Ŝ−1,1

i did
not lead to any significant decrease in ρopt (not shown). This seems to confirm
the very weak influence of the a2 term in approximation S−2,2 w.r.t. S−2,0

that we observed previously.

Discussion From the preceding investigations, we can already draw some first
conclusions:

– Approximations Ŝ−k,1
i and Ŝ−k,2

i bring very few improvement w.r.t. Ŝ−k,0
i

(k = −2,−1). On the opposite, Ŝ−1,0
i leads to much better results than Ŝ−2,0

i .

The approximation Ŝ−1,0
i appears thus as a good overall compromise.

– If ones does not want the subdomains to overlap, then Ŝ−1,p
i must be used

since Ŝ−2,p
i cannot lead to convergence. On the opposite, a small overlap, if

affordable, generally accelerates very much the convergence.
– The different forms of matrix Ŝapp

i were proposed using a Taylor expansion that
is valid if ε is small. However, even if this is not the case, these matrix forms
can still be used and their coefficients can be optimized in order to minimize
ρ(Ĥ) efficiently. Test case #3 is an illustration of such a situation.
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Table 3 Optimal value of ρ(Ĥ) as a function of the overlap for the different approximations.
The optimal values for coefficients a0, b0 and a1 are indicated in Appendix.

Case 1 Case 2 Case 3
δ = 0 ∆x 2∆x δ = 0 ∆x 2∆x δ = 0 ∆x 2∆x

Dir-Dir 1. .978 .955 1. .951 .864 1. .999 .998

Ŝ−2,0
i 1. .306 .221 1. .142 .081 1. .462 .386

Ŝ−2,2
i 1. .305 .220 1. .140 .081 1. .461 .386

Ŝ−1,0
i .733 .067 .038 .381 .040 .008 .595 .394 .265

Ŝ−1,1
i .650 .066 .038 .332 .034 .008 .592 .356 .244

4 Numerical simulations

The objective of this section is to provide a numerical illustration of the theoretical
results presented in Section 3. W first set the numerical framework (time-space
finite differences for the lid-driven cavity, see [2] for details), and present in the
sequel the impact of our optimized boundary conditions on the domain decompo-
sition method used for the driven cavity.

4.1 Numerical framework

Driven cavity The driven cavity problem is well known, since it has been investi-
gated by many authors (see for instance [2] and the numerous references herein).
The computational domain is a vertical 2-D square domain Ω = (0, 1) × (0, 1),
in which the incompressible Navier-Stokes equations (1) are solved, with no-slip
boundary conditions on 3 sides of the cavity and a driving velocity on the top of
the cavity:

{

v(0, z, t) = v(1, z, t) = v(x, 0, t) = 0, 0 ≤ x, z ≤ 1, t > 0

v(x, 1, t) = (1, 0), 0 ≤ x ≤ 1, t > 0.

The simulation is started from rest: v(x, z, 0) = 0, 0 ≤ x, z ≤ 1.

Discretization method Discretization in time is performed using a first order Eu-
ler scheme, leading to the semi-discrete system (2). Discretization in space is per-
formed on a uniform staggered grid (see Figure 5) using a third order scheme
for the nonlinear term, as described in [2]. Numerical experiments that will be
presented in the following were performed at Re = 104, with ∆x = ∆z = 1/256,
∆t = ∆z/10 which corresponds to the case # 1 in Section 3 and Table 1. For those
values of the parameters, the stationary flow exhibits a large primary clockwise
vortex (see Figure 5), with secondary vortices in the corners (counter clockwise
or clockwise, depending on the order in the well-known vortices cascade). Our
numerical model was validated by comparison to corresponding results presented
in the literature (e.g. [2,5]).
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Fig. 5 Left: a staggered cell. Right: typical solution of the lid-driven cavity problem at Re =
104.

4.2 Optimized boundary conditions discretized

With the discretization method introduced in Section 4.1, we now illustrate the
efficiency of the Schwarz iterative method equipped with the interface conditions
introduced in Section 3. For the sake of succinctness, we only consider the test
case #1, with Dirichlet-Dirichlet, S−2,0 and S−1,0 boundary conditions.
While the Dirichlet-Dirichlet conditions are quite classical and do not require any
additional numerical description, let us give a few details regarding the way inter-
face conditions S−2,0 (namely (23) and (24)) are discretized (processing conditions
S−1,0 is similar). In particular for equation (23a) we consider the following2:

−
1

Re

u1
I+1/2,j − u1

I−1/2,j

∆x
+ p1I,j − a0 u

1
I+1/2,j (26)

= −
1

Re

u2
I+3/2,j − u2

I+1/2,j

∆x
+ p2I+1,j − a0 u

2
I+1/2,j +A,

where:

• i = I + 1/2 holds for the interface location, where both u1
I+1/2,j and u2

I+1/2,j

are defined,

• A = −∆x

[

fI+1/2,j +
D2

zu
1
I+1/2,j +D2

zu
2
I+1/2,j

2Re
+

u1
I+1/2,j + u2

I+1/2,j

2∆t

]

,

• D2
zui,j denotes

ui,j+1 − 2ui,j + ui,j−1

∆z2
.

It is clear that A is of order ∆x, so that equation (26) is a consistant approxi-
mation of equation (23a). The A term, which may look useless at first glance, is
chosen that equation (26) is consistant (after convergence) with the monodomain
approximation of the first equation (3) on the whole interface, namely:

uI+1/2,j

∆t
−

D2
xuI+1/2,j +D2

zuI+1/2,j

Re
+DxpI+1/2,j = fI+1/2,j , ∀j, (27)

2 For the sake of readability, the Schwarz indices m and m− 1 have been removed, but u1

should be read as u1,m, and u2 as u2,m−1 as in (23a). In the other case (u1 = u1,m−1 and
u2 = u2,m), we would obtain the discretized version of (24a).
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whereDxpi+1/2,j =
pi+1,k − pi,j

∆x
andD2

xuI+1/2,j =
uI+3/2,j − 2uI+1/2,j + uI−1/2,j

∆x2
.

4.3 Numerical results

Our numerical results were obtained thanks to the Schwarz method (in the mul-
tiplicative case) implemented with the aforementioned interface boundary condi-
tions. We illustrate the convergence of the iterative method on one single time
step, at time t = 1.3

As expected (see discussion in Section 3), none of the Dirichlet-Dirichlet nor S−k,0

interface conditions makes the DDM algorithm converge when δ = 0 (no overlap).
For δ > 0 (overlapping domains), the numerical results are almost identical to the
theoretical values as far as the Dirichlet-Dirichlet condition is concerned (compare
the first line in Table 4 with the first line in Table 3). Moreover the numerical
results obtained with S−2,0 are in very good accordance with theoretical results:

- the shape of the convergence rate with respect to coefficient a0 (Figure 6) is
very similar to the theoretical one (Figure 2, left panel),

- the optimal value a∗0 is of the same order of magnitude in both numerical and
theoretical cases.

As could be expected, the exact values of a∗0 and of the corresponding numerical
convergence rates are not identical (compare the second line in Table 3 with the
second line in Table 4), but this can be explained by the hypotheses that were
made to build the theoretical analysis (infinite domain) and by the discretiza-
tion of continuous equations. As expected also from the theoretical results, the
obtained convergence rates compare very favorably to the ones obtained with
Dirichlet-Dirichlet interface conditions, which substantiates the use of S−2,0 con-
ditions rather than Dirichlet-Dirichlet conditions as soon as subdomains overlap.
Numerical results obtained with S−1,0 are also rather consistent with theoreti-
cal ones. Although we did not extensively explore all possible values for (a0, b0),
sections in the (a0, b0) plane (Figure 7) indicate a V-shaped behavior of ρ(Ĥ) as
a function of a0, and a more complex shape as a function of b0. These shapes
are consistent with the theoretical behavior plotted in Figure 4 (second row, left
column), although less contrasted.

Table 4 Optimal value of ρ(Ĥ) as a function of the overlap in our numerical experiments.
The optimal values for coefficient a0 are indicated in the last line.

Case 1
δ = 0 ∆x 2∆x

Dir-Dir 1. .950 922

Ŝ−2,0
i 1. .514 .425
a∗0 N/A 243.5 300.6

3 The time steps from t = 0 to t = 1 have been previously computed with the monodomain
algorithm in order to avoid starting from a zero initial solution, which could hide numerical
evidences.
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Fig. 6 Numerical convergence rate for approximation S−2,0 for δ = 0 (blue), δ = ∆x (green)
and δ = 2∆x (red). The related configuration is Test Case #1 in Table 1.

5 Concluding remarks

In order to complement the preceding study, we would like to point out two addi-
tional aspects that have not been discussed yet.

5.1 Two-sided conditions

Up to now, the values of the coefficients ai and bi are identical in Ŝapp
1 and Ŝapp

2 .
However it is possible to switch from such so called one-sided conditions to two-

sided ones, in which these coefficients may have different values in Ŝapp
1 and Ŝapp

2 .

We have tested this alternative for the simplest case Ŝ−2,0, i.e. considering

Ŝ−2,0
1 =

(

a0 0
0 0

)

and Ŝ−2,0
2 =

(

a′0 0
0 0

)

The two-sided spectral radius is plotted in Figure 8. Its optimal value ρopt(a0, a
′
0) is

30-35% smaller than the corresponding optimal one-sided spectral radius ρopt(a0)
(located on the diagonal of each plot), for each of our three test cases (see Ap-
pendix). This improvement is quite significant.
However this two-sided approach doubles the number of degrees of freedom (dof) in
the Ŝapp

i operators, which makes the optimization harder. The question is then to
determine which approximation leads to the best convergence properties for a given
number of dof. If we limit the optimization to 2 dof, which is reasonable for the
optimization in practical cases, we have then to compare two-sided approximation
Ŝ−2,0 (where dof are a0 and a′0) with one-sided approximation Ŝ−1,0 (where dof
are a0 and b0). For our test cases, there is no fully clear conclusion, since one-sided
Ŝ−1,0 leads to much better spectral radii than two-sided approximation Ŝ−2,0 in
cases #1 and #2, but not in case #3 (see Appendix). However, considering that
Ŝ−1,0 does not require any overlap to converge, this latter approximation probably
remains the best overall compromise.
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Fig. 7 Numerical convergence rate for approximation S−1,0. The related configuration is
Test Case #1 in Table 1. Top: convergence as a function of a0 (with b0 = −5.03). Bottom:
convergence as a function of b0 (with a0 = 243.5). The additional zoom corresponds to the
dashed rectangle.
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Fig. 8 Approximation Ŝ−2,0 in the two-sided case: spectral radius ρ(Ĥ) as a function of
a0 (x-axis) and a′0 (y-axis) for δ = ∆x in the case #1. The 3 panels correspond to the 3
configurations detailed in Table 1.

5.2 Symmetric tensor

As mentioned previously, the stress tensor that we used in Section 2.1 to de-
rive the general form of the interface conditions was the non symmetric form
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σ = 1/Re∇v − pId. However we could also have chosen the symmetric one
σ = 1/(2Re)

(

∇v +∇vT
)

− pId. Such a choice modifies the bottom coefficients of
matrices introduced in Section 2.3, which become

N = −
1

Re

(

1 0
0 1

2

)

and P = −
1

Re

(

0 − i
kλ

2

ik
2 0

)

.

Consequently the expressions of matrices Ĥij and of the spectral radius ρ(Ĥ) are
also modified, as well as the expression of corresponding transparent operators
(which are no longer antisymmetric). However, in our opinion, there is no theoret-
ical reason indicating that working with the symmetric form of the stress tensor
should lead to a better convergence of the DD algorithm than working with the non
symmetric form. This is confirmed by our results, since we checked this alterna-
tive symmetric approach in the simple case of approximation Ŝ−2,0, and obtained
optimal spectral radii which differ by less than 0.01 from their corresponding “non
symmetric” values.

5.3 Synthesis

This study leads to the conclusion that S−1,0
i operators are good candidates to

provide efficient interface conditions for the Schwarz DDM algorithm applied to the
Stokes problem (3). They allow for a rapid convergence, even without overlap, in
all our test cases, and rely only on two free parameters. They compare favorably
to the simple Dirichlet-Dirichlet, but also to the simpler approximation S−2,0

i .

Moreover, considering one or two additional parameters in approximations S−1,1
i

and S−1,2
i is probably not worth given the additional difficulty in the optimization

of these parameters and the relatively small improvement in the convergence rate.
Note also that two-sided S−2,0

i operators are a good alternative.

This study was performed in the 2-D (x, z) case. Extending it to the 3-D case
would be a direct extension of the present work, which would make the derivation
of the approximations more complex, but would not require new methodological
tools. Conversely, considering the time variable would represent a significant new
step. Considering waveform relaxation DDM (also called global-in-time methods)
would indeed require coming back to Navier-Stokes equations, dealing with the
nonlinear advection term and including the time variable in all previous deriva-
tions. However it would allow for the use of different space and time steps in the
different subdomains, which is an interesting practical feature.

Finally let us remind that the Schwarz formulation is a natural framework for
coupling different models, which is an important motivation for the present work,
in the prospect of coupling different models in fluid dynamics.
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Appendix

The optimal values of the spectral radius ρopt and of the parameters ai and bi for
the different test cases and for different sizes of the overlap δ are summarized in
the following table.

Case 1 Case 2 Case 3

δ = 0 ∆x 2∆x δ = 0 ∆x 2∆x δ = 0 ∆x 2∆x

Dir-Dir ρ 1. .978 .955 1. .951 .864 1. .999 .998

Ŝ
−2,0
i

ρ 1. .3059 .2213 1. .1419 .0813 1. .4616 .3863

one sided a0 229.88 284.72 8.825 10.626 61.734 75.140

ρ 1. .191 1. .093 1. .283

two sided a0 507.5 15 15

a′

0
69 4 171

Ŝ
−2,2
i

ρ 1. .3048 .22048 1. .1400 .0807 1. .4614 .3861

a0 230.6 285.6 8.90 10.66 61.78 75.18

a2 3.6 10
−4

9.6 10
−4

2.0 10
−4

2.4 10
−4

4 10
−6

8 10
−6

Ŝ
−1,0
i

ρ .7327 .0669 .0380 .3807 .0400 .0080 .5954 .3940 .2648

a0 63.22 528.7 571.5 4.815 13.487 18.70 42.0 74.12 103.64

b0 0.064 -0.50 -0.5016 0.1794 -0.1765 -0.2305 0.985 -0.11 -0.382

Ŝ
−1,1
i

ρ .6497 .0660 .0379 .3320 .0340 .0078 .5924 .3556 .2439

a0 85.45 505 571.5 5.0394 14.015 18.61 42.40 81.93 109.62

b0 4.59 -0.50 -0.5015 0.84 -0.1652 -0.231 0.944 -0.0325 -0.327

a1 -0.0236 −9 10
−4

−9 10
−4

-0.007 0.00846 -0.001 −1.4 10
−4

0.01025 0.01388
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