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# BORDER BASIS RELAXATION FOR POLYNOMIAL OPTIMIZATION 

MARTA ABRIL BUCERO, BERNARD MOURRAIN


#### Abstract

A relaxation method based on border basis reduction which improves the efficiency of Lasserre's approach is proposed to compute the optimum of a polynomial function on a basic closed semi algebraic set. A new stopping criterion is given to detect when the relaxation sequence reaches the minimum, using a sparse flat extension criterion. We also provide a new algorithm to reconstruct a finite sum of weighted Dirac measures from a truncated sequence of moments, which can be applied to other sparse reconstruction problems. As an application, we obtain a new algorithm to compute zerodimensional minimizer ideals and the minimizer points or zero-dimensional G-radical ideals. Experimentations show the impact of this new method on significant benchmarks.


## 1. Introduction

Computing the global minimum of a polynomial function $f$ on a semi-algebraic set is a difficult but important problem, with many applications. A relaxation approach was proposed in [11] (see also [27], [31]) which approximates this problem by a sequence of finite dimensional convex optimization problems. These optimization problems can be formulated in terms of linear matrix inequalities on moment matrices associated to the set of monomials of degree $\leq t \in \mathbb{N}$ for increasing values of $t$. They can be solved by SemiDefinite Programming (SDP) techniques. The sequence of minima converges to the actual minimum $f^{*}$ of the function under some hypotheses [11]. In some cases, the sequence even reaches the minimum $f^{*}$ in a finite number of steps $[15,26,18,3,8,24]$. This approach proved to be particularly fruitful in many problems [12]. In contrast with numerical methods such as gradient descent methods, which converge to a local extremum but with no guaranty for the global solution, this relaxation approach can provide certificates for the minimum value $f^{*}$ in terms of sums of squares representations.

From an algorithmic and computational perspective, some issues need however to be considered.

The size of the SDP problems to be solved is a bottleneck of the method. This size is related to the number of monomials of degree $\leq t$ and is increasing exponentially with the number of variables and the degree $t$. Many SDP solvers are based on interior point methods which provide an approximation of the optimal moment sequence within a given precision in a polynomial time: namely $\mathcal{O}\left(\left(p s^{3.5}+c p^{2} s^{2.5}+c p^{3} s^{0.5}\right) \log \left(\epsilon^{-1}\right)\right)$ arithmetic operations where $\epsilon>0$ is the precision of the approximation, $s$ is bounding the size of the moment matrices, $p$ is the number of parameters (usually of the order $s^{2}$ ) and $c$ is the number of constraints [23]. Thus reducing the size $s$ or the number of parameters $p$ can improve significantly the performance of these relaxation methods. Some recent works address this issue, using symmetries (see e.g. [29]) or polynomial reduction (see e.g. [10]). In this paper, we extend this latter approach.

While determining the minimum value of a polynomial function on a semi-algebraic set is important, computing the points where this minimum is reached if they exist, is also critical in many applications. Determining when and how these minimizer points can be computed from the relaxation sequence is a problem that has been adressed for instance
in $[9,25]$ using full moment matrices. This approach has been used for solving polynomial equations $[15,13,14,12]$.

As an alternative approach, the optimization problem can be reformulated as solving polynomial equations related to the (minimal) critical value of the polynomial $f$ on a semi-algebraic set. Polynomial solvers based for instance on Gröbner basis or border basis computation can then be used to recover the real critical points from the complex solutions of (zero-dimensional) polynomial systems (see e.g. [28, 30, 7]). This type of methods relies entirely on polynomial algebra and univariate root finding. So far, there is no clear comparison of these elimination methods and the relaxation approaches.
Contributions. We propose a new method which combines Lasserre's SDP relaxation approach with polynomial algebra, in order to increase the efficiency of the optimization algorithm. Border basis computations are considered for their numerical stability [20, 21]. In principle, any graded normal form techniques could be used here.

A new stopping criterion is given to detect when the relaxation sequence reaches the minimum, using a flat extension criterion from [16]. We also provide a new algorithm to reconstruct a finite sum of weighted Dirac measures from a truncated sequence of moments. This reconstruction method can be used in other problems such as tensor decomposition [2] and multivariate sparse interpolation [6].

As shown in $[1,26,3,18,24,8]$, an exact SDP relaxation can be constructed for "wellposed" optimization problems. As an application, we obtain a new algorithm to compute zero-dimensional minimizer ideals and the minimizer points, or zero-dimensional G-radical. Experimentations show the impact of this new method compared to the previous relaxation constructions.
Content. The paper is organized as follows. Section 2 describes the minimization problem, the SDP relaxation hierarchies and the concept of optimal linear form. Section 3 describes new algorithms to check exact relaxations and to compute the minimizers for zero-dimensional minimizer ideals. Section 4 analyzes cases for which an exact relaxation can be constructed. Section 5 concludes with the description of the minimization algorithm and experimentation.
Notation. Let $\mathbb{K}[\mathbf{x}]$ be the set of the polynomials in the variables $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$, with coefficients in the field $\mathbb{K}$. Hereafter, we will choose $\mathbb{K}=\mathbb{R}$ or $\mathbb{C}$. Let $\overline{\mathbb{K}}$ denotes the algebraic closure of $\mathbb{K}$. For $\alpha \in \mathbb{N}^{n}, \mathbf{x}^{\alpha}=x_{1}^{\alpha_{1}} \cdots x_{n}^{\alpha_{n}}$ is the monomial with exponent $\alpha$ and degree $|\alpha|=\sum_{i} \alpha_{i}$. The set of all monomials in $\mathbf{x}$ is denoted $\mathcal{M}=\mathcal{M}(\mathbf{x})$. For a polynomial $f=\sum_{\alpha} f_{\alpha} \mathbf{x}^{\alpha}$, its support is $\operatorname{supp}(f):=\left\{\mathbf{x}^{\alpha} \mid f_{\alpha} \neq 0\right\}$, the set of monomials occurring with a nonzero coefficient in $f$.

For $t \in \mathbb{N}$ and $F \subseteq \mathbb{K}[\mathbf{x}]$, we introduce the following sets: $F_{t}$ is the set of elements of $F$ of degree $\leq t ;\langle F\rangle=\left\{\sum_{f \in F} \lambda_{f} f \mid f \in F, \lambda_{f} \in \mathbb{K}\right\}$ is the linear span of $F$; if $F$ is a vector space, $F^{*}$ is the dual space of linear forms from $F$ to $\mathbb{K} ;(F)=\left\{\sum_{f \in F} p_{f} f \mid p_{f} \in\right.$ $\mathbb{K}[\mathbf{x}], f \in F\}$ is the ideal in $\mathbb{K}[\mathbf{x}]$ generated by $F ;\langle F \mid t\rangle$ is the vector space spanned by $\left\{\mathbf{x}^{\alpha} f\left|f \in F_{t},|\alpha| \leq t-\operatorname{deg}(f)\right\} ; F \cdot F:=\{p q \mid p, q \in F\} ; \Sigma^{2}(F)=\left\{\sum_{i=1}^{s} f_{i}^{2} \mid f_{i} \in F\right\}\right.$ is the set of finite sums of squares of elements of $F$; for $F=\left\{f_{1}, \ldots, f_{m}\right\} \subset \mathbb{K}[\mathbf{x}], \Pi(F)=$ $\left\{\prod_{i=1}^{m} f_{i}^{\epsilon_{i}} \mid \epsilon_{i} \in\{0,1\}\right\}$.

Hereafter, we will consider $\mathbb{K}=\mathbb{R}$.

## 2. Minimization problem

Let $f, g_{1}^{0}, \ldots, g_{n_{1}}^{0}, g_{1}^{+}, \ldots, g_{n_{2}}^{+} \in \mathbb{R}[\mathbf{x}]$ be polynomial functions. The minimization problem that we consider all along the paper is the following: compute

$$
\begin{array}{r}
\inf _{\mathbf{x} \in \mathbb{R}^{n}} f(\mathbf{x})  \tag{1}\\
\text { s.t. } g_{1}^{0}(\mathbf{x})=\cdots=g_{n_{1}}^{0}(\mathbf{x})=0 \\
g_{1}^{+}(\mathbf{x}) \geq 0, \ldots, g_{n_{2}}^{+}(\mathbf{x}) \geq 0
\end{array}
$$

More precisely, the objectives of the method we are going to describe are to compute the minimum value when $f$ is bounded by below and the points where this minimum value is reached if they exist.

A set of constraints $\mathbf{g}=\left\{g_{1}^{0}, \ldots, g_{n_{1}}^{0} ; g_{1}^{+}, \ldots, g_{n_{2}}^{+}\right\} \in \mathbb{R}[\mathbf{x}]$ is the union of a finite subset $\mathbf{g}^{0}=\left\{g_{1}^{0}, \ldots, g_{n_{1}}^{0}\right\}$ of polynomials corresponding to the equality constraints and a finite subset $\mathbf{g}^{+}=\left\{g_{1}^{+}, \ldots, g_{n_{2}}^{+}\right\}$corresponding to the non-negativity constraints. We say that $\mathbf{g} \subset \mathbf{g}^{\prime}$ if $\mathbf{g}^{0} \subset \mathbf{g}^{\prime 0}$ and $\mathbf{g}^{+} \subset \mathbf{g}^{\prime+}$.

The basic semi-algebraic set defined by the constraints $\mathbf{g}$ will be denoted $\mathcal{S}(\mathbf{g})=\{\mathbf{x} \in$ $\left.\mathbb{R}^{n} \mid g_{1}^{0}(\mathbf{x})=\cdots=g_{n_{1}}^{0}(\mathbf{x})=0, g_{1}^{+}(\mathbf{x}) \geq 0, \ldots, g_{n_{2}}^{+}(\mathrm{x}) \geq 0\right\}$. Hereafter, $S:=\mathcal{S}(\mathbf{g})$ will correspond to the basic semi-algebraic set defined by the constraints of our minimisation problem (1). We assume that $S \neq \emptyset$.

When $n_{1}=n_{2}=0$, there is no constraint and $S=\mathbb{R}^{n}$. In this case, we are considering a global minimization problem.

The points $\mathbf{x}^{*} \in \mathbb{R}^{n}$ which satisfies $f\left(\mathbf{x}^{*}\right)=\inf _{\mathbf{x} \in S} f(\mathbf{x})$ are called the minimizers of $f$ on $S$. The set of minimizers is denoted $V_{\text {min }}=\left\{\mathbf{x}^{*} \in S\right.$ s.t $\left.f\left(\mathbf{x}^{*}\right)=f^{*}\right\}$. The ideal of $\mathbb{R}[\mathbf{x}]$ defining the set $V_{\min }$ is denoted $I_{\text {min }}$.

If the set of minimizers is not empty, we say that the minimization problem is feasible. The minimization problem is not feasible means that $V_{\text {min }}=\emptyset$ and $I_{\text {min }}=\mathbb{R}[\mathbf{x}]$.
2.1. Hierarchies of relaxation problems. In this section, we describe the finite dimensional convex optimization problems that we consider.

Definition 2.1. Given a finite dimensional vector space $E \subset \mathbb{R}[\mathbf{x}]$ and a set of constraints $G \subset \mathbb{R}[\mathbf{x}]$, we define the quadratic module of $G$ on $E$ as

$$
\begin{aligned}
& \mathcal{Q}_{E, G}=\left\{\sum_{g \in G^{0}} g h+\sum_{g^{\prime} \in G^{+}} g^{\prime} h^{\prime}\right. \\
& \left.\quad \mid h \in E, g h \in\langle E \cdot E\rangle, h^{\prime} \in \Sigma^{2}(E), g^{\prime} h^{\prime} \in\langle E \cdot E\rangle\right\} .
\end{aligned}
$$

If $G^{\star} \subset \mathbb{R}[\mathbf{x}]$ is the set of constraints such that $G^{\star 0}=G^{0}$ and $G^{\star+}=\Pi\left(G^{+}\right)$, the (truncated) quadratic module $\mathcal{Q}_{E, G^{\star}}$ is called the (truncated) preordering of $G$ and denoted $\mathcal{Q}_{E, G}^{\star}$ or $\mathcal{P}_{E, G}$.

By construction, $\mathcal{Q}_{E, G} \subset\langle E \cdot E\rangle$ is a cone of polynomials which are non-negative on the semi-algebraic set $S$.

We consider now its dual cone.
Definition 2.2. Given a finite dimensional vector space $E \subset \mathbb{R}[\mathbf{x}]$ which contains 1 and a set of constraints $G \subset \mathbb{R}[\mathbf{x}]$, we define

$$
\mathcal{L}_{E, G}:=\left\{\Lambda \in\langle E \cdot E\rangle^{*} \mid \Lambda(p) \geq 0, \forall p \in \mathcal{Q}_{E, G}, \Lambda(1)=1\right\} .
$$

The convex set associated to the preordering $\mathcal{Q}_{E, G}^{\star}=\mathcal{Q}_{E, G^{\star}}$ is denoted $\mathcal{L}_{E, G}^{\star}$.
By this definition, for any element $\Lambda \in \mathcal{L}_{E, G}$ and any $g \in\left\langle G^{0}\right\rangle \cap E$, we have $\Lambda(g)=0$.
We introduce now truncated Hankel operators, which will play a central role in the construction of the minimizer ideal of $f$ on $S$.

Definition 2.3. For a linear form $\Lambda \in\langle E \cdot E\rangle^{*}$, we define the map $H_{\Lambda}^{E}: E \rightarrow E^{*}$ by $H_{\Lambda}^{E}(p)(q)=\Lambda(p q)$ for $p, q \in E$. Thus $H_{\Lambda}^{E}$ is called a truncated Hankel operator, defined on the subspace $E$.

Its matrix in the monomial and dual bases of $E$ and $E^{*}$ is usually called the moment matrix of $\Lambda$. The kernel of this truncated Hankel operator will be used to compute generators of the minimizer ideal, as we will see.

Definition 2.4. Let $E \subset \mathbb{R}[\mathbf{x}]$ such that $1 \in E$ and a set of constraints $G \subset \mathbb{R}[\mathbf{x}]$. We define the following extrema:

- $f^{*}=\inf _{\mathbf{x} \in S} f(\mathrm{x})$,
- $f_{E, G}^{\mu}=\inf \left\{\Lambda(f)\right.$ s.t. $\left.\Lambda \in \mathcal{L}_{E, G}\right\}$,
- $f_{E, G}^{s o s}=\sup \left\{\gamma \in \mathbb{R}\right.$ s.t. $\left.f-\gamma \in \mathcal{Q}_{E, G}\right\}$.

By convention if the sets are empty, $f_{E, G}^{s o s}=-\infty$ and $f_{E, G}^{\mu}=+\infty$.
If $E=\mathbb{R}[\mathbf{x}]_{t}$ and $G^{0}=\left\langle\mathbf{g}^{0} \mid 2 t\right\rangle$, we also denote $f_{E, G}^{\mu}$ by $f_{t, G}^{\mu}$ and $f_{E, G}^{s o s}$ by $f_{t, G}^{s o s}$.
We easily check that $f_{E, G}^{s o s} \leq f_{E, G}^{\mu}$, since if there exists $\gamma \in \mathbb{R}$ such that $f-\gamma=q \in \mathcal{Q}_{E, G}$ then $\forall \Lambda \in \mathcal{L}_{E, G}, \Lambda(f-\gamma)=\Lambda(f)-\gamma=\Lambda(q) \geq 0$.

If $\mathcal{S}(G) \subset S$, we also have $f_{E, G}^{\mu} \leq f^{*}$ since for any $\mathbf{s} \in S$, the evaluation $\mathbf{1}_{\mathbf{s}}: p \in \mathbb{R}[\mathbf{x}] \mapsto$ $p(\mathbf{s})$ is in $\mathcal{L}_{E, G}$.

Notice that if $E \subset E^{\prime}, G \subset G^{\prime}$ then $\mathcal{Q}_{E, G} \subset \mathcal{Q}_{E^{\prime}, G^{\prime}}, \mathcal{L}_{E^{\prime}, G^{\prime}} \subset \mathcal{L}_{E, G}, f_{E, G}^{\mu} \leq f_{E^{\prime}, G^{\prime}}^{\mu}$ and $f_{E, G}^{s o s} \leq f_{E^{\prime}, G^{\prime}}^{s o s}$.
2.2. Full moment matrix relaxation hierarchy. The relaxation hierarchies introduced in [11] correspond to the case where $E=\mathbb{R}[\mathbf{x}]_{t}, G^{0}=\left\langle\mathbf{g}^{0} \mid 2 t\right\rangle$ and $G^{+}=\mathbf{g}^{+}$.

The quadratic module $\mathcal{Q}_{\mathbb{R}[\mathbf{x}] t, G}$ is denoted $\mathcal{Q}_{t, \mathbf{g}}$ and $\mathcal{L}_{\mathbb{R}[\mathbf{x}] t, G}$ is denoted $\mathcal{L}_{t, \mathbf{g}}$. Hereafter, we will also call Lasserre hierarchy, the full moment matrix relaxation hierarchy. It corresponds to the sequences

$$
\cdots \subset \mathcal{L}_{t+1, \mathbf{g}} \subset \mathcal{L}_{t, \mathbf{g}} \subset \cdots \text { and } \cdots \subset \mathcal{Q}_{t, \mathbf{g}} \subset \mathcal{Q}_{t+1, \mathbf{g}} \subset \cdots
$$

which yield the following increasing sequences for $t \in \mathbb{N}$ :

$$
\cdots f_{t, \mathrm{~g}}^{\mu} \leq f_{t+1, \mathrm{~g}}^{\mu} \leq \cdots \leq f^{*} \text { and } \cdots f_{t, \mathrm{~g}}^{s o s} \leq f_{t+1, \mathrm{~g}}^{s o s} \leq \cdots \leq f^{*}
$$

The foundation of Lasserre's method is to show that these sequences converge to $f^{*}$. This is proved under some conditions in [11]. It has also been shown that the limit can even be reached in a finite number of steps in some cases, see e.g. [14, 26, 18, 8, 24, 1]. In this case, the relaxation is said to be exact.
2.3. Border basis relaxation hierarchy. In the following we are going to use another type of relaxation "hierarchies", which involves border basis computation. It is aimed at reducing the size of the convex optimization problems solved at each level of the relaxation hierarchy. As we will see in Section 5.2, the impact on the performance of the relaxation approach is significant. We briefly recall the properties of border basis that we need and describe how they are used in the construction of this relaxation hierarchy.

Given a vector space $E \subseteq \mathbb{R}[\mathbf{x}]$, its prolongation $E^{+}:=E+x_{1} E+\ldots+x_{n} E$ is again a vector space.

The vector space $E$ is said to be connected to 1 if $1 \in E$ and there exists a finite increasing sequence of vector spaces $E_{0} \subset E_{1} \subset \cdots \subset E$ such that $E_{0}=\langle 1\rangle, E_{i+1} \subset E_{i}^{+}$. For a monomial set $B \subseteq \mathcal{M}, B^{+}=B \cup x_{1} B \cup \cdots \cup x_{n} B$ and $\partial B=B^{+} \backslash B$. We easily check that $\langle B\rangle^{+}=\left\langle B^{+}\right\rangle$and $\langle B\rangle$ is connected to 1 iff $1 \in B$ and for every monomial $m \neq 1$ in $B, m=x_{i_{0}} m^{\prime}$ for some $i_{0} \in[1, n]$ and some monomial $m^{\prime} \in B$.

Definition 2.5. Let $B \subset \mathcal{M}$ be connected to 1. A family $F \subset \mathbb{R}[\mathbf{x}]=R$ is a border basis for $B$ in degree $t \in \mathbb{N}$, if $\forall f, f^{\prime} \in F_{t}$,

- $\operatorname{supp}(f) \subseteq B^{+} \cap R_{t}$,
- $f$ has exactly one monomial in $\partial B$, denoted $\gamma(f)$ and called the leading monomial of $f$.
- $\gamma(f)=\gamma\left(f^{\prime}\right)$ implies $f=f^{\prime}$,
- $\forall m \in \partial B \cap R_{t}, \exists f \in F$ s.t. $\gamma(f)=m$,
- $R_{t}=\langle B\rangle_{t} \oplus\langle F \mid t\rangle$.
$A$ border basis $F$ for $B$ in all degrees $t$ is called a border basis for $B$. $F$ is graded if moreover $\operatorname{deg}(\gamma(f))=\operatorname{deg}(f) \forall f \in F$.

There are efficient algorithms to check that a given family $F$ is a border basis for $B$ in degree $t$ and to construct such family from a set of polynomials. We refer to [19, 20, 21, 22] for more details. We will use these tools as "black boxes" in the following.

For a border basis $F$ for $B$ in degree $t$, we denote by $\pi_{F, B}$ the projection of $R_{t}$ on $\left\langle B_{t}\right\rangle$ along $\langle F \mid t\rangle$. We easily check that

- $\forall m \in B_{t}, \pi_{B, F}(m)=m$,
- $\forall m \in \partial B \cap R_{t}, \pi_{B, F}(m)=m-f$, where $f$ is the (unique) polynomial in $F$ for which $\gamma(f)=m$, assuming the polynomials $f \in F$ are normalized so that the coefficient of $\gamma(f)$ is 1 .
If $F$ is a graded border basis in degree $t$, one easily verifies that $\operatorname{deg}\left(\pi_{F, \mathcal{B}}(m)\right) \leq \operatorname{deg}(m)$ for $m \in \mathcal{M}_{t}$.

Border basis hierarchy. The sequence of relaxation problems that we will use hereafter is defined as follows. For each $t \in \mathbb{N}$, we construct the graded border basis $F_{2 t}$ of $\mathbf{g}^{0}$ in degree $2 t$. Let $B$ be the set of monomials (connected to 1 ) for which $F$ is a border basis in degree $2 t$. We define $E_{t}:=\left\langle B_{t}\right\rangle, G_{t}$ is the set of constraints such that $G_{t}^{0}=\left\{m-\pi_{B t, F_{2 t}}(m), m \in B_{t} \cdot B_{t}\right\}$ and $G_{t}^{+}=\pi_{B_{t}, F_{2 t}}\left(\mathbf{g}^{+}\right)$, and consider the relaxation sequence

$$
\begin{equation*}
\mathcal{Q}_{E_{t}, G_{t}} \subset\left\langle B_{t} \cdot B_{t}\right\rangle \text { and } \mathcal{L}_{E_{t}, G_{t}} \subset\left\langle B_{t} \cdot B_{t}\right\rangle^{*} \tag{2}
\end{equation*}
$$

for $t \in \mathbb{N}$. Since the subsets $B_{t}$ are not necessarily nested, these convex sets are not necessarily included one in the other one. However, by construction of the graded border basis of $\mathbf{g}$, we have the following inclusions

$$
\cdots \subset\left\langle F_{2 t} \mid 2 t\right\rangle \subset\left\langle F_{2 t+2} \mid 2 t+2\right\rangle \subset \cdots\left(\mathbf{g}^{0}\right),
$$

and we can relate the border basis relaxation sequences with the corresponding full moment matrix relaxation hierarchy, using the following proposition:
Proposition 2.6. Let $t \in \mathbb{N}, B \subset \mathbb{R}[\mathbf{x}]_{2 t}$ be a monomial set connected to $1, F \subset \mathbb{R}[\mathbf{x}]$ be a border basis for $B$ in degree $2 t, E:=\left\langle B_{t}\right\rangle, E^{\prime}:=\mathbb{R}[\mathbf{x}]_{t}, G, G^{\prime}$ be sets of constraints such that $G^{0}=\left\{m-\pi_{B, F}(m), m \in B_{t} \cdot B_{t}\right\}, G^{\prime 0}=\langle F \mid 2 t\rangle, G^{+}=G^{++}$. Then for all $\Lambda \in \mathcal{L}_{E, G}$, there exists a unique $\Lambda^{\prime} \in \mathcal{L}_{E^{\prime}, G^{\prime}}$ which extends $\Lambda$. Moreover, $\Lambda^{\prime}$ satisfies $\operatorname{rank} H_{\Lambda^{\prime}}^{E^{\prime}}=\operatorname{rank} H_{\Lambda}^{E}$ and $\operatorname{ker} H_{\Lambda^{\prime}}^{E^{\prime}}=\operatorname{ker} H_{\Lambda}^{E}+\langle F \mid t\rangle$.
Proof. As $F \subset \mathbb{R}[\mathbf{x}]$ is a border basis for $B$ in degree $2 t$, we have $\mathbb{R}[\mathbf{x}]_{2 t}=\langle B\rangle_{2 t} \oplus\langle F \mid 2 t\rangle$. As $\left\langle B_{t} \cdot B_{t}\right\rangle \subset\langle B\rangle_{2 t} \oplus\left\langle G^{0}\right\rangle,\left\langle G^{0}\right\rangle \subset\left\langle G^{\prime 0}\right\rangle=\langle F \mid 2 t\rangle$ and $\mathbb{R}[\mathbf{x}]_{2 t}=\langle B\rangle_{2 t} \oplus\langle F \mid 2 t\rangle$, we deduce that for all $\Lambda \in \mathcal{L}_{E, G}$, there exists a unique $\Lambda^{\prime} \in \mathbb{R}[\mathbf{x}]_{2 t}^{*}$ s.t. $\Lambda_{\left\langle\langle B\rangle_{2 t}\right.}^{\prime}=\Lambda$ and $\Lambda^{\prime}(\langle F \mid 2 t\rangle)=0$.

Let us first prove that $\Lambda^{\prime} \in \mathcal{L}_{E^{\prime}, G^{\prime}}=\mathcal{L}_{t, G^{\prime}}$. As any element $q^{\prime}$ of $\mathcal{Q}_{E^{\prime}, G^{\prime}}$ can be decomposed as a sum of an element $q$ of $\mathcal{Q}_{E, G}$ and an element $p \in\langle F \mid 2 t\rangle$, we have $\Lambda^{\prime}\left(q^{\prime}\right)=\Lambda^{\prime}(q)+\Lambda^{\prime}(p)=\Lambda(q) \geq 0$. This shows that $\Lambda^{\prime} \in \mathcal{L}_{E^{\prime}, G^{\prime}}$.

Let us prove now that ker $H_{\Lambda^{\prime}}^{E^{\prime}}=\operatorname{ker} H_{\Lambda}^{E}+\langle F \mid t\rangle$ where $E:=\left\langle B_{t}\right\rangle, E^{\prime}:=\mathbb{R}[\mathbf{x}]_{t}$. As $E \cdot\langle F \mid t\rangle \subset\langle F \mid 2 t\rangle=G^{0}$, we have $\Lambda^{\prime}(E \cdot\langle F \mid t\rangle)=0$ so that

$$
\begin{equation*}
\langle F \mid t\rangle \subset \operatorname{ker} H_{\Lambda^{\prime}}^{E^{\prime}} \tag{3}
\end{equation*}
$$

For any element $b \in \operatorname{ker} H_{\Lambda}^{E}$ we have $\forall b^{\prime} \in E, \Lambda\left(b b^{\prime}\right)=\Lambda^{\prime}\left(b b^{\prime}\right)=0$. As $\Lambda^{\prime}(E \cdot\langle F \mid t\rangle)=0$ and $E^{\prime}=E \oplus\langle F \mid t\rangle$, for any element $e \in E, \Lambda^{\prime}(b e)=0$. This proves that

$$
\begin{equation*}
\operatorname{ker} H_{\Lambda}^{E} \subset \operatorname{ker} H_{\Lambda^{\prime}}^{E^{\prime}} \tag{4}
\end{equation*}
$$

Conversely as $E^{\prime}=E \oplus\langle F \mid t\rangle$, any element of $E^{\prime}$ can be reduced modulo $\langle F \mid t\rangle$ to an element of $E$, which shows that

$$
\begin{equation*}
\operatorname{ker} H_{\Lambda^{\prime}}^{E^{\prime}} \subset \operatorname{ker} H_{\Lambda}^{E}+\langle F \mid t\rangle \tag{5}
\end{equation*}
$$

From the inclusions (3), (4) and (5), we deduce that ker $H_{\Lambda^{\prime}}^{E^{\prime}}=\operatorname{ker} H_{\Lambda}^{E}+\langle F \mid t\rangle$ and that $\operatorname{rank} H_{\Lambda^{\prime}}^{E^{\prime}}=\operatorname{rank} H_{\Lambda}^{E}$.

We deduce from this proposition that $f_{E_{t}, G_{t}}^{\mu}=f_{t,\left\langle F_{2 t} \mid 2 t\right\rangle}^{\mu}$. The sequence of convex sets $\mathcal{L}_{E_{t}, G_{t}}$ can be seen as the projections of nested convex sets

$$
\cdots \supset \mathcal{L}_{t, \mathrm{~g}} \supset \mathcal{L}_{t+1, \mathrm{~g}} \supset \cdots
$$

so that we have $\cdots \leq f_{E_{t}, G_{t}}^{\mu} \leq f_{E_{t+1}, G_{t+1}}^{\mu} \leq \cdots \leq f^{*}$. We check that similar properties hold for $\mathcal{Q}_{E_{t}, G_{t}}, \mathcal{Q}_{t, \mathbf{g}}$ and $f_{E_{t}, G_{t}}^{\text {sos }}=f_{t, \mathbf{g}}^{\text {sos }}$, taking the quotient modulo $\left\langle F_{2 t} \mid 2 t\right\rangle$.
2.4. Optimal linear form. We introduce now the notion of optimal linear form for $f$, involved in the computation of $I_{\min }$ (also called generic linear form when $f=0$ in $[14,10]$ ):
Definition 2.7. $\Lambda^{*} \in \mathcal{L}_{E, G}$ is optimal for $f$ if

$$
\operatorname{rank} H_{\Lambda^{*}}^{E}=\max _{\Lambda \in \mathcal{L}_{E, G}, \Lambda(f)=f_{E, G}^{\mu}} \operatorname{rank} H_{\Lambda}^{E}
$$

The next result shows that only elements in $I_{\text {min }}$ are involved in the kernel of a truncated Hankel operator associated to an optimal linear form for $f$.

Theorem 2.8. Let $E \subset \mathbb{R}[\mathbf{x}]$ such that $1 \in E$ and $f \in\langle E \cdot E\rangle$ and let $G \subset \mathbb{R}[\mathbf{x}]$ be a set of constraints with $V_{\min } \subset \mathcal{S}(G)$. If $\Lambda^{*} \in \mathcal{L}_{E, G}$ is optimal for $f$ and such that $\Lambda^{*}(f)=f^{*}$, then ker $H_{\Lambda^{*}}^{E} \subset I_{\text {min }}$.

Proof. The proof is similar e.g. to [10][Theorem 4.9].
Let us describe how optimal linear forms are computed by solving convex optimization problems:

```
Algorithm 2.1: Optimal Linear Form
    Input: \(f \in \mathbb{R}[\mathbf{x}], B_{t}=\left(\mathbf{x}^{\alpha}\right)_{\alpha \in A}\) a monomial set containing 1 of degree \(\leq t\) with
    \(f=\sum_{\alpha \in A+A} f_{\alpha} \mathbf{x}^{\alpha} \in\left\langle B_{t} \cdot B_{t}\right\rangle, G \subset \mathbb{R}[\mathbf{x}]\).
    Output: the minimum \(f_{t, G}^{\mu}\) of \(\sum_{\alpha \in A+A} \lambda_{\alpha} f_{\alpha}\) subject to:
        \(-H_{\Lambda^{*}}^{B_{t}}=\left(h_{\alpha, \beta}\right)_{\alpha, \beta \in A} \succcurlyeq 0\),
        - \(H_{\Lambda^{*}}^{B_{t}}\) satisfies the Hankel constraints
            \(h_{0,0}=1\), and \(h_{\alpha, \beta}=h_{\alpha^{\prime}, \beta^{\prime}}\) if \(\alpha+\beta=\alpha^{\prime}+\beta^{\prime}\),
            \(-\Lambda^{*}\left(g^{0}\right)=\sum_{\alpha \in A+A} g_{\alpha}^{0} \lambda_{\alpha}=0\) for all \(g^{0}=\sum_{\alpha \in A+A} g_{\alpha}^{0} \mathbf{x}^{\alpha} \in G^{0} \cap\left\langle B_{t} \cdot B_{t}\right\rangle\).
            \(-H_{g^{+} \cdot \Lambda^{*}}^{B_{t-w}} \succcurlyeq 0\) for all \(g^{+} \in G^{+}\)where \(w=\left\lceil\frac{\operatorname{deg}\left(g^{+}\right)}{2}\right\rceil\).
    and \(\Lambda^{*} \in\left\langle B_{t} \cdot B_{t}\right\rangle^{*}\) represented by the vector \(\left[\lambda_{\alpha}\right]_{\alpha \in A+A}\).
```

This optimization problem is a Semi-Definite Programming problem, corresponding to the optimization of a linear functional on the intersection of a linear subspace with the convex
set of Positive Semi-Definite matrices. It is a convex optimization problem, which can be solved efficiently by SDP solvers. If an Interior Point Method is used, the solution $\Lambda^{*}$ is in the interior of a face on which the minimum $\Lambda^{*}(f)$ is reached so that $\Lambda^{*}$ is optimal for $f$. This is the case for tools such as csdp, sdpa or sdpa-gmp, that we will use in the experimentations.

## 3. Convergence certification

To be able to compute the minimizer points from an optimal linear form, we need to detect when the minimum is reached. In this section, we describe a new criterion to check when the kernel of a truncated Hankel operator associated to an optimal linear form for $f$ yields the generators of the minimizer ideal. It involves the flat extension theorem of [16] and applies to polynomial optimization problems where the minimizer ideal $I_{\text {min }}$ is zero-dimensional.

### 3.1. Flat extension criterion.

Definition 3.1. Given vector subspaces $E_{0} \subset E \subset \mathbb{K}[\mathbf{x}]$ and $\Lambda \in\langle E \cdot E\rangle^{*}, H_{\Lambda}^{E}$ is said to be a flat extension of its restriction $H_{\Lambda}^{E_{0}}$ if $\operatorname{rank} H_{\Lambda}^{E}=\operatorname{rank} H_{\Lambda}^{E_{0}}$.

We recall here a result from [16], which gives a rank condition for the existence of a flat extension of a truncated Hankel operator ${ }^{1}$.

Theorem 3.2. Let $V \subset E \subset \mathbb{R}[\mathbf{x}]$ be vector spaces connected to 1 with $V^{+} \subset E$ and let $\Lambda \in\langle E \cdot E\rangle_{\tilde{\sim}}^{*}$. Assume that $\operatorname{rank} H_{\Lambda}^{E}=\operatorname{rank} H_{\Lambda}^{V}=\operatorname{dim} V$. Then there exists a (unique) linear form $\tilde{\Lambda} \in \mathbb{R}[\mathbf{x}]^{*}$ which extends $\Lambda$, i.e., $\tilde{\Lambda}(p)=\Lambda(p)$ for all $p \in\langle E \cdot E\rangle$, satisfying $\operatorname{rank} H_{\tilde{\Lambda}}=\operatorname{rank} H_{\Lambda}^{E}$. Moreover, we have $\operatorname{ker} H_{\tilde{\Lambda}}=\left(\operatorname{ker} H_{\Lambda}^{E}\right)$.

In other words, the condition $\operatorname{rank} H_{\Lambda}^{E}=\operatorname{rank} H_{\Lambda}^{V}=\operatorname{dim} V$ implies that the truncated Hankel operator $H_{\Lambda}^{E}$ has a (unique) flat extension to a (full) Hankel operator $H_{\tilde{\Lambda}}$ defined on $\mathbb{R}[\mathbf{x}]$.

Theorem 3.3. Let $V \subset E \subset \mathbb{R}[\mathbf{x}]$ be finite dimensional vector spaces connected to 1 with $V^{+} \subset E, G^{0} \cdot V \subset\langle E \cdot E\rangle, G^{+} \cdot V \cdot V \subset\langle E \cdot E\rangle$.

Let $\Lambda \in \mathcal{L}_{E, G}$ such that $\operatorname{rank} H_{\Lambda}^{E}=\operatorname{rank} H_{\Lambda}^{V}=\operatorname{dim} V$. Then there exists a linear form $\tilde{\Lambda} \in \mathbb{R}[\mathbf{x}]^{*}$ which is extending $\Lambda$ and supported on points of $\mathcal{S}(G)$ with positive weights:

$$
\tilde{\Lambda}=\sum_{i=1}^{r} \omega_{i} \mathbf{1}_{\xi_{i}} \text { with } \omega_{i}>0, \xi_{i} \in \mathcal{S}(G)
$$

Moreover, $\left(\operatorname{ker} H_{\Lambda}^{E}\right)=\mathcal{I}\left(\xi_{1}, \ldots, \xi_{r}\right)$.
Proof. As rank $H_{\Lambda}^{E}=\operatorname{rank} H_{\Lambda}^{V}=\operatorname{dim} V$, Theorem 3.2 implies that there exists a (unique) linear function $\tilde{\Lambda} \in \mathbb{R}[\mathbf{x}]^{*}$ which extends $\Lambda$. As rank $H_{\tilde{\Lambda}}=\operatorname{rank} H_{\Lambda}^{V}=|V|$ and $\operatorname{ker} H_{\tilde{\Lambda}}=\left(\operatorname{ker} H_{\Lambda}^{E}\right)$, any polynomial $p \in \mathbb{R}[\mathbf{x}]$ can be reduced modulo ker $H_{\tilde{\Lambda}}$ to a polynomial $b \in V$ so that $p-b \in \operatorname{ker} H_{\tilde{\Lambda}}$. Then $\tilde{\Lambda}\left(p^{2}\right)=\tilde{\Lambda}\left(b^{2}\right)=\Lambda\left(b^{2}\right) \geq 0$ since $\Lambda \in \mathcal{L}_{E, G}$. By Theorem 3.14 of [10], $\tilde{\Lambda}$ has a decomposition of the form $\tilde{\Lambda}=\sum_{i=1}^{r} \omega_{i} \mathbf{1}_{\xi_{i}}$ with $\omega_{i}>0$ and $\xi_{i} \in \mathbb{R}^{n}$.

[^0]By Lemma 3.5 of $[10], V$ is isomorphic to $\mathbb{R}[\mathbf{x}] / \mathcal{I}\left(\xi_{1}, \ldots, \xi_{r}\right)$ and there exist (interpolation) polynomials $b_{1}, \ldots, b_{r} \in V$ satisfying $b_{i}\left(\xi_{j}\right)=1$ if $i=j$ and $b_{i}\left(\xi_{j}\right)=0$ otherwise. We deduce that for $i=1, \ldots, r$ and for all elements $g \in G^{0}$,

$$
\Lambda\left(b_{i} g\right)=0=\tilde{\Lambda}\left(b_{i} g\right)=\omega_{i} g\left(\xi_{i}\right)
$$

As $\omega_{i}>0$ then $g\left(\xi_{i}\right)=0$. Similarly, for all $h \in G^{+}$,

$$
\Lambda\left(b_{i}^{2} h\right)=\tilde{\Lambda}\left(b_{i}^{2} h\right)=\omega_{i} h\left(\xi_{i}\right) \geq 0
$$

and $h\left(\xi_{i}\right) \geq 0$, hence $\xi_{i} \in \mathcal{S}(G)$.
By Theorem 3.14 of [10] and Theorem 3.2, we have moreover ker $H_{\tilde{\Lambda}}=\mathcal{I}\left(\xi_{1}, \ldots, \xi_{r}\right)=$ $\left(\operatorname{ker} H_{\Lambda}^{E}\right)$.

This theorem applied to an optimal linear form $\Lambda^{*}$ for $f$ gives a convergence certificate to check when the minimum $f^{*}$ is reached and when a generating family of the minimizer ideal is obtained. It generalizes the flat truncation certificate given in [25]. As we will see in the experimentation part, it allows to detect more efficiently when the minimum is reached. Notice that if the test is satisfied, necessarily $I_{\text {min }}$ is zero-dimensional.
3.2. Flat extension algorithm. In this section, we describe a new algorithm to check the flat extension property for a linear form for which some moments are known.

Let $E$ be a finite dimensional subspace of $\mathbb{R}[\mathbf{x}]$ connected to 1 and let $\Lambda^{*}$ be a linear form defined on $\langle E \cdot E\rangle$ given by its "moments" $\Lambda^{*}\left(e_{i}\right):=\Lambda_{i}^{*}$, where $e_{1}, \ldots, e_{s}$ is a basis of $\langle E \cdot E\rangle$ (for instance a monomial basis). In the context of global polynomial optimization that we consider here, this linear form is an optimal linear form for $f$ (see Section 2.4) computed by SDP.

We define the linear functional $\Lambda^{*}$ from its moments as $\Lambda^{*}: p=\sum_{i=1}^{s} p_{i} e_{i} \in\langle E \cdot E\rangle \mapsto$ $\sum_{i=1}^{s} p_{i} \Lambda_{i}$ and the corresponding inner product:

$$
\begin{align*}
E \times E & \rightarrow \mathbb{R} \\
(p, q) & \mapsto\langle p, q\rangle_{*}:=\Lambda^{*}(p q) \tag{6}
\end{align*}
$$

To check the flat extension property, we are going to define inductively vector spaces $V_{i}$ as follows. Start with $V_{0}=\langle 1\rangle$. Suppose $V_{i}$ is known and compute a vector space $L_{i}$ of maximal dimension in $V_{i}^{+}$such that $L_{i}$ is orthogonal to $V_{i}:\left\langle L_{i}, V_{i}\right\rangle_{*}=0$ and $L_{i} \cap \operatorname{ker} H_{\Lambda^{*}}^{V^{+}}=\{0\}$. Then we define $V_{i+1}=V_{i}+L_{i}$.

Suppose that $b_{1}, \ldots, b_{r_{i}}$ is an orthogonal basis of $V_{i}:\left\langle b_{i}, b_{j}\right\rangle_{*}=0$ if $i \neq j$ and $\left\langle b_{i}, b_{i}\right\rangle_{*} \neq 0$ . Then $L_{i}$ can be constructed as follows: Compute the vectors

$$
b_{i, j}=x_{j} b_{i}-\sum_{k=1}^{r_{i}} \frac{\left\langle x_{j} b_{i}, b_{k}\right\rangle_{*}}{\left\langle b_{k}, b_{k}\right\rangle_{*}} b_{k},
$$

generating $V_{i}^{\perp}$ in $V_{i}^{+}$and extract a maximal orthogonal family $b_{r_{i}+1}, \ldots, b_{r_{i+1}}$ for the inner product $\langle., .\rangle_{*}$, that form a basis of $L_{i}$. This can be done for instance by computing a QR decomposition of the matrix $\left[\left\langle b_{i, j}, b_{i^{\prime}, j^{\prime}}\right\rangle_{*}\right]_{1 \leqslant i, i^{\prime} \leqslant r_{i}, 1 \leqslant j, j^{\prime} \leqslant n}$. The process can be repeated until either

- $V_{i}^{+} \not \subset E$ and the algorithm will stop and return failed,
- or $L_{i}=\{0\}$ and $V_{i}^{+}=V_{i} \oplus \operatorname{ker} H_{\Lambda^{*}}^{V_{i}^{+}}$. In this case, the algorithm stops with success.

Here is the complete description of the algorithm:

```
Algorithm 3.1: Decomposition
    Input: a vector space \(E\) connected to 1 and a linear form \(\Lambda^{*} \in\langle E \cdot E\rangle^{*}\).
```

    - Take \(B:=\{1\} ; s:=1 ; r:=1\);
    - While \(s>0\) and \(B^{+} \subset E\) do
            - compute \(b_{j, k}:=x_{k} b_{j}-\sum_{i=1}^{r} \frac{\left\langle x_{k} b_{j}, b_{i}\right\rangle *}{\left\langle b_{i}, b_{i}\right)_{*}} b_{i}\) for \(j=1, \ldots, r, k=1, \ldots, n\);
            - compute a maximal subset \(B^{\prime}=\left\{b_{1}^{\prime}, \ldots, b_{s}^{\prime}\right\}\) of \(\left\langle b_{j, k}\right\rangle\) of orthogonal vectors
                for the inner product \(\langle., .\rangle_{*}\) and let \(B:=B \cup B^{\prime}, s=\left|B^{\prime}\right|\) and \(r+=s\);
            - If \(B^{+} \not \subset E\) then return failed else return success.
    Output: failed or success with
    - a basis \(B=\left\{b_{1}, \ldots, b_{r}\right\} \subset \mathbb{R}[\mathbf{x}]\);
    - the relations \(x_{k} b_{j}-\sum_{i=1}^{r} \frac{\left\langle x_{k} b_{j}, b_{i}\right\rangle *}{\left\langle b_{i}, b_{i}\right\rangle *} b_{i}, j=1 \ldots r k=1 \ldots n\).
    Let us describe the computation performed on the moment matrix, during the main loop of the algorithm. At each step, the moment matrix of $\Lambda^{*}$ on $V_{i}^{+}$is of the form

$$
H_{\Lambda^{*}}^{V_{i}^{+}}=\left[\begin{array}{c|c}
H_{\Lambda^{*}}^{B_{i}, B_{i}} & H_{\Lambda^{*}}^{B_{i}, \partial B_{i}} \\
\hline H_{\Lambda^{*}}^{\partial B_{i}, B_{i}} & H_{\Lambda^{*}}^{\partial B_{i}, \partial B_{i}}
\end{array}\right]
$$

where $\partial B_{i}$ is a subset of $\left\{b_{i, j}\right\}$ such that $B_{i} \cup \partial B_{i}$ is a basis of $\left\langle B_{i}^{+}\right\rangle$. By construction, the matrix $H_{\Lambda^{*}}^{B_{i}, B_{i}}$ is diagonal since $B_{i}$ is orthogonal for $\langle\cdot, \cdot\rangle_{*}$. As the polynomials $b_{i, j}$ are orthogonal to $B_{i}$, we have $H_{\Lambda^{*}}^{B_{i}, \partial B_{i}}=H_{\Lambda^{*}}^{\partial B_{i}, B_{i}}=0$. If $H_{\Lambda^{*}}^{\partial B_{i}, \partial B_{i}}=0$ then the algorithm stops with success and all the elements $b_{i, j}$ are in the kernel of $H_{\Lambda^{*}}^{B_{i}, B_{i}}$. Otherwise an orthogonal basis $b_{1}^{\prime}, \ldots, b_{s}^{\prime}$ is extracted. It can then be completed in a basis of $\left\langle b_{i, j}\right\rangle$ so that the matrix $H_{\Lambda^{*}}^{\partial B_{i}, \partial B_{i}}$ in this basis is diagonal with zero entries after the $(s+1)^{t h}$ index. In the next loop of the algorithm, the basis $B_{i+1}$ contains the maximal orthogonal family $b_{1}^{\prime}, \ldots, b_{s}^{\prime}$ so that the matrix $H_{\Lambda^{*}}^{B_{i+1}, B_{i+1}}$ remains diagonal and invertible.

Proposition 3.4. Let $\Lambda^{*} \in \mathcal{L}_{E, G}$ be optimal for $f$. If Algorithm 3.1 applied to $\Lambda^{*}$ and $E$ stops with success, then
(1) there exists a linear form $\tilde{\Lambda} \in \mathbb{R}[\mathbf{x}]^{*}$ which is extending $\Lambda^{*}$ and supported on points in $\mathcal{S}(G)$ with positive weights:

$$
\tilde{\Lambda}=\sum_{i=1}^{r} \omega_{i} \boldsymbol{1}_{\xi_{i}} \text { with } \omega_{i}>0, \xi_{i} \in \mathbb{R}^{n} .
$$

(2) $B=\left\{b_{1}, \ldots, b_{r}\right\}$ is a basis of $\mathcal{A}_{\tilde{\Lambda}}=\mathbb{R}[\mathbf{x}] / I_{\tilde{\Lambda}}$ where $I_{\tilde{\Lambda}}=\operatorname{ker} H_{\tilde{\Lambda}}$,
(3) $x_{k} b_{j}-\sum_{i=1}^{r} \frac{\left\langle x_{k} b_{j}, b_{i}\right\rangle_{*}}{\left\langle b_{i}, b_{i}\right\rangle_{*}} b_{i}, j=1, \ldots, r, k=1, \ldots, n$ are generating $I_{\tilde{\Lambda}}=\mathcal{I}\left(\xi_{1}, \ldots, \xi_{r}\right)$,
(4) $f_{E, G}^{\mu}=f^{*}$,
(5) $V_{\text {min }}=\left\{\xi_{1}, \ldots, \xi_{r}\right\}$.

Proof. When the algorithm terminates with success, the set $B$ is such that rank $H_{\Lambda^{*}}^{B^{+}}=$ $\operatorname{rank} H_{\Lambda^{*}}^{B}=|B|$. By Theorem 3.3, there exists a linear form $\tilde{\Lambda} \in \mathbb{R}[\mathbf{x}]^{*}$ extending $\Lambda^{*}$ and supported on points in $\mathcal{S}(G)$ with positive weights:

$$
\tilde{\Lambda}=\sum_{i=1}^{r} \omega_{i} \mathbf{1}_{\xi_{i}} \text { with } \omega_{i}>0, \xi_{i} \in \mathcal{S}(G)
$$

This implies that $\mathcal{A}_{\tilde{\Lambda}}$ is of dimension $r$ and that $I_{\tilde{\Lambda}}=\mathcal{I}\left(\xi_{1}, \ldots, \xi_{r}\right)$. As $H_{\Lambda^{*}}^{B}$ is invertible, $B$ is a basis of $\mathcal{A}_{\tilde{\Lambda}}$ which proves the second point.

Let $K$ be the set of polynomials $x_{j} b_{i}-\sum_{k=1}^{r} \frac{\left\langle x_{j} b_{i}, b_{k}\right\rangle_{*}}{\left\langle b_{k}, b_{k}\right\rangle_{*}} b_{k}$. If the algorithm terminates with success, we have $\operatorname{ker} H_{\Lambda^{*}}^{B^{+}}=\langle K\rangle$ and by Theorem 3.3, we deduce that $(K)=\left(\operatorname{ker} H_{\Lambda^{*}}^{B^{+}}\right)=$ $I_{\tilde{\Lambda}}$, which proves the third point.

As $\tilde{\Lambda}(1)=1$, we have $\sum_{i=1}^{r} w_{i}=1$ and

$$
\tilde{\Lambda}(f)=\sum_{i=1}^{r} \omega_{i} f\left(\xi_{i}\right) \geq f^{*}
$$

since $\xi_{i} \in \mathcal{S}(G)$ and $f\left(\xi_{i}\right) \geq f^{*}$. The relation $f_{E, G}^{\mu} \leq f^{*}$ implies that $f\left(\xi_{i}\right)=f^{*}$ for $i=1, \ldots, r$ and the fourth point is true: $f_{E, G}^{\mu}=f^{*}$.

As $f\left(\xi_{i}\right)=f^{*}$ for $i=1, \ldots, r$, we have $\left\{\xi_{1}, \ldots, \xi_{r}\right\} \subset V_{\text {min }}$. By Theorem 2.8, the polynomials of $K$ are in $I_{\min }$ so that $V_{\min } \subset \mathcal{V}(K)=\left\{\xi_{1}, \ldots, \xi_{r}\right\}$. This shows that $V_{\min }=\left\{\xi_{1}, \ldots, \xi_{r}\right\}$ and concludes the proof of this proposition.
3.3. Computing the minimizers. The remaining step is the computation of the minimizer points, once Algorithm 3.1 stops with success for $\Lambda^{*} \in \mathcal{L}_{E, G}$ optimal for $f$. The minimizers can be computed from the eigenvalues of the multiplication operators $M_{k}: a \in \mathcal{A}_{\text {min }} \mapsto x_{k} a \in \mathcal{A}_{\text {min }}$ for $k=1, \ldots, n$ where $\mathcal{A}_{\text {min }}=\mathbb{R}[\mathbf{x}] / I_{\text {min }}$ and $I_{\text {min }}=I_{\tilde{\Lambda}}=$ $\mathcal{I}\left(\xi_{1}, \ldots, \xi_{r}\right)$.

Proposition 3.5. The matrix of $M_{k}$ in the basis $B$ of $\mathcal{A}_{\text {min }}$ is $\left[M_{k}\right]=\left(\frac{\Lambda^{*}\left(x_{k} b_{i} b_{j}\right)}{\Lambda^{*}\left(b_{i} b_{i}\right)}\right)_{1 \leq i, j \leq r}$. The operators $M_{k}, k=1 \ldots n$ have $r$ common eigenvectors $\mathbf{u}_{1}, \ldots, \mathbf{u}_{r}$ which satisfy $M_{k} \mathbf{u}_{i}=$ $\xi_{i, k} \mathbf{u}_{i}$, with $\xi_{i, k}$ the $k^{t h}$ coordinate of the minimizer point $\xi_{i}=\left(\xi_{i, 1}, \ldots, \xi_{i, n}\right) \in S$.
Proof. By Proposition 3.4 and by definition of the inner-product (6), $B=\left\{b_{1}, \ldots, b_{r}\right\}$ is a basis of $\mathcal{A}_{\tilde{\Lambda}}$ and

$$
x_{k} b_{j} \equiv \sum_{i=1}^{r} \frac{\Lambda^{*}\left(x_{k} b_{i} b_{j}\right)}{\Lambda^{*}\left(b_{i} b_{i}\right)} b_{i} \quad \bmod I_{\min }
$$

for $j=1 \ldots r, k=1 \ldots n$. This yields the matrix of the operator $M_{k}$ in the basis $B$ : $\left[M_{k}\right]=\left(\frac{\Lambda^{*}\left(x_{k} b_{i} b_{j}\right)}{\Lambda^{*}\left(b_{i} b_{i}\right)}\right)_{1 \leq i, j \leq r}$.

As the roots of $I_{\text {min }}$ are simple, by [4][Theorem 4.23] the eigenvectors of all $M_{k}, k=$ $1 \ldots n$ are the so-called idempotents $\mathbf{u}_{1}, \ldots, \mathbf{u}_{r}$ of $\mathcal{A}_{\text {min }}$ and the corresponding eigenvalues are $\xi_{1, k}, \ldots, \xi_{r, k}$.

```
Algorithm 3.2: Minimizer POINTS
    Input: \(B\) and the relations as output in Algorithm 3.1.
```

            - Compute the matrices \(\left[M_{k}\right]=\left(\frac{\Lambda^{*}\left(x_{k} b_{i} b_{j}\right)}{\Lambda^{*}\left(b_{i} b_{i}\right)}\right)_{1 \leq i, j \leq r}\).
            - For a generic choice of \(l_{1}, \ldots, l_{n} \in \mathbb{R}\), compute the eigenvectors \(\mathbf{u}_{1}, \ldots, \mathbf{u}_{r}\) of
            \(l_{1}\left[M_{1}\right]+\cdots+l_{n}\left[M_{n}\right]\).
            - Compute \(\xi_{i, k} \in \mathbb{R}\) such that \(M_{k} \mathbf{u}_{i}=\xi_{i, k} \mathbf{u}_{i}\).
    Output: the minimizers \(\xi_{i}=\left(\xi_{i, 1}, \ldots, \xi_{i, n}\right), i=1 \ldots r\).
    
## 4. Finite convergence

Our approach to compute the minimizers relies on the fact that the border basis relaxation is exact. By Proposition 2.6, the reduced border basis relaxation is exact if and only if the corresponding full moment matrix relaxation is exact.

Though it is not always the case that the full moment matrix relaxation is exact, it is possible to add constraints so that the relaxation becomes exact. In [1], a general strategy to construct exact SDP relaxation hierarchies and to compute the minimizer ideal is described. It applies to the following problems:

Global optimization. Consider the case $n_{1}=n_{2}=0$ with $f^{*}=\min _{\mathbf{x} \in \mathbb{R}^{n}} f(\mathbf{x})$ reached at a point of $\mathbb{R}^{n}$. Taking $G$ such that $G^{0}=\left\{\frac{\partial f}{\partial_{x_{1}}}, \ldots, \frac{\partial f}{\partial x_{n}}\right\}$ and $G^{+}=\emptyset$, the relaxation associated to the sequence $\mathcal{L}_{t, G}$ is exact and yields $I_{\text {min }}$ (see [26, 1]). If $I_{\text {min }}$ is finite then the border basis relaxation yields the points and the corresponding border basis.

Regular case. We say that $\mathbf{g}=\left(g_{1}^{0}, \ldots g_{n_{1}}^{0} ; g_{1}^{+}, \ldots, g_{n_{2}}^{+}\right)$is regular if for all points $\mathbf{x} \in \mathcal{S}(\mathbf{g})$ with $\left\{j_{1}, \ldots, j_{k}\right\}=\left\{j \in\left[1, n_{2}\right] \mid g_{j}^{+}(\mathbf{x})=0\right\}$, the vectors $\nabla g_{1}^{0}(\mathbf{x}), \ldots, \nabla g_{n_{1}}^{0}(\mathbf{x})$, $\nabla g_{j_{1}}^{+}(\mathbf{x}), \ldots, \nabla g_{j_{k}}^{+}(\mathbf{x})$ are linearly independent.

For $\nu=\left\{j_{1}, \ldots, j_{k}\right\} \subset\left[0, n_{2}\right]$ with $|\nu| \leq n-n_{1}$, let

$$
\begin{aligned}
A_{\nu} & =\left[\nabla f, \nabla g_{1}^{0}, \ldots, \nabla g_{n_{1}}^{0}, \nabla g_{j_{1}}^{+}, \ldots, \nabla g_{j_{k}}^{+}\right] \\
\Delta_{\nu} & =\operatorname{det}\left(A_{\nu} A_{\nu}^{T}\right) \\
g_{\nu} & =\Delta_{\nu} \prod_{j \notin \nu} g_{j}^{+}
\end{aligned}
$$

Let $G \subset \mathbb{R}[\mathbf{x}]$ be the set of constraints such that $G^{0}=\mathbf{g}^{0} \cup\left\{g_{\nu}\left|\nu \subset\left[0, n_{2}\right],|\nu| \leq n-n_{1}\right\}\right.$. Then the relaxation associated to the preordering sequence $\mathcal{L}_{t, G}^{\star}$ is exact and yields $I_{\text {min }}$ (see $[8,1]$ or $[24]$ for $\mathbb{C}$-regularity and constraints $G^{0}$ that involve minors of $A_{\nu}$ ).

If $I_{\text {min }}$ is non-empty and finite then the border basis relaxation (2) yields the points $V_{\min }$ and the border basis of $I_{\text {min }}$.

Boundary Hessian Conditions. If $f$ and $\mathbf{g}$ satisfies the so-called Boundary Hessian Conditions then $f-f^{*} \in \mathcal{Q}_{t, g}$ and the relaxation associated to $\mathcal{L}_{t, \mathrm{~g}}$ is exact and yields $I_{\min }$ (see [18]). If moreover $I_{\text {min }}$ is finite then the border basis relaxation yields the points $V_{\text {min }}$ and the corresponding border basis of $I_{\text {min }}$.
$\mathbf{g}^{+}$-radical computation. If we optimize $f=0$ on the set $S=\mathcal{S}(\mathbf{g})$, then all the points of $S$ are minimizers, $V_{\min }=S$ and by the Positivstellensatz, $I_{\min }$ is equal to

$$
\sqrt[\mathbf{g}^{+}]{\mathbf{g}^{0}}=\left\{p \in \mathbb{R}[\mathbf{x}] \mid \exists m \in \mathbb{N} \text { s.t. } p^{2 m}+q=0, q \in \mathcal{P}_{\mathbb{R}[\mathbf{x}], \mathbf{g}}\right\}
$$

Here again, the preordering sequence $\mathcal{L}_{t, \mathbf{g}}^{\star}$ is exact. If we assume that $S=\mathcal{S}(\mathbf{g})$ is finite, then the corresponding border basis relaxation yields the points of $S$ and the generators of $\sqrt[g^{+}]{\mathbf{g}^{0}}$. See also [14, 10] for zero dimensional real radical computation and [17].

## 5. Minimizer border basis algorithm

In this section we describe the algorithm to compute the minimum of a polynomial on $S$. It can be seen as a type of border basis algorithm, in which in the main loop we compute the optimal linear form, we check when the minimun is reached and eventually we compute the minimizers points. It is closely connected to the real radical border basis algorithm presented in [10].

### 5.1. Description.

```
Algorithm 5.1: Minimization of \(f\) ON \(S\)
    Input: A real polynomial function \(f\) and a set of constraints \(\mathbf{g} \subset \mathbb{R}[\mathbf{x}]\) with \(V_{\text {min }}\)
        non-empty finite.
        (1) Take \(t=\max \left(\left\lceil\frac{\operatorname{deg}(f)}{2}\right\rceil, d^{0}, d^{+}\right)\)where
        \(d^{0}=\max _{g^{0} \in \mathbf{g}^{0}}\left(\left\lceil\frac{\operatorname{deg}\left(g^{0}\right)}{2}\right\rceil\right), d^{+}=\max _{g^{+} \in \mathrm{g}^{+}}\left(\left\lceil\frac{\operatorname{deg}\left(g^{+}\right)}{2}\right\rceil\right)\)
        (2) Compute the graded border basis \(F_{2 t}\) of \(\mathbf{g}^{0}\) for B in degree \(2 t\).
        (3) Let \(B_{t}\) be the set of monomials in \(B\) of degree \(\leq t\).
        (4) Let \(G_{t}\) be the set of constraints such that \(G_{t}^{0}=\left\{m-\pi_{B_{t}, F_{2 t}}(m), m \in B_{t} \cdot B_{t}\right\}\)
        and \(G^{+}=\pi_{B_{t}, F_{2 t}}\left(g^{+}\right)\)
    (5) \(\left[f_{G_{t}, B_{t}}^{*}, \Lambda^{*}\right]:=\operatorname{Optimal} \operatorname{Linear} \operatorname{Form}\left(f, B_{t}, G_{t}\right)\).
    (6) \(\left[c, B^{\prime}, K\right]:=\operatorname{Decomposition}\left(\Lambda^{*}, B_{t}\right)\) where \(c=\) failed, \(B^{\prime}=\emptyset, K=\emptyset\) or
        \(c\) =success, \(B^{\prime}\) is the basis and \(K\) is the set of the relations.
        (7) if \(c=\) success then \(V=\operatorname{Minimizer} \operatorname{Points}\left(B^{\prime}, K\right)\)
        else go to step 2 with \(t:=t+1\).
    Output: the minimum \(f^{*}=f_{G_{t}, B_{t}}^{*}\), the minimizers \(V_{\min }=V, I_{\text {min }}=(K)\) and \(B^{\prime}\)
        such that \(K\) is a border basis for \(B^{\prime}\).
```

5.2. Experimentation. In this section, we analyze the practical behavior of the algorithm. In all the examples the minimizer ideal is zero-dimensional hence our algorithm stops in a finite number of steps and yields the minimizer points and generators of the minimizer ideal.

The implementation of the previous algorithm has been performed using the borderBASIX package of the MATHEMAGIX ${ }^{2}$ software, which provides a C++ implementation of the border basis algorithm of [22].

For the computation of border basis, we use as a choice function that is tolerant to numerical instability i.e. a choice function that chooses as leading monomial a monomial whose coefficient is maximal among the choosable monomials as described in [21].

The Semi-Definite Programming problems are solved using SDPA ${ }^{3}$ software. For the link with SDPA we use a file interface since SDPA is not distributed as a library.

Once we have computed the moment matrix, we call the Decomposer Algorithm which is available in the BORDERBASIX package.

The minimizer points are computed from the eigenvalues of the multiplication matrices. This is performed using Lapack routines.

Experiments are made on an Intel Core i5 2.40 GHz
In Table 1, we compare this algorithm 5.1 (bbr) with the full moment matrix relaxation algorithm ( fmr ) inside the same environment. It reproduces the algorithm described in [12], which is also implemented in the package Gloptipoly of Matlab developed by D. Henrion and J.B. Lasserre. In this table, we record the problem name or the source of the problem, the number of decision variables (v), the number of inequality and equality constraints (c), the maximum degree of the constraints and of the polynomial to minimize (d), the number of minimizer points (sol). For the two algorithms bbr and $f m r$ we report the CPU time in seconds ( t ), the order of the relaxation ( o , the number of parameters of the SDP problem (p) and the size of the moment matrices (s). The first part of the table contains examples of positive polynomials, which are not some of squares. New equality constraints are added following [1] to compute the minimizer points in the examples marked with $\diamond$.

[^1]| problem | v | c | d | sol | $t_{b b r}$ | $o_{b b r}$ | $p_{b b r}$ | $s_{b b r}$ | $t_{f m r}$ | $o_{f m r}$ | $p_{f m r}$ | $s_{f m r}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\diamond$ Robinson | 2 | 0 | 6 | 8 | 0.15 | 4 | 21 | 15 | $*$ | 7 | 119 | 36 |
| $\diamond$ Motzkin | 2 | 0 | 6 | 4 | 0.17 | 4 | 26 | 15 | $*$ | 9 | 189 | 55 |
| $\diamond$ Motzkin perturbed | 3 | 1 | 6 | 1 | 3.78 | 5 | 167 | 56 | 9.57 | 5 | 286 | 56 |
| $\diamond$ [11], Ex. 1 | 2 | 0 | 4 | 1 | 0.030 | 2 | 8 | 6 | 0.050 | 2 | 14 | 6 |
| $\diamond$ [11], Ex. 2 | 2 | 0 | 4 | 1 | 0.030 | 2 | 8 | 6 | 0.050 | 2 | 14 | 6 |
| $\diamond$ [11], Ex. 3 | 2 | 0 | 6 | 4 | 0.432 | 4 | 25 | 15 | $*$ | 8 | 152 | 45 |
| [11], Ex. 5 | 2 | 3 | 2 | 3 | 0.045 | 2 | 14 | 6 | 0.053 | 2 | 14 | 6 |
| [5], Ex. 4.1.4 | 1 | 2 | 4 | 2 | 0.024 | 2 | 4 | 3 | 0.040 | 2 | 4 | 3 |
| [5], Ex. 4.1.6 | 1 | 2 | 6 | 2 | 0.027 | 3 | 6 | 4 | 0.044 | 3 | 6 | 4 |
| [5], Ex. 4.1.7 | 1 | 2 | 4 | 1 | 0.023 | 2 | 4 | 3 | 0.042 | 2 | 4 | 3 |
| [5], Ex. 4.1.8 | 2 | 5 | 4 | 1 | 0.060 | 2 | 13 | 6 | 0.077 | 2 | 14 | 6 |
| [5], Ex. 4.1.9 | 2 | 6 | 4 | 1 | 0.20 | 4 | 44 | 15 | 0.29 | 4 | 44 | 15 |
| [5], Ex. 2.1.1 | 5 | 11 | 2 | 1 | 7.60 | 3 | 461 | 56 | 12.23 | 3 | 461 | 56 |
| [5], Ex. 2.1.2 | 6 | 13 | 2 | 1 | 1.00 | 2 | 209 | 26 | 1.29 | 2 | 209 | 26 |
| [5], Ex. 2.1.3 | 13 | 35 | 2 | 1 | 383.97 | 2 | 2379 | 78 | 417.96 | 2 | 2379 | 78 |
| [5], Ex. 2.1.4 | 6 | 15 | 2 | 1 | 1.01 | 2 | 209 | 26 | 1.48 | 2 | 209 | 26 |
| [5], Ex. 2.1.5 | 10 | 31 | 2 | 1 | 29.70 | 2 | 1000 | 66 | 44.29 | 2 | 1000 | 66 |
| [5], Ex. 2.1.6 | 10 | 25 | 2 | 1 | 28.60 | 2 | 1000 | 66 | 43.68 | 2 | 1000 | 66 |
| ** [5], Ex. 2.1.7 (case 1) | 20 | 30 | 2 | 1 | 33219.9 | 2 | 10625 | 231 | 35310.7 | 2 | 10625 | 231 |
| ** [5], Ex. 2.1.7 (case 5) | 20 | 30 | 2 | 1 | 33475.2 | 2 | 10625 | 231 | 36021.3 | 2 | 10625 | 231 |
| ** [5], Ex. 2.1.8 | 24 | 58 | 2 | 1 | 3929.23 | 2 | 3875 | 136 | $>14 h$ | 2 | 20475 | 325 |
| [5], Ex. 2.1.9 | 10 | 11 | 2 | 1 | 12.3 | 2 | 714 | 44 | 16.76 | 2 | 1000 | 55 |
| [5], Ex. 3.1.3 | 6 | 16 | 2 | 1 | 0.96 | 2 | 209 | 26 | 1.42 | 2 | 209 | 26 |
| [12] cbms1 | 3 | 3 | 3 | 5 | 0.16 | 3 | 26 | 17 | 0.20 | 3 | 83 | 20 |
| [12] rediff3 | 3 | 3 | 2 | 2 | 0.07 | 2 | 7 | 7 | 0.09 | 2 | 35 | 10 |
| [12] quadfor2 | 4 | 12 | 4 | 2 | 0.6 | 3 | 48 | 19 | 0.75 | 3 | 210 | 35 |
| ** simplex | 15 | 16 | 2 | 1 | 674.534 | 2 | 3059 | 120 | 780.371 | 2 | 3875 | 136 |

TABLE 1. Experimentations

The fourth part of the table contains examples where the real radical $\sqrt[\mathrm{g}^{+}]{\mathbf{g}^{0}}$ is computed. When there are equality constraints, the border basis computation reduces the size of the moment matrices, as well as the localization matrices associated to the inequalities. This speeds up the SDP computation. In the case where there are only inequalities, the size of the moment matrices is the same but once the optimal linear form is computed using the SDP solver SDPA, the DECOMPOSITION algorithm which computes the minimizers is more efficient and quicker than the reconstruction algorithm used in the full moment matrix relaxation approach. The performance is not the only issue: numerical problems can also occur due to the bigger size of the moment matrices in the flat extension test and the reconstruction of minimizers. Such examples where the fmr algorithm fails because of the numerical rank problems are marked with *. The examples that Gloptipoly cannot treat due to the high number of variables [12] are marked with ${ }^{* *}$.

These experiments show that when the size of the SDP problems becomes significant, most of the time is spent during sdpa computation and the border basis time and reconstruction time are negligible. In all the examples, the new border basis relaxation algorithm outperforms the full moment matrix relaxation method.
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[^0]:    ${ }^{1}$ In [16], it is stated with a vector space spanned by a monomial set connected to 1 , but its extension to vector spaces connected to 1 is straightforward.
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