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- First Part:

Sparsity, low-rankness and relatives:
“From information to structures”

Compress while you sample:
“From structures to scrambled sensing”

and Reconstruct!
“From scrambled sensing to information”
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- First Part:

» Sparsity, low-rankness and relatives:
“From information to structures”
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9D Example: Using Wavelets!

Representing this

image ...
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- 2-D Example

Representing this
image ...

holig =
delouvsin

Using Wayvelets!

...with those “wavelets”

0.0 ... . . . e.g.,
"

different sizes, scales

=7\

different orientations

(0
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2-D Example: Using Wavelets!

..with those “wavelets”

Representing this
image ...
= 0.0 ... . . e.g.,

different sizes, scales

=7\

different orientations

.""“
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-~ 2-D Example: Using Wavelets!

...with those “wavelets”

Representing this

image ...

different orientations
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" 2-D Example: Using Wavelets!
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(a

Lﬂ-@ victeam ELEN ISP (i) Laurent Jacques - “Compressive sensing: how to sample data from what you know!”




I = = = = o o o S N N O . ]
f : "
: Thresholding = .
" u
: + Keep K first values .
L 0
IL L --------------- [
Lc"é@j viCteam ELEN ISP (i) Laurent Jacques - “Compressive sensing: how to sample data from what you know!” ﬂ




Set of coefficients in W
(gray=0)
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Keep K first values
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Generalization: Sparsity principle

Hypothesis: an image (or any signal) can be decomposed
in a “sparsity basis” W with few non-zero elements & :

D
U= (¥, -, RV*D
xr = E Oéj\Ifj — \IfOé ( b ’ D)E
j=1

a=(a, --,ap)l € RY

A
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@Generalization: Sparsity principle

Hypothesis: an image (or any signal) can be decomposed

in a “sparsity basis” W with few non-zero elements & :

D
L = Z Oﬂj\Ifj — \IfOé
1=1

U can be a ONB (e.g. Fourier, wavelets) or a dictionary (atoms)

U= (U, -, Up)e RV
_ T D
a=(ay, - ,ap)” €R
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"Generalization: Sparsity principle

» Hypothesis: an image (or any signal) can be decomposed

in a “sparsity basis” ¥ with few non-zero elements « :
D
U= (U, .-, Up) e RVXP
.T:ZCY]'\IJ]':\IJO& (1 Dzﬂ D
ot a=(ay, - ,ap)” €R
» U can be a ONB (e.g. Fourier, wavelets) or a dictionary (atoms)
 ENNNAE

T — Dictionary of < ENRNIE2E
~ structures -.
\ . . . . »
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" Generalization: Sparsity principle

» Hypothesis: an image (or any signal) can be decomposed

in a “sparsity basis” ¥ with few non-zero elements « :

D
U= (Ty, -, Up) e RVXD
.TZZCY]'\IJ]':\IJO& (1 Dzﬂ D
ot a=(ay, - ,ap)” €R

» U can be a ONB (e.g. Fourier, wavelets) or a dictionary (atoms)

10 atoms

atom

-
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“Generalization: Sparsity principle

» Hypothesis: an image (or any signal) can be decomposed

in a “sparsity basis” ¥ with few non-zero elements « :

D
U= (U, .-, Up) e RVXP
L — E ozj\Ifj = Vq ( ! Dzﬂ D
ot a=(ay, - ,ap)” €R

» U can be a ONB (e.g. Fourier, wavelets) or a dictionary (atoms)

10 atoms 25 atoms

j
l E

atom
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" Generalization: Sparsity principle

» Hypothesis: an image (or any signal) can be decomposed

in a “sparsity basis” ¥ with few non-zero elements « :

D

U= (U, .-, Up) e RVXP

r = E a; V¥V, = Yo (L1, D)T D
et a=(ay, - ,ap)” €R

» W can be a ONB (e.g. Fourier, wavelets) or a dictionary (atoms)

10 atoms 25 atoms 50 atoms 250 atoms 1000 atoms
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“Generalization: Sparsity principle

» Hypothesis: an image (or any signal) can be decomposed

in a “sparsity basis” ¥ with few non-zero elements « :

D
£r = Z ij\Ifj — \IfOé
71=1

» W can be a ONB (e.g. Fourier, wavelets) or a dictionary (atoms)

U= (U, -, Up)e RV
a=(a, --,ap)l € RY

10 atoms 25 atoms 50 atoms 250 atoms 1000 atoms
. —
+# “atoms” & improved quality
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In summary: if “information” ...

. 1n a signal €T & RN (e.g. N = pixel number, voxels, graph nodes, ...)




- In summary: if “information” ...

. 1n a Signal €T & RN (e.g. N = pixel number, voxels, graph nodes, ...)

there exists a “sparsity’ basis (e.g. wavelets, Fourier, ...)
NxD
U= (U, -, ¥p) e RV

where z has a linear representation

and

= [

O 00

0 0000

X

(0 or

D
— E Oéj\Ifj — lIfOé
j=1
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Counterexample: Noise!
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In summary: if “information” ...

. 1n a Signal €T & RN (e.g. N = pixel number, voxels, graph nodes, ...)

-4?‘\ ..
" Ay -
&

o

there exists a “sparsity’ basis (e.g. wavelets, Fourier, ...)
NxD
U= (U, -, ¥p) e RV

where z has a linear representation

D
Tr = E aj\IJj = W
J=1

and
lallo:=#{i:a; 0} < N |la—ak|| < || Small ¢1-norm
o oimitttntn & N O afly = 5o
| o, >

B ———
Counterexample: Noise! Convex! (see after
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Other “informative” models

T
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Other “informative” models

1. Structured sparsity for high-dimensional data
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Other “informative” models

1. Structured sparsity for high-dimensional data

ez = t,Aorz Consider a data volume (3-D or more)
(e.g. video, hyperspectral data, medical data)

L

Possible models:
» 3-D sparsity basis (see before)

(sometimes costly, sometimes 3)

» or structured sparsity

N\ idea: consecutive “slices” vary “slowly”
€1 €2

r 4
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1. Structured sparsity for high-dimensional data

Hyperspectral data cube

7 Other “informative” models

Hyperspectral

slices

Pixels
domain

close
> coeflicient
supports!

H B
-
HE
-
N _
H B
[]
HHE
[]
[] []
Hyperspectral

sparsity coeff.

Wavelet
domain

. L&
s () q'deam ELEN ISP Clietiup Laurent Jacques - “Compressive sensing: how to sample data from what you know!” ,a



@
L
[ =
-
®

Other “informative” models

1. Structured sparsity for high-dimensional data

)\ 4
=k correlated &
not sparse
{>-norm

Spatially Sparse

€1, ¢1-norm

1 H]

Hyperspectral

sparsity coeff.

o C,
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Other “informative” models

1. Structured sparsity for high-dimensional data

)\ 4
=k correlated &
not sparse
{>-norm

Spatially Sparse

€1 ¢{-norm €2
— 1 ]
Hyperspectral = small ¢ ;-norm
sparsity coeff. _ Zw >, ‘O‘w, 1/2

r—
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Other “informative” models

2. Low-rank models in high dimensions
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In : €

Example: 1 U
Video | et

(PETS DB)

Movig foreground

Static background
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~ Other “informative” models

2. Low-rank models in high dimensions

- o
Example:

Video
(PETS DB)

time
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1 frame
— 1 vector

space
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Example:

"Other “informative” models

2. Low-rank models in high dimensions

Video
(PETS DB)

X

* 1r‘ -
' I -

time
s () videam ELEN ISP (i) Laurent Jacques - “Compressive sensing: how to sample data from what you know!” \

background

moving
foreground

background




Example:

Video
(PETS DB)

1 Low-rank matrix:
\ Many columns are (almost)

linear combination of others
(4]
. >
0))

/

]
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" Other “informative”’” models

2. Low-rank models in high dimensions

Example:

Video
(PETS DB)

-— -— -— -— -— - -

— — — — — [ & .

1 Low-rank matrix:
\ Many columns are (almost)
linear combination of others

> Given X = U*YV (svD)
2= diag(gh T 70-N)

) small ||o||g, or small ||o||; = || X]]«

. -
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-~ General Sparsity Applications

1. Data Compression/Transmission (by definition);

2. Data restoration :

»  Denoising,

»  Debluring,

»  Inpainting, ...

3. Simplified model and interpretation (e.g., in ML)

' >
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~ General Sparsity Applications

1. Data Compression/Transmission (by definition);

2. Data restoration :

»  Denoising,

»  Debluring,

»  Inpainting, ...

3. Simplified model and interpretation (e.g., in ML)

More generally,
For regularizing (stabilizing) inverse problems

+ Impact on data sampling philosophy ! (see after)

e.g., 1n

Ivo’s talk

'\ 2
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- First Part:

»  Compress while you sample:
“From structures to scrambled sensing”
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- Dampling with Sparsity

»  Paradigm shift:
“Computer readable” sensing

+ prior information (structures)

»
{
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™ Sampling with Sparsity

»  Paradigm shift:
“Computer readable” sensing

+ prior information (structures)

. I

Sensin ;

World : , 5 => Human |,
Signal : Device | Sensing Signal .

Optimized setup: sampling rate oc information

»  Examples:
Radio-Interferometry, Compressed Sensing,
MRI, Deflectometry, Seismology, ...
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-~ Sampling with Sparsity
but ... non-linear reconstruction schemes!

Regularized inverse problems:

Reconstruct z € RY from y = Sensing(z) € RY

given a sparse/model on x.

\/
Examples: Tomography,

frequency /partial observations, ...

' >
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-~ Sampling with Sparsity
but ... non-linear reconstruction schemes!

Regularized inverse problems:

Reconstruct z € RY from y = Sensing(z) € RY

given a sparse/model on x.
v
' Examples: Tomography,
x” = argmin S(u) s.t. Sensing(u) ~ Sensing(z) ||}

u ERN r B

frequency /partial observations, ...

Sparsity metric: Y

e.g., small S(a) = ||af); if u= Va, Noise: Gaussian, Poisson, ...

small Total Variation S(u) = ||Vul|
N

La& Victearn ELEN ISP Ciroup Laurent Jacques - “Compressive sensing: how to sample data from what you know!”
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Compressed Sensing

T
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Compressed Sensing

C'S in a nutshell:

“Forget” Dirac, forget Nyquist,
ask few (linear) questions
about your informative (sparse) signal,

and recover it differently (non-linearly)”

’ Ty
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Compressed Sensing

M questions Sensing method  Signal

Yy X
_0

. = Sparsity

- 0 .
o Prior

= o, (T =1d)
M M x N 0
CS in a nutshell: 0
“Forget” Dirac, forget Nyquist, al
ask few (linear) questions N,

about your informative (sparse) signal,

and recover it differently (non-linearly)”

Ty
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Low complexity signal y

Compressed Sensing

If z is K-Sparse and if @ well “conditioned”

?then:

x" = arg min ||ul|p s.t. y = Pu

u € RN

[u|lo = #4{j : u; # 0} Non-linear reconstruction

) giteam ELEN ISP @i

Laurent Jacques - “Compressive sensing: how to sample data from what you know



Compressed Sensing

',L,>I<

(relax.)

arg min ||ullg s.t. y = Pu
u € RN

If z is K-sparse and if @ well “conditioned”

?then:

Sa
que %ERS q
uvain Frone®

ully =2 |uj

icteam ELEN ISP Clinip

Laurent Jacques - “Compressive sensing: how to sample data from what you know!”
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=2

M x N

(B&SiS PUI’SU.it) |[Chen, Donoho, Saunders, 1998|
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Compressed Sensing
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then:

(relax.)

Tf  is K-sparsdand if & well “conditioned”

Solvers:

Linear Programming,

| Interior Point Method,

xr" = arg min ||ullg s.t. y = Pu | Proximal Methods,
u € RN 1 ... Tons of toolboxes ...
‘fu,Hl — Zj ‘uj‘ (B&SiS PLIl"SU.it) [Chen, Donoho, Saunders, 1998]
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Compressed Sensing

d0 € (O, 1) Restricted Isometry Property

V=il < [[®v]lz < VI+0]v]:

for all 2K sparse signals v.

any subset of 2K columns 4

1S an isometry

If x is K-sparse and if & well “conditioned”
then: (relax.)
x" = arg min ||ullg s.t. y = Pu
| u € RN 1 if 0 < 1/\/§ [Cai & Zhang, 14]
‘fu,Hl — Zj ‘uj‘ (B&SiS PLIl"SU.it) [Chen, Donoho, Saunders, 1998]

' ™ -y
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Compressed Sensing

94 & (()7 1) Restricted Isometry Property |——% Examples:

VI=6 vz < [®v]2 < VIF6|v|s + Laanssian

-+ Bernoulli

for all 2K sparse signals v. | Random Fourier
any subset of 2K columns 4 +
is an isometry =0 | e e e s s s s e e s e e === :

M=OKIN/K)<N |
B ERTT, &y g N(O,1) |
If x is K-sparse and if & well “conditioned”
then: (relax.)
x" = arg min ||ullg s.t. y = Pu
| u € RN 1 if 0 < 1/\/§ [Cai & Zhang, 14]
‘uul — Z] ‘/U/j‘ (B&SiS PLII'SU.it) |Chen, Donoho, Saunders, 1998|

' ~
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Compressed Sensing

|y — Pul|| < e (if noise)

From =z*= arg min ||u|lp s.t. y i Pu

u RN

Tf ‘M = O(KInN/K) < N
'(I)ERMXN (I)w iidN(Oyl)

___________________________________

Then

5
|
S
S
]
|
S
ol
~
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... In summary, CS is

"M questions Sensing method  Signal

orxt ~x

if noise, quantization,

i

i

. . i
non-linearities

i

i

i

Ask few (linear) questions N

about your informative (sparse) signal, | “andes, Romberg, Tao, 2006
Donoho, 2006

and recover it differently (non-linearly)” ! i-Pixel Camera, Wakin et al., 2006

«m
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First Part:

» and Reconstruct!
“From scrambled sensing to information”

(very broad and active field ... just one slide)

r 9
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Reconstruct?’ (just one slide)

e.g., sparsity, e.g., L2/L1 distance, robust to
) For Solving: low-rank, TV, ... Gaussian/Poisson noise, ...
r" = argmin S(u) s.t. Sensing(u) ~ Sensing(x)

ueRN

many possibilities/solvers ...

»\1
= {
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-~ Reconstruct?’ (just one slide)

e.g., sparsity, e.g., L2/L1 distance, robust to
FOI' SOlViﬂg: low-rank, TV, ... Gaussian/Poisson noise, ...

&

r" = argmin S(u) s.t. Sensing(u) ~ Sensing(x)
ueRN

many possibilities/solvers ... o ¥

Convex optimization: tons of toolboxes
SPGLL, LiMagic, (F) ISTA, ADMM, ... ‘X;':':f.ﬁf.‘;::;;,;;::...‘.\.\_____.,;A:;;:_::j;iﬁf.fii

Proximal algorithms (see also B. Goldluecke’s paft)

[terative (greedy) methods:

matching pursuit and relatives (OMP)
iterative hard thresholding, CoSAMP, SP, smoothed LO, ...

Approximate Message Passing Algorithms, Bayesian, ..

b
. ‘ L
UCL m " = o
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Second Part: a few realizations

Compressive imaging appetizer:
The Rice single pixel camera

Other case studies:
Radio-interterometry and aperture synthesis
Hyperspectral CASSI imaging
Highspeed Coded Strobing Imaging

e | “ o 2 (
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Second Part: a few realizations

Compressive imaging appetizer:
The Rice single pixel camera

4
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Shvasbourg 2014 |

Rice Single-pixel Camera

T > |[Duarte, Davenport, Takbar, Laska, Sun, Kelly, Baraniuk, 2008|
iy N Low-cost, fast, sensitive
X optical detection ))
PD ,
» AD
Xmtr

Compressed, encoded
image data sent via RF
Image encoded by DMD for reconstruction

and random basis

RNG

victearn ELEN ISP (i) Laurent Jacques - “Compressive sensing: how to sample data from what you know!”




Rice Single-pixel Camera

o= Low-cost, fast, sensitive
) | optical detection

)
» AD Y)

Xmtr

Compressed, encoded
image data sent via RF
for reconstruction

Image encoded by DMD
and random basis

|[Duarte, Davenport, Takbar, Laska, Sun, Kelly, Baraniuk, 2008|

piiTi, @i € 10,1}

7" random pattern p; € RY

UCL 4 I . o :
ceam ELEN ISP (/i) Laurent Jacques - “Compressive sensing: how to sample data from what you know!”
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Rice Single-pixel Camera

|[Duarte, Davenport, Takbar, Laska, Sun, Kelly, Baraniuk, 2008|

Y‘/ 4 .f Low-cost, fast, sensitive yj

Ve optical detection Y))
)l = / Y1 \
~— Xmtr Y2

Compressed, encoded Yy =
image data sent via RF

for reconstruction / \?/M )
( \ &7

Image encoded by DMD
and random basis

Revr

SOJZ L, SOJ’L S {07 ]‘} | Optical sum
-th

7" random pattern p; € RY >
Ui = 2 Pji Ti

UCL 4 ‘ . o :
icteam ELEN ISP Gl (1 Laurent Jacques - “Compressive sensing: how to sample data from what you know!”




@Rice Single-pixel Camera

|[Duarte, Davenport, Takbar, Laska, Sun, Kelly, Baraniuk, 2008|

Low-cost, fast, sensitive y]
optical detection ))

» AD Y (1)
Xmtr Y2
Compressed, encoded Y=
. image data sent via RF :
Sparse 111 W for reconstruction \?/M )

(e.g., wavelets)

\\ PR = <((FZ" i DSP

>[<

= argmin ||04H1 s.t. PPa =y

A ] i | {
;LL @ vlcteam ISP (| ; Laurent Jacques - “Compressive sensing: how to sample data from what you know!” ﬂ.a




@Rice Single-pixel Camera

€L |[Duarte, Davenport, Takbar, Laska, Sun, Kelly, Baraniuk, 2008|

Low-cost, fast, sensitive Y;
optical detection ))
Y (1)
Xmtr Y2
Compressed, encoded Y=

image data sent via RF :
for reconstruction \y Y, )

<(Y Yj

Revr

sparse in W
(e.g., wavelets)

DSP

LI?*

Proof of concept but PD is unique!

Specific imaging application:

high energy photons with
single costly photomultiplier

——
UCL | a = s {
s () vlcteam ISP € | Laurent Jacques - “Compressive sensing: how to sample data from what you know!” g )
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~ Second Part:

»  Other case studies:

»  Radio-interferometry and aperture synthesis

4

4

. €,
LCLQ Vlcteam ELEN ISP (i ) Laurent Jacques - “Compressive sensing: how to sample data from what you know!” a




- Aperture Synthesis in Radio-Astronomy
Observation of the sky in Astronomical radio sources
radio frequency by

interferometry

Iu_}(xvy)

Planar approximation



- Aperture Synthesis in Radio-Astronomy

Observation of the sky in Astronomical radio sources

radio frequency

interterometry

Iu_}(xvy)

Planar approximation

baseline

icteam ELEN ISP Chenu 1 Laurent Jacques - “Compressive sensing: how to sample data from what you know!”
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- Aperture Synthesis in Radio-Astronomy
Observation of the sky in Astronomical radio sources

radio frequency

Q %)
> QQQ
S
xP N

Iu_}(xvy)

Planar approximation

Van Clittert Zernike Theorem :

I5(B*) = (E1E3) A

Time correlation :

A —
I5(B~
w ( ) baseline — Link between correlation and
2-D Fourier transform of 1!
| €,
LCL“E v'deam ELEN ISP Cirup Laurent Jacques - “Compressive sensing: how to sample data from what you know!” a
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E pur st muove! “And yet it moves!”

» using N telescopes, (];f ) possible Fourier observations

» and baselines undergo Earth rotation !

'\ “
UCL /% I A i . .
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-~ E pur st muove! “And yet it moves!”

N
2

» and baselines undergo Earth rotation !

» using N telescopes, ( ) possible Fourier observations

Eart
rotation

) Example . AU Arcminute Microkelvin Imager
" [Fourier AMI
domain
Each telescope
pair

— 0 feeneana M K KA e n e s AN E XK DY eaes T

1 elliptic path u
\\._> 1 observation Other configurations :

— 1 telescope pair » Very Large Array VLA

at 1 instant » Square Kilometer Array SKA




» using N telescopes, (

-~ E pur si muove! “And vyet it moves!”

N

2) possible Fourier observations

» and baselines undergo Earth rotation !

»  Example :

Fourier

Observation

icteam ELEN ISP Eliuiip

Partial Fourier Sampling Problem!

y=SFxr+n

RN

Selection of 2-D Fourier

u

a few frequencies Transform

R EEE—=™=™===—=——~

-y
T
Laurent Jacques - “Compressive sensing: how to sample data from what you know!” a
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E pur st muove! “And yet it moves!”

» using N telescopes, (];f ) possible Fourier observations

» and baselines undergo Earth rotation !

»  Example :
Partial Fourier Sampling Problem!

y=SFr+n

domain __—i—
e e —

Fourier

Tt Selection of 2-D Fourier

a few frequencies Transform

Observation

Image prior: SPARSITY!

¢

e
+ Additional improvements:
T o e multiple sparsity basis, reweighted L1, ...

' >~
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Reconstruction results

*I' Arcminute Microkelvin Imager(AMI) 05

03
02

101

-0.1

-02

~03

R. Carrillo, J. McEwen, Y. Wiaux, “PURIFY: a new approach to radio-interferometric imaging’”’, Accepted MNRAS;,
!
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Reconstruction results

R. Carrillo, J. McEwen, Y. Wiaux, “PURIFY: a new approach to radio-interferometric imaging’”’, Accepted MNRAS;,

uuuuuuuuu

%
lique %237
n e

Sparsity
Averaging
Reweighted
Analysis
(SARA)

icteam ISP

*I' Arcminute Microkelvin Imager(AMI) | 05
. - - 0.4
‘ ‘ » 0.3
.., | L
L
‘ i l . 10.1
\t -
-
Fourier Inversion

residual

-0.05

Laurent Jacques - “Compressive sensing: how to sample data from what you know!”
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~ Second Part:

»  Other case studies:

4

»  Hyperspectral CASSI imaging

4

' ~ Yy
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“Hyperspectral imaging

»  Fusion of spectrometry and imaging

Laurent Jacques - “Compressive sensing: how to sample data from what you know!”
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Hyperspectral imaging

»  Fusion of spectrometry and imaging

»  Applications:

»  material classification/segmentation

Fake leaf (fabric) g

Real leaf

Fake leaf —
(paper) S———
Dead |leaf

Plastic leaf
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Fusion of spectrometry and imaging

Applications:

Hyperspectral imaging

material classification/segmentation

microscopy /spectroscopy

counterfeit detection
environmental monitoring

skin decease detection
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How is it usually done?

Single filtering Multiplexed filtering

d - ~
~
- - - -

chromatic electronic
scanning sensor

imec’s CMOS imager
with Fabry-Perot filter

——

pe— 8.
" .'1
-‘,‘:,}c'illul

: dispersive electronic
scanning

element sensor

Line scanning

T
{
cLiy | j : : .
UL @ Vlcteam ELEN ISP Cietiup Laurent Jacques - “Compressive sensing: how to sample data from what you know!” &




@
=
[
®

How is it usually done?

electronic
scanning sensor

imec's CMOS imager
with Fabry-Perot filter

dispersive electronic
element sensor

scanning

Issues:

» acquisition time is slow

» low spatial/spectral /temporal resolution

(depending on selected sensing)

»  Huge amount of data at sensing

» But “low complexity” (sparse/low-rank) signals

UCL /4

. ' Ty
*ﬁ vlcteam ELEN ISP Cie ) Laurent Jacques - “Compressive sensing: how to sample data from what you know!” a
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HS cube

- Compressive HS imaging

high-dimensional data = natural field for CS!

Coded Aperture Snapshot Spectral Imaging (CASSI)

»  Mixing dispersive element + coded aperture

Random

Coded

Aperture

Dispersive
Element

Sheered Cube

\o

NN

NN T T T
AN N T F
MMM RRRNN
G MMM RN RN
@)
2,

AN N W

o
%

Spectral
Integration

.y
{
UCL -’f%"i, i ! . D ' Y o,
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HS cube

de Louvain

Compressive HS imaging

high-dimensional data = natural field for CS!

Coded Aperture Snapshot Spectral Imaging (CASSI)

»  Mixing dispersive element + coded aperture

Random

Coded

Aperture

LCL@ <7ictearn ELEN ISP Cleoup

_ I’ if line scanning!

Coded Dispersive
HS cube Element

Sheered Cube

)
5 é
JPEese ¢
sse5eeses
caiceg
o
%ﬁ - eﬁj@&
Ot
/ y = DSCx
Spectral = Px

Integration

Ty
{
Laurent Jacques - “Compressive sensing: how to sample data from what you know!” a



Compressive HS imaging

»  high-dimensional data = natural field for CS!
» Coded Aperture Snapshot Spectral Imaging (CASSI)

»  Mixing dispersive element + coded aperture

aaaaaaaaa

-

g - ’ ‘ -
. L ’ . ! -
o - > g » g
RSN L . g '
- v "’4 | v ?
Mo P e e Fei 8
> - \‘h : s - % l )
A £ o . : -
it A w?
sy ‘OI'- - N N 7 |5l 3
“.'~- - S I | c
i . ’ 5
/ 3
o ! -

diag(c

o5
paas
sgly
%9%9

EEEE%L
aﬁggs

NN

AN N\ NN\
NN\ N N\

NN NN
NN N\ N\

o
%

g}
2

)

Sensing model: y = DSCx = ®x - with

| multiple ¢
S — e p -
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Compressive HS imaging

»  high-dimensional data = natural field for CS!
»  Coded Aperture Snapshot Spectral Imaging (CASSI)

»  Mixing dispersive element + coded aperture

Focal Plane Dispersive Relay Bandpass  Aperture Objective Object Data
Array Element Lens Filter Code Lens Cube
v 6(x ¥, A) fhilx y. .3) 'o(f- ”y’.’).)
B
mA - | y
njj | |
i N
- ~ ) -
= WUy X

Optically:

Gonzalo R. Arce, David J. Brady, Lawrence Carin, Henry Arguello, and David S. Kittle,
“Compressive Coded Aperture Spectral Imaging”’, IEEE Sig. Proc, vol. 1, 2014 N
{
)
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Compressive HS imaging
»  Reconstruction: solving

r* =V (argmin 7ol + 5 |y — DSCPal)

2-D wavelet
Symmlet-8

5
DCT

Gonzalo R. Arce, David J. Brady, Lawrence Carin, Henry Arguello, and David S. Kittle,
“Compressive Coded Aperture Spectral Imaging”’, IEEE Sig. Proc, vol. 1, 2014 N
{
>
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Compressive HS imaging

»  Reconstruction:

(a) (b) (c)
Original With 12 shots With 12 shots example of

(several wav.) and random ¢  and optimized c optimized ¢

Gonzalo R. Arce, David J. Brady, Lawrence Carin, Henry Arguello, and David S. Kittle,

“Compressive Coded Aperture Spectral Imaging”, IEEE Sig. Proc, vol. 1, 2014 4
. -
e () Vlcteam ELEN ISP Cietiup Laurent Jacques - “Compressive sensing: how to sample data from what you know!” &;
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~ Second Part:

»  Other case studies:

4

4

»  Highspeed Coded Strobing Imaging

. ,
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“ High Speed Imaging

»  Imaging high speed object

lead to blurry image
if low shutter frequency

(source: wikipedia)

»  But hardware limitation in # fps (e.g., O(20fps) )

»  Solution: “Highspeed Coded Strobing Imaging”

» keep the detector fps rate unchanged

» and add high rate coding of the shutter!
(Reddy, Veeraraghavan, Chellappa, ...)

{
C :f%"i, | al . . -
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Highspeed Coded Strobing Imaging

Sub-Frame 1 Sub-Frame 2 Sub-Frame 3 Sub-Frame 8 Normal Camera

Observed Frame

Motion blur due
to long exposure

Scene Motion

R. Dikpal, A. Veeraraghavan, and R. Chellappa. "P2C2: Programmable pixel compressive camera for high speed imaging"
Computer Vision and Pattern Recognition (CVPR), 2011 IEEE Conference on. IEEE, 2011.

. ' '
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ub Frame 1 Sub-Frame 2 Sub-Frame 3 Sub-Frame 8 Normal Camera

Observed F[ame
*

Motion blur due

Tﬂ» S B
5 #

4
TN

to long exposure

Long exposure with
modulation creates
coded motion blur
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ey ST L DT : i
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\ Exposure duration of one low-frame rate video frame. downsamp,,,y + superresolution

Modulation  Scene Motion

R. Dikpal, A. Veeraraghavan, and R. Chellappa. "P2C2: Programmable pixel compressive camera for high speed imaging
Computer Vision and Pattern Recognition (CVPR), 2011 IEEE Conference on. IEEE, 2011.

T
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Highspeed Coded Strobing Imaging

Optically:

( Polarizing beamsplitter LCOS mirr}
[Scene Point é
H golarized light
()
3
3
Y — '\

Objective Lens V polarized light

Camera Lens

Image Sensor /

a)

N

R. Dikpal, A. Veeraraghavan, and R. Chellappa. "P2C2: Programmable pixel compressive camera for high speed imaging"
Computer Vision and Pattern Recognition (CVPR), 2011 IEEE Conference on. IEEE, 2011.

V|cteam ELEN ISP (i ) Laurent Jacques - “Compressive sensing: how to sample data from what you know!” a




.
o
[ ==
[ =

-~ Highspeed Coded Strobing Imaging

»  Reconstruction: regularized with optical flow

Motion blurred

%‘ Ball motion

Club motion

PSNR = 34 dB

with wavelet prior + optical flow reg.

R. Dikpal, A. Veeraraghavan, and R. Chellappa. "P2C2: Programmable pixel compressive camera for high speed imaging"
Computer Vision and Pattern Recognition (CVPR), 2011 IEEE Conference on. IEEE, 2011.
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Conclusion

» Sparsity prior involves new sensing methods:

e.g., Compressed Sensing, Compressive Imaging.

» Future:

o More sensing examples: http://nuit-blanche.blogspot.com

hyperspectral, network, GPR, Lidar, ... (explosion)

- Better sparsity prior:
structured, model-based, mixed-norm (Cevher, Bach, ...)

co-sparsity / analysis model (Gribonval, Nam, Davies, Elad, Candes)

o Non-linear sensing models 7

1-bit CS is one instance, phase recovery (Candés),

polychromatic CT, ...

- £ 4
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Links (Science 2.0.)

Compressive Sensing Resources

»  Rice CS Resources page:

References and Soltware  Most Recent Postings Research at Rice

Thw Soprre of sgrel proooeng martiars et 8 Mgrel mast Se sangied & A rete of lmast S A gHesl Seguency i ot to be neresertel st ot
° b SITOE. Nameever, 1 practmn, we SAen carpeees the Suts 300 afer saraing, tradeg off sgnel represencatine. corroleatty (BMta] for soree artor (cormader
D ° V‘/ V‘/ V‘/ - SD ° rlce ° e l I CS PUG ITege congressom 1 Sots caverss, for acargie). Oaerty, Tvln w wateful of salamse sering mesourtos. Owe T 2alt few pears, & Niwe Loy
== 7 7 == 7 of “OvYrteinive aethrg” e DUt 00 Srveirge, M wialh Ihe Bgrd M detepiad (ool e tiataaly COOrmaad) of 4 §rently reduted et
Compiemive smasing it ahae tetnrrad 10 I Ieratre Dy 10 180 OV aRIdd Metig, COMOramive sempteg, ol shancring Yuevy-STlers

* Tutorials

o Evwnirsunt Candits, Comgremtion sartptny). (I Cotgrams OF Matherraiits, J, oo, D435 452, Madval Spomm, 2009

» Rchird Sararas, Compresstey sermng. (IEEC Sonie Pracesenyg Magacne, 34(4), o LLA-121, Ny 2007)

o Brarangst Canghs and Mutael Wekin,d Ad w0000 16 Sormarwiiv semping (JURT Sone Mocessng Magaana, 15005 20 21 - D0, Mgroh
2006) [ gt A )y |

» 1ol Nty Avadtg Vi maprieen martoiew). [DEEE Serwl rocesend Megiane, 23 Z). 0o, 14 ¢« 20, Manh 2008
» Sec Sotow for tulorie! Lala o COMTErERIV BETRng

- Compressive Sensing

» Brvnaaet Congla, Juatis Sombag, and Tererce Tes, ROSGa anosrtasnty 2encicien: Dot Mgt recoremasson from fagvy neonmptets

»  Igor Carron’s
“Nuit Blanche” blog:
http://nuit-blanche.blogspot.com

1 CS post/day!

0 Monday, September 14, 2009

© Subscribe by E-MAIL to

CS: Optimally Tuned Iterative Reconstruction Nuit Blanche
Algorithms for CS, Limits of Deterministic CS Get new entroes Grectly In your marbex;
Considering Arbitrary Orthonormal Basis for rerdtpexiap A

Sparsity :

1 was watching ” 7 e g , y

Angeldy ang ..:'_

Cenorny the E..

Welcome to Nuit Blanche
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Thank you!
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