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ABSTRACT: For the last decades vibration based dgndetection of engineering structures
has become an important issue for maintenance togp®aon transport infrastructure. Research
in vibration based structural damage detectionb®en rapidly expanding from classic modal
parameter estimation to modern operational momigorSince structures are subject to unknown
ambient excitation in operation conditions, aliresttes from the finite data measurements are of
statistical nature. The intrinsic uncertainty dodinite data length, colored noise, non-stationary
excitations, model order reduction or other operati influences needs to be considered for
robust and automated structural health monitorirghds. In this paper, two subspace-based
methods are considered that take these statisticartainties into account, first modal parame-
ter and their confidence interval estimation fadisect comparison of the structural states, and
second a statistical null space based damage ieteest that completely avoids the identifica-
tion step. The performance of both methods is exatlion a large scale progressive damage test

of a prestressed concrete road bridge, the S1@Ig&in Austria. In an on-site test, ambient vi-



bration data of the S101 Bridge was recorded wdhifferent damage scenarios were introduced
on the bridge as a benchmark for damage ideniicatt is shown that the proposed damage
detection methodology is able to clearly indicdte presence of structural damage, if the dam-

age leads to a change of the structural system.

KEYWORDS: Subspace methods; Operational modal arslyJncertainty bounds; Damage

detection; Prestressed concrete bridge.

1. INTRODUCTION

The main objective of research work on Structurahlth Monitoring (SHM) systems is to de-
velop or improve methodologies for an effectualniifecation and handling of risk implying
deficiencies of dynamic systems on the base of aattesnmonitoring. Damages lead to changes
in the modal parameters of a structure (naturgjueacies, damping ratios, mode shapes), hence
one eminent component of a decision support frameuwgthe adequate processing of meas-
urement data to reliably detect such changes isye®Ems under observation [1]. Tdetection

of damages is the first and essential step for aattednSHM methods, before further levels in
the whole damage identification process — congjstfrdamage detection, |ocalization, quantifi-
cation andprediction of remaining service life time [2] — can be treated.

Within the last 30 years a vast literature on wibrabased damage identification methods
has emerged. An introduction to the subject as a®lhn overview of many methods can be
found in [3-5]. Many of the currently used vibratibased methods for early damage detection
performs modal system identification and comparedbi@ined modal parameter of the actual
state with those of the undamaged state [6—10].d¥ew the sensitivity of modal damage indi-
cators is often not satisfying for a lot of reapkgations in civil engineering with ambient exci-

tation and a limited number of sensors. Varyingrapenal or environmental influences may



have a greater impact on the dynamic propertiea system than structural damage in early
stages [10, 11]. Besides, civil structures difiemi many other mechanical structures by their
size and their uniqueness and therefore cannotrgadey kind of prototype testing, as it is
common for products from e.g. automotive and aarbaandustry [12]. Also, they are subject
to operational and environmental loading of motdhge variances and are designed for an ex-
ceptional life span compared to mechanical strestufor these reasons, civil structures are pro-
vided with a high safety margin, which implies iengral a high rigidity. These facts make the
development of vibration based strategies for dandagection in an early stage a complex and
challenging task for civil structures. Methods thet successfully run on mechanical structures
in a certain deterministic environment might noakhbe applicable on civil structures.

For the detection of damages in an early stageirhportant to take the uncertainty of dam-
age related parameter estimates into account timglissh small (physical) changes from statis-
tical variability. Since usually only unknown ambieexcitation and no artificial excitation is
available and practical for continuous and autochatenitoring of structures, all parameters that
are estimated from the output-only vibration meamsents are afflicted with statistical uncer-
tainty. This uncertainty results from the operatimmditions, such as finite number of data sam-
ples, measurement noises, non-stationary excitatrmminear structure, model order reduction
and further sources.

Subspace methods have been proven to be very wdtddor the output-only vibration anal-
ysis of civil structures in operation due to thexcellent theoretical properties [13, 14, 15]. In
this paper two subspace-based methods for vibratimmtoring are considered that take the sta-
tistical uncertainties into account. First, we e covariance-driven subspace-based system
identification [16, 17] together with their confidee interval estimation [18, 19] for the opera-
tional modal analysis. Thanks to this uncertaintargification, the significance of the modal

parameters and their changes during the monit@angd can be evaluated. Second, we perform



the actual damage detection with a null space bsts¢idtical damage detection test [11, 21-23],
where new data from a possibly damaged state esttlircompared to a reference state in a test
statistic. Like this, the entire structural respois compared without computing any modal pa-
rameters. Comparing the test value to a thresimolidates if the structure is damaged.

Both approaches are dealing with the SHM probleomfithe identification and detection
points of view. They are nonetheless related byptiteciples of subspace methods and the same
fundamental uncertainty quantification computafimm the output-only measurement data.

Our contribution to these methods concerns theiticgplity: Being elaborate methods but
lacking some feasibility in practice, both methadsre recently enhanced with a strongly de-
creased computational burden, feasibility of higbdel orders and a more numerically robust
computation [17, 19, 23]. The results are fast diigars that can be applied easily to vibration
data from civil, mechanical or aeronautical struesuidn this paper, they are demonstrated on the
large scale progressive damage test of a prestresserete road bridge, the S101 Bridge in
Austria [25]. In an on-site test, ambient vibratidata of the S101 Bridge was recorded while
different damage scenarios were introduced on tiggdas a benchmark for damage identifica-
tion. The verification of the effectiveness of SHMparticularly important on such structures,
especially since the effort for maintenance andhirepf the prestressed concrete road bridges
increased dramatically in the last decades [26§. shown that the proposed methodology is able
to clearly indicate the presence of structural dzanaf the damage leads to a change of the
structural system. Small damages which do not résw system change when not activated by
loading, do not lead to a modification of the dymamesponse behavior and for that cannot be
detected with the proposed global monitoring method.

This paper is organized as follows. In Sectionh2, hasics of stochastic subspace identifica-

tion are given. In Section 3, the confidence irdérsomputation of modal parameters is de-



scribed and in Section 4, the damage detectioeglyas summarized. These algorithms are

applied to S101 Bridge in Section 5, before fimgjwith some concluding remarks in Section 6.

2. STOCHASTIC SUBSPACE IDENTIFICATION (SSI)

Stochastic Subspace Identification methods are anlumgtate of the art methods for modal
parameter estimation [14, 15]. In this sectionpaerview of the covariance-driven identification
algorithm is given, whose properties are also thndlation of the subsequent damage detection

algorithm.

2.1 Modelsand Parameters
The behaviour of a mechanical system is assumeldetalescribed by a stationary linear
dynamical system

MZ(t) + Cz(t) +Kz(t) =v(t), (1)

dxd

wheret denotes continuous tim&) C K [1R™ are the mass, damping and stiffness matrices,

high-dimensional vectozOR® collects the displacements of the degrees of freedb the
structure and the external foreas unmeasured and considered as noise. The eigetuse of

(1) withthe modegs and mode shapes (observed eigenvectprS)R" is a solution of
detiM + 4C+K)=0, WM +uC +K )y =0, ¢, =Lg, @

where matrixL OR™ maps the sensor locations to tliedegrees of freedom of the structure.
Observing model (1) at the sensor locations (e.g. by acceleration, velocitydisplacement

measurements) and sampling it at some ratgiélds the discrete model in state-space form

Xk+l:AXk+Vk (3)
Yi =Cx +w

where AOR™" is the state transition matriG OR™ is the observation matrix, OR" are the

states of the system ang JR" the output measurements at the discrete timdg , wheren is



the system order. The vectofsandwg are the unmeasured input and output disturbarides.
eigenstructure of system (3) is given by

det(A-A1)=0, A-Al @ =0, ¢ =Cq. (4)
Then, the eigenstructure of the continuous systBnis(related to the eigenstructure of the dis-
crete system (3) by

=, W =g, (5)
From the eigenvaluek, the natural frequenciésand damping ratiog, of the system are direct-

ly recovered from
m(4)

2 2
£ _Na th” & __~10®  \vhere a = arctan i) b= Inf . (6)

' 2ir \/m Re(A)

2.2 Covariance-Driven SSI

To obtain the eigenstructure of system (3) from sneamentsy)k=1....n, the stochastic subspace

identification algorithm is used in its covariantéven form [13, 16]. In the case of a high num-

ber of available sensors a subset of,<r sensors can be chosen as reference sensors (or so-
called projection channels) in the output vec{pidR", defining the reference output vectors
y'*VOR". Selecting reference sensors increases the cotiggutame and improves the quality

of the results [16]. Then, the output correlations

N
R= zykﬂ y|(<r6f)T OR™ (7)
k=1

1
N
are computed for the lags= 1, ...,p + g, where the parametepsand q are chosen such that

min{ pr, ar,} =n, with in generap + 1 =q. With these correlations, the Hankel matrix

R OR R
He e R R ®)
R R R

p+1 p+2 p+q



is filled, which possesses the factorization propkr=0 C into observability matrixO and the
stochastic controllability matri. The observability matri¥ is obtained fronH by a singular
value decomposition (SVD) and truncation at therddsnodel orden

C

def CA
A JVT, O=U,A2=| 7 |ORPD, (9)

0

H=(U, UO)(Al

CAP

From the observability matri®© the matrice< in the first block row ané from a least squares

solution of
C CA
OA=0 with O= C:A , 0= C{AZ (10)
CAP? CAP

are obtained. The eigenstructuig¢f) of the system (3) and the modal parameters agdlyi
obtained from (4)-(6).

In Operational Modal Analysis, the model orahein (9) is unknown and spurious modes ap-
pear due to the unknown noise characteristicsdarathbient excitation. Based on the observation
that physical modes remain quite constant whemestid at different over-specified model or-
ders, while spurious modes vary, they can be disishgd using so-called stabilization dia-
grams. The system is identified truncating in (@naltiple model orders, and frequencies from
this multi-order system identification are plottagainst the model order [16, 17]. From the
modes common to many models and using further |tafbon criteria, such as threshold on
damping values, low variation between modes and nsbd@es of successive orders etc., the
final estimated model is obtained. Like this, diaation diagrams provide a GUI where the user

is assisted in selecting the identified modes ahaastigated structure.



3. CONFIDENCE INTERVALS OF MODAL PARAMETERS

The uncertainty quantification of the estimated niquErameters that are obtained from sub-
space identification in the previous section isassary to assess the confidence one can have in
these values, e.g. when comparing the modal paeasnet different states of a structure. Modal
parameters with little confidence (and hence lag&idence intervals) are little useful for com-
paring structural states.

The uncertainties of the modal parameters at aethegstem order can be computed from the
uncertainty of the Hankel matrid by doing a sensitivity analysis. Since the modabmeters
are functions of the Hankel matrix, it holds

Af, =7, A(vecH), Aé =T, A(vedH ), Mg, =7, A (ved ) 11
for (theoretical) first-order perturbations of tlhequencies;, damping ratios and mode shapes
@, where 7 denotes their sensitivity with respect to the letdcHankel matrix vetl, as de-
tailed in [18, 19, 20]. The uncertainty of the &&d Hankel matrix is quantified by its covari-
anceXy, which can be easily evaluated by splitting thailable sensor data into blocks on

which instances of the Hankel matrix are obtaifldten, 2y is computed from their sample co-
variance. It follows
cov(f)=T 4 T¢, cov )=T, 2, T; , cov, )=T, %, T, (12)

from where the standard deviations of the modahpaters are obtained. This offers a possibil-
ity to compute confidence intervals on the modabpeeters directly in a fully automated way,
without repeating the system identification step[1l9] an efficient and fast computation scheme
of the uncertainty computation laid out in (12)disscribed in detail, where confidence bounds
up to high model orders can be computed withinaealsle computation times. The efficient

computation at multiple model orders for stabili@aatdiagrams is also addressed in [19].



4. STATISTICAL SUBSPACE-BASED DAMAGE DETECTION

Instead of performing damage detection by compatiegnodal parameters from a new data set
to a reference state, the statistical subspacedlsaage detection algorithm [21, 22] compares
different structural states by using/atest on a residual function. This residual confsahe left
null space of a subspace mattyx in the reference state with a subspace méatrof a new, pos-
sibly damaged state. This algorithm has the adganti@at no modal parameter extraction is nec-
essary, while thg? test checks for changes implicitly. Furthermohe whole system response
is compared implicitly and not only the first modesit is often the case when monitoring modal
parameters.

The algorithm consists of the following steps. e reference state, a subspace matgxs
computed from the output data of the system a8)inNote that reference scenarios with differ-
ent environmental conditions can be mixed when agmg@ Ho, see [11], such that the damage
detection test will be robust to these environmecwaditions. Then, the left null spa&of Hy
is computed and the characteristic property ofsiesy in the reference state wrisl = 0. The
null spaceS can be obtained with an SVD Bify as in (9) fromS = Uy. The associated residual
vector [11, 2122] writes

7y =~/NvecSTH), (13)
whereN is the number of samples, on whighis computed. Furthermore, compute the residu-
al’'s covariance = E[ZNZNT] in the reference state, whelfedenotes the expectation operator.
This is done by cutting the data into blocks andhgoting the residual on each of the data
blocks, analogous tBy in the previous section, and it hols N (I 0 S 24 (I O S), wherel is
the identity matrix and] denotes the Kronecker product. The covariancé®hull space is
not computed, since it was neglected in the deamatf the original detection methods [21, 22],
whereSis assumed to be model-based and not data-baseel ti\it while case studies (e.g. in

[11, 23]) performed well without using the covaganofS it should be taken into account in



future research to increase the robustness ofdtexiion method, requiring a non-trivial exten-
sion of the approach (see e.g. [24]).

The residual vectofy is asymptotically Gaussian with mean zero in thierence state. It
manifests itself to damage by a change in its nvedure, corresponding to an increase of the
test

X =4z (14)
The monitoring of the system is achieved by calmgathe residual vectofy in (13) on the
Hankel matrices estimated from newly recorded autipta and subsequently tyetest value in
(14), which is compared it to a threshold. Suchraghold is obtained empirically from thé
test values of several data sets in the referaiate sf the structure for a desired type | error. A
significant increase in th#* value indicates that the system is no more irr¢ference state.

The residual covariance matfixis usually high-dimensional and its inversibrt costly and
numerically fragile. In [23] the authors proposededficient and numerically robust computa-
tion. To further increase the robustness of themdation, while decreasing the computation
time, so-called eference sensors or projection channels [16] are used in the computation of the
subspace matrix as indicated in Section 2.2, reduttie size of the involved matrices signifi-
cantly. With these improvements a fast and robastputation of the damage indicator (14) was

made.

5. MONITORING OF S101 BRIDGE DURING PROGRESSIVE DAMAGE TEST

5.1 Progressive Damage Test of S101 Bridge

Within the European research project “Integratedogean Industrial Risk Reduction System
(IRIS)” a prestressed concrete bridge was artificdamaged [25]. The intention was to provide
a complete set of monitoring data during a defites$ of structural integrity for testing and

evaluation of various SHM methods and applicatidinerefore, the static and dynamic behavior



of the structure was measured permanently durie@tday damaging process. The progressive
damage campaign was planned and organized by thtei&ucompany VCE. The characteristics
of the structure under observation, the measurecenpaign and the introduced damages are

presented briefly.

5.1.1 The S101 Bridge

The S101 Bridge was a prestressed concrete bnidgethe early 1960s and therefore a charac-
teristic representative of the partly invalid highyninfrastructure asset in Europe. Despite a gen-
eral lack of experience in the time of their desigrestressed concrete was a very popular con-
struction type in those days. Retrospectively, somine major design assumptions proofed to
be erroneous and after short periods of operaigmfigant and characteristic damage patterns
occurred at the structure [26, 27]. The load begaciapacity and especially the durability of the
bridges remained mostly limited despite costlya#ting activities [28, 29]. In addition, an in-
crease of heavy load vehicle traffic has been amgaeince the start of operation. Thus, pre-
stressed bridge structures in central Europe dmel gbuntries have been exposed to degradation
processes initiated by poor design, while the dmeral loading and the associated dynamic

stressing increases steadily in the same time3B),

Figure 1. Bridge S101 during damage test [25].



5.1.2 Damage Description

The progressive damage test took place from 10-d@mber 2008. During the test the highway
beneath the bridge was open in one direction. €hersl direction was closed for traffic because
of construction works which in addition took plawear the bridge.

Two major damage scenarios were artificially inadlidérst, a damage of one of the four col-
umns was inserted by cutting through the columntoiower end. With this action a change in
the global structural system was implemented sartextra hinge was formed just above the
foundation. During the cutting process no signsexira cracking (noise emission) were ob-
served. After a second cut a 5 cm thick slice ef ¢dblumn was removed and the column was
lowered for altogether 3 cm, while moderate noisias noticed. At the neighboring column a
horizontal crack occurred. Additional cracking e tbridge deck was not observed. The column
was settled until reaching elastic limits of thedge deck. Because of the hydraulic jack there
was no complete loss of support. The column wagredan its location by inserted steel plates.
Afterwards the column was uplifted again to itggoral position and secured there again by steel
plates.

Second, prestressing tendons of one of the beamesoue successively for a further damage
scenario. All in all three and a quarter of a vidtendle were cut through. Between each intersec-
tion pauses of several hours were kept to let thectsiral system change into a new state of
equilibrium, while no indication of changing strucdl conditions like cracking was observed.
Since the bridge was not loaded by traffic, it $suamed that cutting the limited number of ten-
dons reduced only the extra prestressing margin.

Pictures of both scenarios of the progressive dargagye shown in Figure 2. In Table 1 all

damage actions are sorted in chronological order.



Figure 2. Progressive damage of column and tendiortsidge S101 [25].

Table 1. Notation of consecutive damage actionstlagid effects with time index after start of

the measurements.

Timelndex | DamageAction Damage Effect
A | 14h 52m Begin of cutting through no signs of extra cracking (noise) or
column crease of existing cracks
B | 16h 15m « formation of an extra hinge just above {
End of second cut through
foundation, which itself is a constructi
column
fixed support
C | 17h 43m Lowering of column ='1
* moderate noise
step (10mm)

n-

he



D | 18h 44m Lowering of column "2/ «  horizontal crack in neighboring column

step (20mm) « settling of bridge deck until reaching the
E | 20h 45m Lowering of column — elastic limits, no complete loss of suppprt
step (27mm) because of hydraulic jack
F | 21h 40m Inserting steel plates
G | 1d 15h 15m » closing of occurred cracks

Uplifting column
* hinge from cutting remains

H | 1d 19h 45m | Exposing cables and dut- reduction of prestressing without indiga-
ting of 1* cable tion of changing conditions
| | 1d 22h 25m | Cutting througH'2cable |« no influence of structural behavior since
J | 2d 15h 02m | Cutting througlf' 8able bridge is not loaded by traffic

K | 2d 17h 14m | Partly cutting of 4 cable |« the extra prestressing reservoir is depleted

5.1.3 Measurement Description
For the vibration measurements a BRIMOSeasurement system with a permanent sensor grid
was used. The grid consisted of 15 sensor locabonthe bridge deck (see Figure 3), in each
location three sensors for measurements in the ddégk’s vertical, longitudinal and transver-
sal direction. Altogether, 45 acceleration sensaee applied. The sensor layout was motivated
by the symmetry of the bridge, so that 14 locativese set only on one side of the bridge deck,
while the 1% location on the other side has the purpose tindisish between bending and tor-
sional modes.

The data were recorded permanently with a sampteguency of 500 Hz. During the three
days measurement campaign 714 data files eachiioigtd5 channels with 165 000 data points
were produced, corresponding to 5.5 min of measem¢sreach. Note that there were hardly any

temperature changes during the measurement pewviogke misty winter weather just below



freezing was dominant, so nuisance from temperatamges can be excluded in the measure-

ments.

Figure 3. Location of the sensors on the bridgé&dec

5.2 Modal Parametersand their Confidence Intervals

Being interested in the identification of the fimbdes in a frequency range [0-18 Hz], the data
was downasampled and decimated from sampling r&teHzZ(oy factor 5. System identification
and the covariance computation was done with thearcavce-driven subspace identification
detailed in Section 2 with parametgrs 1= q= 35 at model orders = 1,...,100. Allr = 45
sensors were used ang= 3 reference sensors were chosen. The covar@mputation on all
identified modes at the different model orders wasomplished with the strategy explained in

Section 3. For the covariance estimate on the Han&#ix, the data was cut into 100 blocks.

5.2.1 System Identification Results in Reference State

First, a modal analysis of the structure in themafice state with the computation of the uncer-
tainty bounds of the modal parameters as in Se®imas performed. In Figure 4(a), the stabili-
zation diagram of the natural frequencies vs. tlogleh order is presented, where a confidence
interval (x one standard deviatiet) of each frequency is plotted as a horizontal bar.

In Figure 4(a) it can be seen that the (true) stirat modes seem to have much lower uncer-
tainty bounds than spurious modes. With this olzg@m, a threshold of 1% was put on the vari-
ation coefficient of the frequencies (standard dton divided by frequency), which leads to a
much clearer diagram in Figure 4(b). Such a cleatiagram is also easier to evaluate for an

automated modal parameter extraction.



model order n

6 8 10 12 14 16
natural frequency f (Hz)

(a) all modes

model order n

. . . . . . .
2 4 6 8 10 12 14 16 18
natural frequency f (Hz)

(b) with threshold on uncertainty bounds

Figure 4. Stabilization diagrams containing theuraltfrequencies of the first five modes with

their 4o confidence intervals (horizontal bars).

In Figure 5, the frequency and damping ratio aftfinode identified at the different model or-

ders is magnified for a better visibility of thendmlence bounds. Using the information from

these confidence bounds, values for the frequendytt®e damping ratio of a mode can be cho-

sen that are optimal for different model ordershastrue model order is unknown.

model order n

4.01

402 4.03 404 405 406 4.07 4.08 4.09
natural frequency f (Hz)

4.1

model order n

Figure 5. Zoom on first mode: estimated naturajdiencies (left) and corresponding damping

ratios (right) at different model orders.



Table 2: Overview of the estimated first 5 modethwatural frequencidfs, their variation coef-

ficient 6; = o, / f 100, the damping ratiog and their variation coefficient, = g, /£ 100

mode f (Hz) g ¢ (%) O¢
1 4.036 0.12 0.78 15
2 6.281 0.08 0.56 20
3 9.677 0.18 1.3 14
4 13.27 0.13 1.5 13
5 15.72 0.37 1.3 17

From the stabilization diagrams, the modal parametee chosen. In Table 2, the system identi-
fication results with their variation coefficierdse summarized. As expected, the variation coef-
ficients of the frequency estimates are very logwé@r than 0.5%), while the estimates of the
damping ratios show much higher variation coeffitsg(up to 20% in this case).

In Figure 6, the real parts of the obtained mod®sh in the vertical direction at the 14 sen-
sors of one side of the bridge deck are displayig thieir uncertainty bounds (+2 standard de-
viations). From the 1%sensor on the other side of the bridge deck, whosgibution is marked
as the red point in Figure 6, information aboutkime of the mode is obtained: Modes 1, 3 and
5 are vertical bending modes and modes 2 and tesienal modes. Since the™ Sensor was
very close to the middle of the bridge, the digio of the mode shapes 3 and 4 was not easy
due to symmetry. However there is a small but §icamt shape difference of more than the two
standard deviations at the™5ensor between modes 3 and 4, where the forrmagative and
the latter is positive, while the mode shape atotiver sensor in the middle of the bridge deck is

negative in both cases in Figure 6.



mode 1, 4.036 Hz, 0.78% mode 2, 6.281 Hz, 0.56% mode 3, 9.677 Hz, 1.3%

mode 4, 13.27 Hz, 1.5% mode 5, 15.72 Hz, 1.3%

Figure 6. First five mode shapes in vertical di@tbn one side of the span (line) and the sensor

on the other side of the bridge deck (red pointhwheir uncertainty bounds.

5.2.2 System I dentification Results in Maximal Damaged State

In the next step, the modal analysis with the awmrfce interval computation was performed in

the maximal damaged state on an example recordthfiesettling of the column and the inser-

tion of the steel plates, corresponding to damagateF in Table 1. The analysis is performed

with the confidence interval computation analogguslthe previous section and the results are

presented in Table 3 and Figure 7.

Table 3: Overview of the first modes in the damasgade F (notation see Table 2).

mode f (Hz) oy & (%) O;
1 4.017 0.29 1.0 36
2 5.891 0.27 1.2 25
3a 9.347 0.28 0.97 29
3b 10.89 0.33 2.1 29




4 14.25 0.56 1.9 22

5 16.25 0.83 2.7 7.3

mode 3b, 10.89 Hz, 2.1% mode 4, 14.25 Hz, 1.9% mode 5, 16.25 Hz, 2.7%

Figure 7. Mode shapes in range [0-18 Hz] in veltin@ction on one side of the span (line) and

the sensor on the other side of the bridge deckgoint) with their uncertainty bounds.

0.8}
06" 105

10.4

04l
02i ,
y. s

4

2 s reference

3a

3b
4
damaged 5

Figure 8. MAC values between the mode shapes fhemneaference and damaged states.



In comparison to the modes in the reference statiee previous section, it can be noted that the
mode shapes have changed significantly especititlyealocation of the bridge that was settled
(see Figure 3). These changes are higher thansueiated confidence bounds. They are also
confirmed by a comparison of the modal assuraniterion (MAC) between the modes in Fig-
ure 8. Mode 3, which was a vertical bending moden@reference state, is not present anymore.
Instead, two torsional modes appear that are ddragte8a and 3b, where mode 3b has no simi-
larity to any of the modes from the reference statean be seen in Figure 8. Note that modes 3
and 4 from the reference state are hardly distsigable in the comparison of MAC values. This
is because they are bending and torsion mode®tityishow a difference at the one sensor on
the other side of the bridge deck, where howewverdtflection is close to zero for these modes.
Torsional mode 4 and bending mode 5 in the damatgd show similar behavior as in the ref-
erence state with changes around the settled colGamcerning the natural frequencies in com-
parison to the reference state, it can be obsetiveédmodes 1 and 2 show a frequency drop
(0.5% and 6%, respectively), while the frequencmodes 4 and 5 show an increase (7% and
3%, respectively). The damping ratios of the made® 4 and 5 have increased.

Results on system identification during all damagenarios are presented in the next section.

5.2.3 Freguency Monitoring During Progressive Damage Test

During the progressive damage test of the S101gBrichore than 700 datasets were available.
Some of them contained erroneous data due to déstriiwork on the bridge or other influences

that were excluded from the analysis. On the 18 @atasets, an automated monitoring proce-
dure was applied, which did the system identifmatand confidence interval computation auto-
matically for each dataset. This means that als&taton diagram was built for each dataset. In

the diagrams, only modes in accordance with reddertaresholds for the damping estimates

and confidence interval bounds were preselected. atlitomatic mode selection was then per-



formed based on a simple statistic clustering dlgor, where each cluster contains modes with
small deviations of the frequency, damping and M¥lues between successive model orders.
Clusters with a minimal number of modes were chas®hthe cluster centers were used as the
final results. Note that it was not our purposealévelop refined automated Operational Modal
Analysis algorithms (as e.g. in [10, 32]), but smbnstrate the confidence interval computation
of the modal parameters during the progressive danst. In this context, no tracking of the
individual modes was realized, which would alsoverto be difficult given the strong changes
in the modes and even in the number of modes, agibded in the previous section.

The results of the frequency monitoring of all data during the progressive damage test are
shown in Figure 9, where the respective damage sosnaere explained in Table 1. Especially
the frequency change can be clearly seen whenaoeno of the bridge was lowered before it
was lifted up again (between A and G). This afféateinly the second, third and fourth mode,
while the frequency changes in the first mode viese significant. An evaluation of the changes
in the fifth mode is difficult due to its high umta&inty in the automated evaluation, but its
change was shown on a dataset in the damaged iooniditthe previous section. The change in
the third mode is remarkable, as it was replacetimymodes during the lowering of the col-
umn, with one lower and one higher frequency thefore.

The change in the frequencies when cutting the @n¢loetween G and K) is not significant.
Only after the uplifting of the column and befongtt;ng the first tendon (between G and H),
some of the frequencies are dropping, probablytdube settling of the structural system after

the uplifting. However, no significant frequencyaciye can be observed afterwards.
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Figure 9. Natural frequencies with confidence bauddring progressive damage test of S101

Bridge. The color bar indicates the confidence lbarpercent of the obtained frequency.

5.3 Damage Detection
5.3.1 Data Analysis
The vibration measurements were recorded througti@uivhole three day long damage test,
including the nights. The measurement campaigrtestaspproximately 12 hours before the
damage of the column was executed to monitor tidammaged state for an adequate time period.
The reference state of the undamaged structuresetagp by computing and averaging the
reference matrices from several datasets. Withagsoach [11], a possible disturbance by sin-
gle excitation events or different environmentalditans is minimized. The size of the Hankel
matrix depends on the number of chosen output clamasewell as on the time lags, to be ac-
counted for computing the output covariance madrice
The size of the analyzed null sp&&depends on the order of the system and can bealgne

determined by the rank of the matrix. Because adendhe singular values will not drop to ex-



actly zero and the system order must be chosenmiasured response signals of S101 Bridge
were dominated by around ten modes, which led ws ¢boice oin = 20 as the system order.
For calculation of the residual covariance makii is important to use as much data sets as are
required for the matrix to have full rank and agse estimation. It is convenient to divide avail-
able datasets into subsets to provide the neceasaoynt of data sets, whereas the number of
data points for one residual vector should nobloesmall to be significant.

In the test stage, the test statistics in (14) is computed for every dat which in real time
means an indicator of damage for every 5.5 mineNbat no modal parameter estimation or

tracking is necessary for this damage detectionosap.

5.3.2 Results of Damage Detection

Figure 10 shows a bar plot of values as damageatals of all consecutive tests within the
three days campaign, where all 45 sensorsrp= 45) were used. For the computation of the
residual covariance matrix 100 datasets of the mad@d state were used. The abscissa of the
plot describes the chronological sequence of timeag@ activities as noted in Table 1 as well as

the 6am and 6pm points of time for orientation.
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Figure 10. Course of the damage indicator oveBtday damage test.



The reaction of the damage detection test at thiea n@mage events can be easily observed.
From the measurements in the reference state ¢bdéonage event A) a threshold of the damage
indicator can be set easily, such that all the esgilbsnt scenarios after damage event B would be
correctly classified as damaged. This qualifiesgiaosed method for damage detection and in
the following the obtained results are analyzechare detail.

It can be seen that the damage indication is iertedf by noise in the ambient excitation of the
bridge. They® values periodically swell up in the morning and eway in the evening. It is
assumed that the traffic going underneath the bratgl/or the construction work nearby are the
source of the noise. Since the measurements irreffeeence state were only taken during
12 hours in the night, an extension of the measen¢time period of the undamaged state to a
whole day circle might reduce these disturbancgsifstantly when taken into account in the
residual covariance matrix. Influences by solaraadn and/or temperature alternation can be
excluded, since during the 3-days campaign mistyteviweather with only moderate tempera-

ture changes just below freezing was dominant.

5.3.3 Detection of Column Damage
Figure 11 shows the damage indicator during thers¢steps of the first damage scenario, the
cutting and settling of one of the four bridge coheanWith exception of the time periods of the
direct mechanical destruction processes, the disdlaequence of damage indicators has a con-
secutive course.

As can be seen in Figure 11, the three steps afdhenn settlement action are very distinc-
tive in their influence on the computed damageadattir. Obviously, the dynamic system has
changed to quite some extent and the elastic s&ttie of altogether 27mm can be clearly de-

tected. Although not that strongly visible, thetmg of the column (A+B) also caused an in-



crease of the indicator of approximately 75%. Hoevat has to be mentioned that the absolute

effect is superimposed by noise effects. The inl€igure 11 shows a detail of that time period.
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Figure 11. Damage indicator for cutting and settbhgne bridge column, detail of damage in-

dicator for cutting through one bridge column.

The column remained in the settled condition fgoragimately one day and was then uplift-
ed again in its former position (event G). The @ffef the uplifting is again clearly visible in
Figure 10 by a drop of the damage indicator. Howetvee indicator did not drop completely to
its original value, which is certainly due to thect that the lowering of one column has led to
cracking within the concrete structure to some rexémd hence to a change of the dynamic sig-

nature of the system.

5.3.4 Detection of Tendon Damage

As one can see in Figure 10 the cutting of thetpresing tendons did not lead to a significant
change in the damage indicator after the singlengusteps. Nevertheless, a distinctive increase
of the indicator could be observed at the end ofntleasurement. Figure 12 shows the last time
period in detail. It is possible that a changehs bridge’s structural system took place with a

time delay after cutting partly the fourth tendon.
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Figure 12. Detail of damage indicator at the entheftendon cutting process.

For a prestressed concrete structure the lossestrpssing is a major damage which comes
along with a significant loss of its load bearirapacity.

One reason that the cutting of the tendons doesaffiett the proposed damage indicator
might be that the overall prestressing is desigimeccombinations of dead and traffic loads.
Since the bridge deck of S101 has a quite slemiss section, the dead load is not that high in
comparison with the maximum design traffic loadiAg. additional dead load reduction comes
from the removal of the asphalt surface beforeddmmage test. Furthermore it has to be recalled
that the prestressing was designed with adequédty saargins. Also, the cutting results only in
local loss of prestressing because of the bounsldagt tendons and concrete. For these specified
reasons it is assumed that the cutting of the temdaring the damage test did not lead to a sig-
nificant change of the global structural systemgsithe loading of the structure was not high
enough to activate the damage right after its tieser

The increase of the indicator at the end of theseses might be the result of a delayed rear-
rangement of the structural system by a reductiostresses under generation of cracks in the
concrete of the bridge deck. Though, an evidendbaifassumption, for instance by an increase

of the measured bridge deck deflection, could reofolind.



5.3.5 Projection Channels

With the application of so-called reference senswrprojection channels (see Section 2.2) the
computation costs of the analysis of the damageatals was reduced massively. The full anal-
ysis of all 45 channels required an extent of mgnspace which commonly is not provided on

desktop computers.

On S101 several numbers and constellations of gifojechannels were analyzed. Figure 13
shows ay* value plot for onlyro= 4 well-chosen projection channels (the fifth serfsom the
right with all three directions and the"™ 5ensor on the other side of the bridge deck irvémg-
cal direction, see also Figure 3). As one can a@egst equal information about the damage in-
dication could be achieved compared to Figure hd, & the same calculation the computing

time was cut to a fifth compared to a complete seanalysis.

Damage Indicator

6am B CD EF 6pm 6am G H | 6pm
Time

Figure 13. Damage indicator on S101 with four prtgg channels.

6. CONCLUSION
In this work, two approaches have been presentethéomonitoring of dynamic systems. Both
are based on Stochastic Subspace Identificatiortad®dthe uncertainties in the output-only vi-

bration data into account. With the first approactodal parameter estimates and their confi-



dence intervals are computed, which are essemtidkrfowing the significance of the obtained
estimates. With the second approach, a statisteralage indicator is computed to automatically
evaluate changes in the structural response. Bgthoaches represent in fact the same para-
digm, with the difference that the first approa#alaates the uncertainty in each modal parame-
ter individually to be able to compare them dingcind the comparison is still to be done by the
engineer, while in the second approach the chamgjeei modal parameters is automatically as-
sessed and quantified by the implicit use of thesmertainties in a damage detection index.
Newly developed improvements and extensions obtsc methodologies are integrated to
increase numerical robustness, decrease computtfions as well as to refine results. With
these improvements, both theoretically profoundnoeas can be easily used in practical applica-
tions. They were successfully applied to outputrambration data from the progressive damage
test of the S101 Bridge, where it was shown howfidence intervals of the modal parameters
improve the assessment of system identificationlt®swith the recent improvements made on
the method, confidence intervals can now be efiityecomputed up to high model orders. To-
gether with an automated modal analysis (e.g. &0 the confidence intervals provide a sup-
plementary tool to analyze the structural conditrmfividually. In the progressive damage test, a
clear link between the change in the modal parammeted the destruction states can be made.
With the statistical damage detection test, thenghan the system response of the entire
structure is evaluated without the need for anviddial modal analysis. The link between the
structural changes due to the artificially introddaamage cutting/lowering of one column and
the behavior of the damage indicator at each tageswvas clearly shown. For a second damage
scenario, the cutting of single prestressing teadan early stage change of the dynamic re-
sponse behavior could not be indicated. It is preslthat the locally acting damage did not
activate a significant change of the overall stalt system due to the absence of operational

loading during the test. Under the assumption oh@equate preliminary monitoring of the un-



damaged structure and taking into considerationptieeeding assertion about damage activa-
tion, the statistical damage detection method @mduebe feasible for structural health monitor-
ing of civil engineering structures.

In our case study no relevant temperature or aheironmental changes were present, so the
robustness of the presented methods to such changkknot be shown. Note that the rejection
of environmental influences in the modal parametes e.g. done in [10], and the confidence
interval computation in the context of such a reggcapproach would be an interesting exten-
sion of the presented approach for health monitotimgugh operational modal analysis. The
rejection of environmental influences for the sttitl damage detection approach was already
described and successfully performed in [11]. Tlows, presented statistical methods provide a
powerful basis for Structural Health Monitoring ®that can be efficiently and reliably used on

civil engineering structures.
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