HAL
open science

# Decoding of Quasi-Cyclic Codes up to A New Lower Bound on the Minimum Distance 

Alexander Zeh, San Ling

## - To cite this version:

Alexander Zeh, San Ling. Decoding of Quasi-Cyclic Codes up to A New Lower Bound on the Minimum Distance. IEEE International Symposium on Information Theory (ISIT 2014), IEEE, Jun 2014, Honolulu, United States. hal-00975947v2

HAL Id: hal-00975947<br>https://inria.hal.science/hal-00975947v2

Submitted on 10 Apr 2014

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L'archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d'enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.

# Decoding of Quasi-Cyclic Codes up to A New Lower Bound on the Minimum Distance 

Alexander Zeh<br>Computer Science Department<br>Technion-Israel Institute of Technology Haifa, Israel<br>alex@codingtheory.eu

San Ling<br>Division of Mathematical Sciences, School of Physical \& Mathematical Sciences, Nanyang Technological University Singapore, Republic of Singapore<br>lingsan@ntu.edu.sg


#### Abstract

A new lower bound on the minimum Hamming distance of linear quasi-cyclic codes over finite fields is proposed. It is based on spectral analysis and generalizes the SemenovTrifonov bound in a similar way as the Hartmann-Tzeng bound extends the BCH approach for cyclic codes. Furthermore, a syndrome-based algebraic decoding algorithm is given.
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## I. Introduction

The class of linear quasi-cyclic codes over finite fields is a generalization of cyclic codes and is known to be asymptotically good (see, e.g., Chen-Peterson-Weldon [1]). Many of the best known linear codes belong to this class (see, e.g., Gulliver-Bhargava [2] and Chen's database [3]). Several good LDPC codes are quasi-cyclic and the connection to convolutional codes was investigated among others in [4]-[6].

The algebraic structure of quasi-cyclic codes was exploited in various ways (see, e.g., Lally-Fitzpatrick [7], LingSolé [8]-[10], Barbier et al. [11], [12]), but the estimates on the minimum distance are far away from the real minimum distance and thus the guaranteed decoding radius. Recently, Semenov and Trifonov [13] developed a spectral analysis of quasi-cyclic codes based on the work of Lally and Fitzpatrick [7], [14] and formulated a BCH-like lower bound on the minimum distance of quasi-cyclic codes.

We generalize the Semenov-Trifonov [13] bound on the minimum distance of quasi-cyclic codes. Our new approach is similar to the Hartmann-Tzeng (HT, [15], [16]) bound, which generalizes the BCH [17], [18] bound for cyclic codes. Moreover, we prove a quadratic-time syndrome-based algebraic decoding algorithm up to the new bound and show that it is advantageous in the case of burst errors.

This paper is organized as follows. In Section II, we recall the Gröbner basis representation of quasi-cyclic codes of Lally-Fitzpatrick [7], [14] and the definitions of the spectral method of Semenov-Trifonov [13]. The new HT-like bound on the minimum distance is formulated and proven in Section III. Section IV describes a syndrome-based decoding algorithm up to our bound and shows that in the case of burst errors more
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symbol errors can be corrected. We draw some conclusions in Section V.

## II. Preliminaries

## A. Reduced Gröbner Basis

Let $\mathbb{F}_{q}$ denote the finite field of order $q$ and $\mathbb{F}_{q}[X]$ the polynomial ring over $\mathbb{F}_{q}$ with indeterminate $X$. Let $z$ be a positive integer and denote by $[z]$ the set of integers $\{0,1, \ldots, z-1\}$. A vector of length $n$ is denoted by a lowercase bold letter as $\mathbf{v}=\left(v_{0} v_{1} \ldots v_{n-1}\right)$ and $\mathbf{v} \circ \mathbf{w}$ denotes the scalar product $\sum_{i=0}^{n-1} v_{i} w_{i}$ of two vectors $\mathbf{v}, \mathbf{w}$ of length $n$. An $m \times n$ matrix is denoted by a capital bold letter as $\mathbf{M}=\left(m_{i, j}\right)_{i \in[m]}^{j \in[n]}$.

A linear $[m \cdot \ell, k, d]_{q}$ code $\mathcal{C}$ of length $m \ell$, dimension $k$ and minimum Hamming distance $d$ over $\mathbb{F}_{q}$ is $\ell$-quasi-cyclic if every cyclic shift by $\ell$ of a codeword is again a codeword of $\mathcal{C}$, more explicitly if:

$$
\left.\begin{array}{l}
\left(c_{0,0} \ldots c_{\ell-1,0}\right.
\end{array} c_{0,1} \ldots c_{\ell-1,1} \ldots c_{\ell-1, m-1}\right) \in \mathcal{C} \Rightarrow 1 .
$$

We can represent a codeword of an $[m \cdot \ell, k, d]_{q} \ell$-quasi-cyclic code as $\mathbf{c}(X)=\left(c_{0}(X) c_{1}(X) \ldots c_{\ell-1}(X)\right) \in \mathbb{F}_{q}[X]^{\ell}$, where

$$
c_{i}(X) \stackrel{\text { def }}{=} \sum_{j=0}^{m-1} c_{i, j} X^{j}, \quad \forall i \in[\ell]
$$

Then, the defining property of $\mathcal{C}$ is that each component $c_{i}(X)$ of $\mathbf{c}(X)$ is closed under multiplication by $X$ and reduction modulo $X^{m}-1$. Lally and Fitzpatrick [7], [14] showed that this enables us to see a quasi-cyclic code as an $\mathbb{F}_{q}[X] /\left\langle X^{m}-\right.$ $1)$-submodule of the algebra $\left(\mathbb{F}_{q}[X] /\left\langle X^{m}-1\right\rangle\right)^{\ell}$ and they proved that every quasi-cyclic code has a generating set in the form of a reduced Gröbner basis with respect to the position-over-term order in $\mathbb{F}_{q}[X]^{\ell}$. This basis can be represented in the form of an upper-triangular $\ell \times \ell$ matrix with entries in $\mathbb{F}_{q}[X]$ as follows:

$$
\widetilde{\mathbf{G}}(X)=\left(\begin{array}{cccc}
g_{0,0}(X) & g_{0,1}(X) & \cdots & g_{0, \ell-1}(X)  \tag{1}\\
& g_{1,1}(X) & \cdots & g_{1, \ell-1}(X) \\
0 & \ddots & \vdots \\
0 & & g_{\ell-1, \ell-1}(X)
\end{array}\right)
$$

where the following conditions must be fulfilled:

1) $\quad g_{i, j}(X)=0, \quad \forall 0 \leq j<i<\ell$,
2) $\operatorname{deg} g_{j, i}(X)<\operatorname{deg} g_{i, i}(X), \quad \forall j<i, i \in[\ell]$,
3) $g_{i, i}(X) \mid\left(X^{m}-1\right), \quad \forall i \in[\ell]$,
4) if $g_{i, i}(X)=X^{m}-1$ then

$$
g_{i, j}(X)=0, \quad \forall j=i+1, \ldots, \ell-1
$$

A codeword of $\mathcal{C}$ can be represented as $\mathbf{c}(X)=\mathbf{a}(X) \widetilde{\mathbf{G}}(X)$ and it follows that $k=m \ell-\sum_{i=0}^{\ell-1} \underset{\widetilde{G}}{\operatorname{deg}} g_{i, i}(X)$.

For $\ell=1$, the generator matrix $\widetilde{\mathbf{G}}(X)$ becomes the wellknown generator polynomial of a cyclic code of degree $m-k$. We restrict ourselves throughout this paper to the single-root case, i.e., $\operatorname{gcd}\left(m, \operatorname{char}\left(\mathbb{F}_{q}\right)\right)=1$.

## B. Spectral Analysis of Quasi-Cyclic Codes

Let $\widetilde{\mathbf{G}}(X)$ be the upper-triangular generator matrix of a given $[m \cdot \ell, k, d]_{q} \ell$-quasi-cyclic code $\mathcal{C}$ in reduced Gröbner basis form as in (1). Let $\alpha \in \mathbb{F}_{q^{r}}$ be an $m$-th root of unity. An eigenvalue $\lambda_{i}=\alpha^{j_{i}}$ of $\mathcal{C}$ is defined to be a root of $\operatorname{det}(\widetilde{\mathbf{G}}(X))$, i.e., a root of $\prod_{i=0}^{\ell-1} g_{i, i}(X)$. The algebraic multiplicity of $\lambda_{i}$ is the largest integer $u_{i}$ such that $\left(X-\lambda_{i}\right)^{u_{i}} \mid \operatorname{det}(\widetilde{\mathbf{G}}(X))$. Semenov and Trifonov [13] defined the geometric multiplicity of an eigenvalue $\lambda_{i}$ as the dimension of the right kernel of the matrix $\mathbf{G}\left(\lambda_{i}\right)$, i.e., the dimension of the solution space of the homogeneous linear system of equations:

$$
\begin{equation*}
\widetilde{\mathbf{G}}\left(\lambda_{i}\right) \mathbf{v}=\mathbf{0} \tag{2}
\end{equation*}
$$

The solution space of (2) is called the right kernel eigenspace and it is denoted by $\mathcal{V}_{i}$. Furthermore, it was shown that, for a matrix $\widetilde{\mathbf{G}}(X) \in \mathbb{F}_{q}[X]^{\ell \times \ell}$ in the reduced Gröbner basis representation, the algebraic multiplicity $u_{i}$ of an eigenvalue $\lambda_{i}$ equals the geometric multiplicity (see [13, Lemma 1]). Moreover, they gave in [13] an explicit construction of the parity-check matrix of an $[m \cdot \ell, k, d]_{q} \ell$-quasi-cyclic code $\mathcal{C}$ and proved a BCH-like [17], [18] lower bound on $d$ using the parity-check matrix and the so-called eigencode. We generalize their approach, but do not explicitly need the paritycheck matrix for the proof though the eigencode is still needed.
Definition 1 (Eigencode). Let $\mathcal{V} \subseteq \mathbb{F}_{q^{r}}^{\ell}$ be an eigenspace. Define the $\left[n^{e c}=\ell, k^{e c}, d^{e c}\right]_{q}$ eigencode corresponding to $\mathcal{V}$ by

$$
\begin{equation*}
\mathbb{C}(\mathcal{V}) \stackrel{\text { def }}{=}\left\{\left(c_{0} \ldots c_{\ell-1}\right) \in \mathbb{F}_{q}^{\ell} \mid \forall \mathbf{v} \in \mathcal{V}: \sum_{i=0}^{\ell-1} v_{i} c_{i}=0\right\} \tag{3}
\end{equation*}
$$

If there exists $\mathbf{v}=\left(\begin{array}{llll}v_{0} & v_{1} & \ldots & v_{\ell-1}\end{array}\right) \in \mathcal{V}$ such that the elements $v_{0}, v_{1}, \ldots, v_{\ell-1}$ are linearly independent over $\mathbb{F}_{q}$, then $\left.\mathbb{C}(\mathcal{V})=\left\{\begin{array}{llll}0 & 0 & \ldots & 0\end{array}\right)\right\}$ and $d^{e c}$ is infinity. To describe quasi-cyclic codes explicitly, we need to recall the following facts about cyclic codes. A $q$-cyclotomic coset $M_{i}$ is defined as:

$$
\begin{equation*}
M_{i} \stackrel{\text { def }}{=}\left\{i q^{j} \quad \bmod m \mid j \in[a]\right\} \tag{4}
\end{equation*}
$$

where $a$ is the smallest positive integer such that $i q^{a} \equiv i \bmod$ $m$. The minimal polynomial in $\mathbb{F}_{q}[X]$ of the element $\alpha^{i} \in \mathbb{F}_{q^{r}}$ is given by $m_{i}(X)=\prod_{j \in M_{i}}\left(X-\alpha^{j}\right)$.

## III. Improved Lower Bound

In this section, we generalize the lower bound on the minimum distance of quasi-cyclic codes given in [13, Thm. 2] in a similar way as the Hartmann-Tzeng bound [15], [16] generalizes the BCH bound [17], [18] for cyclic codes.
Theorem 1 (New Lower Bound). Let $\mathcal{C}$ be an $[m \cdot \ell, k, d]_{q} \ell$ -quasi-cyclic code and let $\alpha \in \mathbb{F}_{q^{r}}$ denote an element of order m. Define the set

$$
\begin{aligned}
& D \stackrel{\text { def }}{=}\{f, f+z, \ldots, f+(\delta-2) z, \\
& f+1, f+1+z, \ldots, f+1+(\delta-2) z, \\
& \ddots \quad \ddots \quad \ldots \quad \ddots \\
& f+\nu, f+\nu+z, \ldots, f+\nu+(\delta-2) z\},
\end{aligned}
$$

for some integers $f, \delta>2$ and $z>0$ with $\operatorname{gcd}(m, z)=1$. Let the eigenvalues $\lambda_{i}=\alpha^{i}, \forall i \in D$, their corresponding eigenspaces $\mathcal{V}_{i}, \forall i \in D$, be given, and let their intersection be $\mathcal{V} \stackrel{\text { def }}{=} \bigcap_{i \in D} \mathcal{V}_{i}$.

Let $d^{\text {ec }}$ denote the distance of the eigencode $\mathbb{C}(\mathcal{V})$ and let $\mathbf{v}=\left(\begin{array}{llll}v_{0} & v_{1} & \ldots & v_{\ell-1}\end{array}\right) \in \mathcal{V}$ be an eigenvector where $v_{0}, v_{1}, \ldots, v_{\ell-1}$ are linearly independent over $\mathbb{F}_{q}$. If

$$
\begin{equation*}
\sum_{i=0}^{\infty} \mathbf{c}\left(\alpha^{f+z i+j}\right) \circ \mathbf{v} X^{i} \equiv 0 \quad \bmod X^{\delta-1}, \forall j \in[\nu+1] \tag{5}
\end{equation*}
$$

holds for all $\mathbf{c}(X)=\left(c_{0}(X) c_{1}(X) \ldots c_{\ell-1}(X)\right) \in \mathcal{C}$, then, $d \geq d^{*} \stackrel{\text { def }}{=} \min \left(\delta+\nu, d^{e c}\right)$.

Proof: Let $c_{i}(X)=\sum_{j \in \mathcal{Y}_{i}} c_{i, j} X^{j}, \forall i \in[\ell]$, where $c_{i, j} \in$ $\mathbb{F}_{q}$. We can write the LHS of (5) more explicitly:

$$
\begin{equation*}
\sum_{i=0}^{\infty}\left(\sum_{t=0}^{\ell-1} c_{t}\left(\alpha^{f+z i+j}\right) v_{t}\right) X^{i} \equiv 0 \bmod X^{\delta-1}, \forall j \in[\nu+1] \tag{6}
\end{equation*}
$$

Now, define:

$$
\begin{equation*}
\mathcal{Y}=\left\{i_{0}, i_{1}, \ldots, i_{y-1}\right\} \stackrel{\text { def }}{=} \bigcup_{i=0}^{\ell-1} \mathcal{Y}_{i} \subseteq[m] \tag{7}
\end{equation*}
$$

We obtain from (6) with (7) :

$$
\begin{align*}
\sum_{i=0}^{\infty}\left(\sum_{s \in \mathcal{Y}}\left(\sum_{t=0}^{\ell-1} c_{t, s} v_{t}\right)\right. & \left.\alpha^{(f+z i+j) s}\right) X^{i} \\
& \equiv 0 \bmod X^{\delta-1}, \forall j \in[\nu+1] \tag{8}
\end{align*}
$$

We define $m$ elements in $\mathbb{F}_{q^{r}}$ as follows:

$$
\begin{equation*}
C_{s} \stackrel{\text { def }}{=} \sum_{t=0}^{\ell-1} c_{t, s} v_{t}, \quad \forall s \in[m] \tag{9}
\end{equation*}
$$

With (9), we can simplify (8) to

$$
\begin{equation*}
\sum_{i=0}^{\infty}\left(\sum_{s \in \mathcal{Y}} C_{s} \alpha^{(f+z i+j) s}\right) X^{i} \equiv 0 \bmod X^{\delta-1}, \forall j \in[\nu+1] \tag{10}
\end{equation*}
$$

We linearly combine the $\nu+1$ sequences of (10), multiply each of them by an element $\omega_{j} \in \mathbb{F}_{q^{r}} \backslash\{0\}$ and obtain:

$$
\begin{equation*}
\sum_{j=0}^{\nu} \omega_{j} \sum_{i=0}^{\infty}\left(\sum_{s \in \mathcal{Y}} C_{s} \alpha^{(f+z i+j) s}\right) X^{i} \equiv 0 \bmod X^{\delta-1} \tag{11}
\end{equation*}
$$

Interchanging the sums in (11) leads to:

$$
\begin{equation*}
\sum_{i=0}^{\infty} \sum_{s \in \mathcal{Y}}\left(C_{s} \alpha^{(f+z i) s} \sum_{j=0}^{\nu} \omega_{j} \alpha^{j s}\right) X^{i} \equiv 0 \bmod X^{\delta-1} \tag{12}
\end{equation*}
$$

We choose $\omega_{0}, \omega_{1}, \ldots, \omega_{\nu}$ such that the first $\nu$ terms with coefficients $C_{i_{0}}, C_{i_{1}}, \ldots, C_{i_{\nu-1}}$ are annihilated. We obtain the following linear $(\nu+1) \times(\nu+1)$ system of equations:

$$
\left(\begin{array}{ccccc}
1 & \alpha^{i_{0}} & \alpha^{i_{0} 2} & \cdots & \alpha^{i_{0} \nu}  \tag{13}\\
1 & \alpha^{i_{1}} & \alpha^{i_{1} 2} & \cdots & \alpha^{i_{1} \nu} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \alpha^{i_{\nu}} & \alpha^{i_{\nu} 2} & \cdots & \alpha^{i_{\nu} \nu}
\end{array}\right)\left(\begin{array}{c}
\omega_{0} \\
\omega_{1} \\
\vdots \\
\omega_{\nu}
\end{array}\right)=\left(\begin{array}{c}
0 \\
\vdots \\
0 \\
1
\end{array}\right)
$$

with Vandermonde structure and therefore the non-zero solution is unique. Let $\widetilde{\mathcal{Y}} \stackrel{\text { def }}{=} \mathcal{Y} \backslash\left\{i_{0}, i_{1}, \ldots, i_{\nu-1}\right\}$. Then we can rewrite (12):

$$
\begin{equation*}
\sum_{i=0}^{\infty} \sum_{s \in \tilde{\mathcal{Y}}}\left(C_{s} \alpha^{(f+z i) s} \sum_{j=0}^{\nu} \omega_{j} \alpha^{j s}\right) X^{i} \equiv 0 \bmod X^{\delta-1} \tag{14}
\end{equation*}
$$

With the geometric series we get from (14):

$$
\sum_{s \in \tilde{\mathcal{Y}}} \frac{C_{s} \alpha^{s f}\left(\sum_{j=0}^{\nu} \omega_{j} \alpha^{j s}\right)}{1-\alpha^{z s} X} \equiv 0 \quad \bmod X^{\delta-1}
$$

and writing each fraction as an equivalent fraction with the least common denominator leads to:

$$
\begin{equation*}
\frac{\sum_{s \in \tilde{\mathcal{Y}}}\left(C_{s} \alpha^{s f}\left(\sum_{j=0}^{\nu} \omega_{j} \alpha^{j s}\right) \prod_{\substack{h \in \widetilde{\mathcal{Y}} \\ h \neq s}}\left(1-\alpha^{z h} X\right)\right)}{\prod_{s \in \tilde{\mathcal{Y}}}\left(1-\alpha^{z s} X\right)} \equiv 0 \bmod X^{\delta-1} \tag{15}
\end{equation*}
$$

where the degree of the numerator is at most $|\widetilde{\mathcal{Y}}|-1=y-\nu-1$ and has to be at least $\delta-1$.

To bound the distance $d$ we distinguish two cases. For the first case where $d^{e c}>\delta+\nu$, at least $y-\nu$ elements $C_{i} \in \mathbb{F}_{q^{r}}$ have to be non-zero such that (15) holds, i.e., at least $y-\nu$ elements $c_{t_{0}, i_{0}}, c_{t_{1}, i_{1}}, \ldots, c_{t_{y-1-\nu}, i_{y-1-\nu}} \in \mathbb{F}_{q}$ for $t_{0}, \ldots, t_{y-1-\nu}$ distinct, have to be non-zero and therefore $d-\nu-1 \geq \delta-1 \Longleftrightarrow d \geq \delta+\nu$. For the second case where $d^{e c}<\delta+\nu$, at least $d^{e c}$ elements $c_{j, i_{0}}, c_{j, i_{1}}, \ldots, c_{j, i_{d}{ }^{e c}-1}$ have to be non-zero (see (9)) such that $C_{j}=0$ and if all the other $C_{s}, s \in \widetilde{\mathcal{Y}} \backslash\{j\}$, are zero, then the LHS of (15) becomes zero. In this case $d \geq d^{e c}$.

For $\nu=0$, the bound of Theorem 1 becomes the bound of Semenov-Trifonov (see [13, Thm. 2]). We chose to state Thm. 1 in terms of all $\mathbf{c}(X) \in \mathcal{C}$ (see (5)) to easily obtain a syndrome expression (see Section IV). In practice, from the spectral analysis of $\widetilde{\mathbf{G}}(X)$, one can search for eigenvalues
of the form $\alpha^{i}$, for $i$ in some $D$ of the form in Thm. 1 , and determine the corresponding eigencode with its minimum distance. The condition (5) is then automatically satisfied for all codewords $\mathbf{c}(X) \in \mathcal{C}$, with the corresponding $f, z$ and $\delta$.

Example 1 (HT-like Bound for Quasi-Cyclic Code). Let $\mathcal{C}$ be the binary $[63 \cdot 2,100,6]_{2} 2$-quasi-cyclic code with $2 \times 2$ generator matrix in reduced Gröbner form as defined in (1):

$$
\widetilde{\mathbf{G}}(X)=\left(\begin{array}{cc}
g_{0,0}(X) & g_{0,1}(X) \\
0 & g_{1,1}(X)
\end{array}\right)
$$

where:

$$
\begin{aligned}
g_{0,0}(X) & =m_{0}(X) m_{1}(X) m_{9}(X) \\
g_{0,1}(X) & =g_{0,0}(X) a_{0,1}(X), \quad g_{1,1}(X)=g_{0,0}(X) m_{5}(X)
\end{aligned}
$$

and $a_{0,1}(X)=X^{4}+X^{3}+X^{2}+X+1$ with $\operatorname{deg} a_{0,1}(X)<$ $\operatorname{deg} m_{5}(X)$ and $a_{0,1}(X) \nmid\left(X^{63}-1\right)$.

Let $\alpha \in \mathbb{F}_{2^{6}} \cong \mathbb{F}_{2}[X] /\left(X^{6}+X^{4}+X^{3}+X+1\right)$ be an element of order 63. The eigenvalues $\lambda_{i}=\alpha^{i}, i \in$ $\{0,1,2,4,8,9,16,18,32,36\}=M_{0} \cup M_{1} \cup M_{9}$ are the roots of $g_{0,0}(X), g_{0,1}(X), g_{1,1}(X)$ and have (algebraic and geometric) multiplicity two. Therefore, the corresponding eigenvectors span the full space $\mathbb{F}_{26}^{2}$. The distinct eigenvectors $\mathbf{v}^{(i)}, \forall i \in M_{5}$, are in $\mathbb{F}_{2^{6}}^{2}$ and $v_{0}^{(i)}, v_{1}^{(i)} \in \mathbb{F}_{2^{6}}$, are linearly independent over $\mathbb{F}_{2}$ for each $i \in M_{5}$.

With $f=0, z=4, \delta=4, \nu=1$, we obtain two consecutive sequences of eigenvalues $\alpha^{0}, \alpha^{4}, \alpha^{8}$ and $\alpha^{1}, \alpha^{5}, \alpha^{9}$ of length three, where $v_{0}^{(5)}=1, v_{1}^{(5)}=\alpha^{4}+1$, are linearly independent over $\mathbb{F}_{2}$ and $\mathbf{v}^{(5)}$ is contained in the intersection of the eigenspaces $\mathcal{V}_{i}, i \in D \stackrel{\text { def }}{=}\{0,4,8,1,5,9\}$, and therefore $d^{\text {ec }}=\infty$ of $\mathbb{C}\left(\cap_{i \in D} \mathcal{V}_{i}\right)$. With Theorem $\underline{1}$, we can bound $d$ to be at least $\delta+\nu=5$, which is one less than the actual minimum distance for the $[63 \cdot 2,100,6]_{2} 2$-quasi-cyclic code. The bound of Semenov-Trifonov gives $d \geq 4$.

## IV. Syndrome-Based Decoding of Quasi-Cyclic Codes

In this section, we develop a syndrome-based decoding algorithm, which guarantees to correct up to $\left\lfloor\left(d^{*}-1\right) / 2\right\rfloor$ symbol errors in $\mathbb{F}_{q}$. Let the received word of a given $[m \cdot \ell, k, d]_{q} \ell$ -quasi-cyclic code be:

$$
\begin{aligned}
\mathbf{r}(X) & =\left(r_{0}(X)\right. & & \left.\ldots r_{\ell-1}(X)\right) \\
& =\left(c_{0}(X)+e_{0}(X)\right. & & \left.\ldots c_{\ell-1}(X)+e_{\ell-1}(X)\right)
\end{aligned}
$$

where

$$
\begin{equation*}
e_{i}(X)=\sum_{j \in \mathcal{E}_{i}} e_{i, j} X^{j}, \quad i \in[\ell] \tag{16}
\end{equation*}
$$

are $\ell$ error polynomials in $\mathbb{F}_{q}[X]$ with $\varepsilon_{i} \stackrel{\text { def }}{=}\left|\mathcal{E}_{i}\right|$ and degree less than $m$. The number of errors in $\mathbb{F}_{q}$ is $\widetilde{\varepsilon} \stackrel{\text { def }}{=} \sum_{i=0}^{\ell-1} \varepsilon_{i}$. Define the following set of burst errors:

$$
\begin{equation*}
\mathcal{E} \stackrel{\text { def }}{=} \bigcup_{i=0}^{\ell-1} \mathcal{E}_{i} \subseteq[m] \tag{17}
\end{equation*}
$$

with cardinality $\varepsilon \stackrel{\text { def }}{=}|\mathcal{E}| \leq \widetilde{\varepsilon}$.

In the following, we describe a decoding procedure that is able to decode up to $\varepsilon \leq \tau$ errors, where:

$$
\begin{equation*}
\tau \leq \frac{d^{*}-1}{2} \tag{18}
\end{equation*}
$$

Let $\alpha \in \mathbb{F}_{q^{r}}$ denote an $m$-th root of unity and let the $(\nu+1)(\delta-1)$ eigenvalues $\lambda_{i}=\alpha^{f+i z+j}, \forall i \in[\delta-$ $1], j \in[\nu+1]$, the integer $f$ and the integer $z>0$ with $\operatorname{gcd}(z, m)=1$ be given as stated in Thm. 1. Furthermore, let $\mathcal{V}=\bigcap_{i \in[\delta-1], j \in[\nu+1]} \mathcal{V}_{f+i z+j}$ and let one eigenvector $\mathbf{v}=\left(\begin{array}{llll}v_{0} & v_{1} & \ldots & v_{\ell-1}\end{array}\right) \in \mathcal{V}$, where $v_{0}, v_{1}, \ldots, v_{\ell-1}$ are linearly independent over $\mathbb{F}_{q}$, be given. We assume that the minimum distance of the corresponding eigencode $\mathbb{C}(\mathcal{V})$ is greater than $\delta+\nu$. Then, we define the following $\nu+1$ syndrome polynomials in $\mathbb{F}_{q^{r}}[X]$ :

$$
\begin{align*}
S_{t}(X) & \stackrel{\text { def }}{=} \sum_{i=0}^{\infty}\left(\sum_{j=0}^{\ell-1} r_{j}\left(\alpha^{f+i z+t}\right) v_{j}\right) X^{i} \quad \bmod X^{\delta-1} \\
& =\sum_{i=0}^{\delta-2}\left(\sum_{j=0}^{\ell-1} r_{j}\left(\alpha^{f+i z+t}\right) v_{j}\right) X^{i}, \forall t \in[\nu+1] \tag{19}
\end{align*}
$$

From Thm. 1 it follows that the syndrome polynomials as defined in (19) depend only on the error and therefore:

$$
S_{t}(X)=\sum_{i=0}^{\delta-2}\left(\sum_{j=0}^{\ell-1} e_{j}\left(\alpha^{f+i z+t}\right) v_{j}\right) X^{i}, \quad \forall t \in[\nu+1] .
$$

Define an error-locator polynomial in $\mathbb{F}_{q^{r}}[X]$ :

$$
\begin{equation*}
\Lambda(X)=\sum_{i=0}^{\varepsilon} \Lambda_{i} X^{i} \stackrel{\text { def }}{=} \prod_{i \in \mathcal{E}}\left(1-X \alpha^{i z}\right) \tag{20}
\end{equation*}
$$

Like in the classical case of cyclic codes, we get $\nu+1$ Key Equations with a common error-locator polynomial $\Lambda(X)$ as defined in (20):

$$
\begin{equation*}
\Lambda(X) \cdot S_{t}(X) \equiv \Omega_{t}(X) \quad \bmod X^{\delta-1}, \quad \forall t \in[\nu+1] \tag{21}
\end{equation*}
$$

where the degree of each of $\Omega_{0}(X), \Omega_{1}(X), \ldots, \Omega_{\nu}(X)$ is smaller than $\varepsilon$. Solving these $\nu+1$ Key Equations (21) jointly can be realized by multi-sequence shift-register synthesis and several efficient realizations exist [19]-[21].

Solving (21) jointly is equivalent to solving the following heterogeneous system of equations:

$$
\left(\begin{array}{c}
\mathbf{S}^{\langle 0\rangle}  \tag{22}\\
\mathbf{S}^{\langle 1\rangle} \\
\vdots \\
\mathbf{S}^{\langle\nu\rangle}
\end{array}\right)\left(\begin{array}{c}
\Lambda_{\varepsilon} \\
\Lambda_{\varepsilon-1} \\
\vdots \\
\Lambda_{1}
\end{array}\right)=\left(\begin{array}{c}
\mathbf{T}^{\langle 0\rangle} \\
\mathbf{T}^{\langle 1\rangle} \\
\vdots \\
\mathbf{T}^{\langle\nu\rangle}
\end{array}\right)
$$

where each $(\delta-1-\varepsilon) \times \varepsilon$ submatrix is a Hankel matrix:

$$
\begin{equation*}
\mathbf{S}^{\langle t\rangle}=\left(S_{i+j}^{\langle t\rangle}\right)_{i \in[\delta-1-\varepsilon]}^{j \in[\varepsilon]}, \quad \forall t \in[\nu+1] \tag{23}
\end{equation*}
$$

and each $\mathbf{T}^{\langle t\rangle}=\left(\begin{array}{llll}S_{\varepsilon}^{\langle t\rangle} & S_{\varepsilon+1}^{\langle t\rangle} \ldots & S_{\delta-2}^{\langle t\rangle}\end{array}\right)^{T}$ with:

$$
S_{i}^{\langle t\rangle}=\sum_{j=0}^{\ell-1} r_{j}\left(\alpha^{f+i z+t}\right) v_{j}, \quad \forall i \in[\delta-1], t \in[\nu+1]
$$

Theorem 2 (Decoding up to New Bound). Let $\mathcal{C}$ be an $\ell$-quasi-cyclic code and let the conditions of Thm. $\underline{1}$ hold. Let (18) be fulfilled, let the $\nu+1$ syndrome polynomials $S_{0}(X), S_{1}(X), \ldots, S_{\nu}(X)$ be defined as in (19), and let the set of burst errors $\mathcal{E}=\left\{j_{0}, j_{1}, \ldots, j_{\varepsilon-1}\right\}$ be as defined in (17). Then, the syndrome matrix $\mathbf{S}=\left(\mathbf{S}^{\langle 0\rangle} \mathbf{S}^{\langle 1\rangle} \ldots \mathbf{S}^{\langle\nu\rangle}\right)^{T}$ with the submatrices from (23) has $\operatorname{rank}(\mathbf{S})=\varepsilon$.

Proof: Assume w.l.o.g. that $f=0$. Similar to [20, Section VI], we can decompose the syndrome matrix into three matrices as follows: $\mathbf{S}=\left(\mathbf{S}^{\langle 0\rangle} \mathbf{S}^{\langle 1\rangle} \ldots \mathbf{S}^{\langle\nu\rangle}\right)^{T}=$ $\mathbf{X} \cdot \mathbf{Y} \cdot \overline{\mathbf{X}}=\left(\mathbf{X}^{\langle 0\rangle} \mathbf{X}^{\langle 1\rangle} \ldots \mathbf{X}^{\langle\nu\rangle}\right)^{T} \cdot \mathbf{Y} \cdot \overline{\mathbf{X}}$, where $\mathbf{X}$ is a $(\nu+1)(\delta-1-\varepsilon) \times \varepsilon$ matrix over $\mathbb{F}_{q^{r}}$ and $\mathbf{Y}$ and $\overline{\mathbf{X}}$ are $\varepsilon \times \varepsilon$ matrices over $\mathbb{F}_{q^{r}}$. Explicitly the decomposition provides the following matrices:

$$
\begin{aligned}
\mathbf{X}^{\langle t\rangle} & =\left(\alpha^{(t+z i) j}\right)_{i \in[\delta-2-\varepsilon]}^{j \in \mathcal{E}}, \quad t \in[\nu+1], \\
\overline{\mathbf{X}} & =\left(\alpha^{i z j}\right)_{i \in \mathcal{E}}^{j \in[\varepsilon]}, \quad \mathbf{Y}=\operatorname{diag}\left(E_{i_{0}}, E_{i_{1}}, \ldots, E_{i_{\varepsilon-1}}\right),
\end{aligned}
$$

where $E_{i} \stackrel{\text { def }}{=} \sum_{t=0}^{\ell-1} e_{i, t} v_{t}$ for all $i \in \mathcal{E}$.
Since $\mathbf{Y}$ is a diagonal matrix, it is non-singular. From $\operatorname{gcd}(m, z)=1$, we know that $\overline{\mathbf{X}}$ is a Vandermonde matrix and has full rank. Hence, $\mathbf{Y} \cdot \overline{\mathbf{X}}$ is a non-singular $\varepsilon \times \varepsilon$ matrix and therefore $\operatorname{rank}(\mathbf{S})=\operatorname{rank}(\mathbf{X})$. In order to analyze the rank of $\mathbf{X}$, we proceed similarly as in [20, Sec. VI]. We use the matrix operation from [22] to rewrite $\mathbf{X}=\mathbf{A} * \mathbf{B}$, where

$$
\mathbf{A}=\left(\alpha^{i j}\right)_{i \in[\nu+1]}^{j \in \mathcal{E}} \quad \text { and } \quad \mathbf{B}=\mathbf{X}^{\langle 0\rangle}
$$

We know from [22] that, if $\operatorname{rank}(\mathbf{A})+\operatorname{rank}(\mathbf{B})>\varepsilon$, then $\operatorname{rank}(\mathbf{A} * \mathbf{B})=\varepsilon$. Since $\operatorname{gcd}(m, z)=1$, both matrices $\mathbf{A}$ and $\mathbf{B}$ are Vandermonde matrices with $\operatorname{rank}(\mathbf{A})=\min \{\nu+$ $1, \varepsilon\}$ and $\operatorname{rank}(\mathbf{B})=\min \{\delta-1-\varepsilon, \varepsilon\}$. Assume w.l.o.g. that $(\delta-1)>\nu$ (else we can interchange the roles $\delta$ and $\nu$ in Thm. 1). Therefore, from (18) we obtain $\varepsilon \leq\left(d^{*}-1\right) / 2=$ $(\delta+\nu-1) / 2<\delta-1$. Hence, investigating all four possible cases of $\operatorname{rank}(\mathbf{A})+\operatorname{rank}(\mathbf{B})$ gives:

$$
\begin{aligned}
& \nu+1+\delta-1-\varepsilon \geq 2 \varepsilon-\varepsilon+1=\varepsilon+1>\varepsilon \\
& \nu+1+\varepsilon>\varepsilon \\
& \varepsilon+\delta-1-\varepsilon=\delta-1>\varepsilon \\
& \varepsilon+\varepsilon=2 \varepsilon>\varepsilon
\end{aligned}
$$

Thus, $\operatorname{rank}(\mathbf{A})+\operatorname{rank}(\mathbf{B})>\varepsilon$.
Algorithm 1 summarizes the whole decoding procedure, where the complexity is dominated by the operation in Line 2. After the syndrome calculation (in Line 1 of Algorithm 1), the $\nu+1$ Key Equations (21) are solved jointly (here in Line $\underline{2}$ with a Generalized Extended Euclidean Algorithm, GEEA [19]). Various other algorithms for solving the Key Equations jointly as in Line $\underline{2}$ with sub-quadratic time complexity exist. Afterwards, the roots of $\Lambda(X)$ as defined in (20) correspond to the positions of the burst errors as defined in (17) (see Line $\underline{3}$ ).

The error values $E_{i_{0}}, E_{i_{0}}, \ldots E_{i_{\varepsilon-1}}$ can be obtained from one of the $\nu+1$ polynomials $\Omega_{j}(X)$ as given from the Key Equations (21) (see Line $\underline{7}$ in Algorithm 1). In Line $\underline{8}$,
each error value $E_{i_{j}} \in \mathbb{F}_{q^{r}}$ is mapped back to the $\ell$ error symbols $e_{i_{j}, 0}, e_{i_{j}, 1}, \ldots, e_{i_{j}, \ell-1} \in \mathbb{F}_{q}$ and the codeword $\mathbf{c}(X)=\left(c_{0}(X) c_{1}(X) \ldots c_{\ell-1}(X)\right)$ can be reconstructed.

```
Algo 1: DECODING AN \([m \cdot \ell, k, d]_{q}\) QUASI-CyCLIC CODE
    Input: Parameters \(m, \ell, k, q, r\) of the quasi-cyclic code
    Received word \(\mathbf{r}(X)=\left(r_{0}(X) \ldots r_{\ell-1}(X)\right) \in \mathbb{F}_{q}[X]^{\ell}\)
    Integers \(f, \delta>2, \nu \geq 0\) and \(z>0\) with \(\operatorname{gcd}(z, m)=1\)
    Eigenvalues \(\lambda_{i}=\alpha^{f+i z+j}, \forall i \in[\delta-1], j \in[\nu+1]\)
    Eigenvector \(\left(\begin{array}{llll}v_{0} & v_{1} & \ldots & v_{\ell-1}\end{array}\right) \in \mathbb{F}_{q^{r}}^{\ell}\)
    Output: Estimated codeword
    \(\mathbf{c}(X)=\left(c_{0}(X) c_{1}(X) \ldots c_{\ell-1}(X)\right)\)
    or Decoding Failure
1 Calculate \(S_{0}(X), S_{1}(X), \ldots, S_{\nu}(X)\) as in (19)
2 Solving Key Equations jointly
    \(\left(\Lambda(X), \Omega_{0}(X), \Omega_{1}(X), \ldots, \Omega_{\nu}(X)\right)=\)
    \(\operatorname{GEEA}\left(X^{\delta-1}, S_{0}(X), S_{1}(X), \ldots, S_{\nu}(X)\right)\)
3 Find all \(i\) : \(\Lambda\left(\alpha^{-i z}\right)=0 \Rightarrow \mathcal{E}=\left\{i_{0}, i_{1}, \ldots, i_{\varepsilon-1}\right\}\)
    if \(\varepsilon<\operatorname{deg} \Lambda(X)\) then
        Declare Decoding Failure
    else
        Determine error values \(E_{i_{0}}, E_{i_{1}}, \ldots, E_{i_{\varepsilon-1}} \in \mathbb{F}_{q^{r}}\)
        Determine \(e_{i_{j}, 0}, e_{i_{j}, 1}, \ldots, e_{i_{j}, \ell-1} \in \mathbb{F}_{q}\), s.t.
        \(\sum_{t=0}^{\ell-1} e_{i_{j}, t} v_{t}=E_{i_{j}}, \quad \forall i_{j} \in \mathcal{E}\)
        \(e_{i}(X) \leftarrow \sum_{j \in \mathcal{E}_{i}} e_{j, i} X^{j}, \quad \forall i \in[\ell]\)
        \(c_{i}(X) \leftarrow r_{i}(X)-e_{i}(X), \quad \forall i \in[\ell]\)
```

Example 2 (Decoding up to HT-like New Bound). Suppose the all-zero codeword of the $[63 \cdot 2,100,6]_{2} 2$-quasi-cyclic code from Example $\underline{1}$ was transmitted. Let the two received polynomials in $\mathbb{F}_{2}[X]$ be:

$$
r_{0}(X)=e_{0}(X)=1+X^{32}, \quad r_{1}(X)=e_{1}(X)=X^{32}
$$

We have $\widetilde{\varepsilon}=3$, but $\varepsilon=2$ (see (17)). The eigenvector $\mathbf{v}^{(5)}=\left(1 \alpha^{4}+1\right) \in \mathbb{F}_{2^{6}}^{2}$ is contained in the intersection of the eigenspaces $\cap_{i \in D} \mathcal{V}_{i}$, where $D \stackrel{\text { def }}{=}\{0,4,8,1,5,9\}$, and is used for decoding. The system of two equations as in (22) becomes here:

$$
\left(\begin{array}{ll}
\alpha^{35} & \alpha^{26} \\
\alpha^{45} & \alpha^{33}
\end{array}\right)\binom{\Lambda_{2}}{\Lambda_{1}}=\binom{\alpha^{7}}{\alpha^{51}}
$$

and the corresponding error-locator polynomial is $\sum_{i=0}^{2} \Lambda_{i} X^{i}=1+\alpha^{49} X+\alpha^{2} X^{2}=(1-X)\left(1-X \alpha^{128}\right)$. The error-evaluation gives the two error values in $\mathbb{F}_{2^{6}}: E_{0}=1$ and $E_{32}=\alpha^{4}$. Therefore we can reconstruct the $\widetilde{\varepsilon}=3$ error values $e_{0,0}=1, e_{32,0}=1$ and $e_{32,1}=1$ in $\mathbb{F}_{2}$.

## V. Conclusion and Outlook

We proved a new lower bound on the minimum distance of quasi-cyclic codes based on the spectral analysis introduced by Semenov and Trifonov. Moreover, a syndrome-based decoding algorithm was developed and its correctness proven.
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