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Abstract: Decentralized partially observable Markov decision processes (Dec-POMDPs) provide a gen-

eral model for decision-making under uncertainty in cooperative decentralized settings, but are difficult to

solve optimally (NEXP-Complete). As a new way of solving these problems, we introduce the idea of

transforming a Dec-POMDP into a continuous-state deterministic MDP with a piecewise-linear and convex

value function. This approach makes use of the fact that planning can be accomplished in a centralized

offline manner, while execution can still be distributed. This new Dec-POMDP formulation, which we call

an occupancy MDP, allows powerful POMDP and continuous-state MDP methods to be used for the first

time. When the curse of dimensionality becomes too prohibitive, we refine this basic approach and present

ways to combine heuristic search and compact representations that exploit the structure present in multi-

agent domains, without losing the ability to eventually converge to an optimal solution. In particular, we

introduce feature-based heuristic search that relies on feature-based compact representations, point-based

updates and efficient action selection. A theoretical analysis demonstrates that our feature-based heuris-

tic search algorithms terminate in finite time with an optimal solution. We include an extensive empirical

analysis using well known benchmarks, thereby demonstrating our approach provides significant scalability

improvements compared to the state of the art.
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Résolution optimale de Dec-POMDP à horizon fini

comme des MDP à espace d’états continu:

Théorie et algorithmes

Résumé : Les processus de décision markoviens partiellement observables décentralisés (Dec-POMDP)

fournissent un modèle général pour la prise de décision dans l’incertain dans des cadres coopératifs dé-

centralisés. En guise de nouvelle approche de résolution de ces problèmes, nous introduisons l’idée de

transformer un Dec-POMDP en un MDP déterministe à espace d’états continu dont la fonction de valeur

est linéaire par morceaux et convexe. Cette approche exploite le fait que la planification peut être effec-

tuée d’une manière centralisée hors ligne, alors que l’exécution peut toujours être distribuée. Cette nou-

velle formulation des Dec-POMDP, que nous appelons un occupancy MDP, permet pour la première fois

d’employer de puissantes méthodes de résolution de POMDP et MDP à états continus. La malédiction

de la dimensionalité devenant prohibitive, nous raffinons cette approche basique et présentons des façons

de combiner la recherche heuristique et des représentations compactes qui exploitent la structure présente

dans les domaines multi-agents, sans perdre la capacité de converger à terme vers une solution optimale.

En particulier, nous introduisons une recherche heuristique qui repose sur des représentations compactes

fondées sur des features, sur des mises-à-jour à base de points, et une sélection d’action efficace. Une

analyse théorique démontre que nos algorithmes de recherche heuristique fondés sur des features se ter-

minent en temps fini avec une solution optimale. Nous incluons une analyse empirique extensive utilisant

des bancs d’essai bien connus, démontrant ainsi que notre approche améliore significativement le passage

à l’échelle en comparaison de l’état de l’art.

Mots-clés : Contrôle réparti, processus de décision markoviens partiallement observables décentralisés,

Dec-POMDP, planification automatique, systèmes multi-agents, incertain
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1 Introduction

Decision making problems in sequential multiagent environments arise in many real-world situations.

Examples include: exploration robots that must coordinate to perform experiments on an unknown planet

(Zilberstein et al., 2002); rescue robots that, after a disaster, must safely find victims as quickly as possi-

ble (Paquet et al., 2010); distributed congestion control in a network (Winstein and Balakrishnan, 2013);

or sensor networks where multiple sensors work jointly to perform a large-scale sensing task under strict

power constraints (Jain et al., 2009). All these tasks require multiple decision makers, or agents, to coor-

dinate their actions in order to achieve common long-term goals. Additionally, uncertainty is ubiquitous

in these domains, both in the effects of actions and in the evolution of the actual system.

Markov decision processes (MDPs) address uncertainty in system dynamics, but assume centraliza-

tion. Standard methods to solving MDPs, e.g., linear and dynamic programming (Bellman, 1957; Puter-

man, 1994) and heuristic search (Barto et al., 1995; Hansen and Zilberstein, 2001; Smith and Simmons,

2006), are centralized during both the planning and the execution phases. When multiple agents are

present, at plan-time, a single agent must have a global view of the underlying state of the entire system,

and plan on behalf of its teammates. Every runtime step, this agent would transmit the appropriate action

Inria
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that each agent must perform. These methods, collectively referred to as the centralized planning for cen-

tralized control paradigm, assume agents communicate with eachother each step with no delay or cost,

either explicitly through messages or implicitly through observations. Unfortunately, in many practical

applications agents are not permitted to observe the exact state of the system; rather each agent possesses

only certain local, unshared observations, and acts without full knowledge of what others observe or plan

to do. These characteristics have led to the development of a rich body of research on decentralized

control.

The decentralized partially observable Markov decision process (Dec-POMDP) is a standard formu-

lation for cooperative decision-making in sequential settings without instantaneous, free and noiseless

communication (Bernstein et al., 2002; Nair et al., 2003). Over the past decade, there has been exten-

sive research on solution methods for the Dec-POMDP model, using methodologies including dynamic

programming (Hansen et al., 2004; Boularias and Chaib-draa, 2008; Amato et al., 2009), linear program-

ming (Aras and Dutech, 2010) and heuristic search (Szer et al., 2005; Oliehoek et al., 2008, 2013). These

approaches directly search for an optimal solution in the policy space, but quickly become intractable.

This is not unexpected given the worst-case NEXP complexity of finite-horizon Dec-POMDPs (Bernstein

et al., 2002). That is, as the number of decision steps (i.e., the problem horizon) increases the number of

policies grows doubly exponentially, causing algorithms to quickly run out of either time or memory.

In heuristic search, algorithms use heuristic value functions; such functions yield a rough evaluation

of the quality of each policy, and provide a ranking of alternative policies. In linear and dynamic pro-

gramming, algorithms rely on the concept of exact value functions, which evaluates the sum of expected

future rewards, as a function of the current policy and state. In either context, there are methods to com-

pute value functions and converge to an optimal solution (Hansen et al., 2004; Szer et al., 2005; Oliehoek

et al., 2008; Amato et al., 2009). Due to the doubly exponential growth in the number of policies, the

practical application of these methods are somewhat limited. Methods have been developed to compress

the policy space in an attempt to increase scalability(Boularias and Chaib-draa, 2008; Aras and Dutech,

2010; Oliehoek et al., 2013), but scalability remains limited for many problems.

While many Dec-POMDP algorithms assume that planning can be centralized as long as execution

remains decentralized, current algorithms do not take full advantage of this assumption. As an alternative

approach, we formulate a Dec-POMDP as a continuous-state MDP and show that the value function is

piecewise-linear and convex. In this form, theory from POMDPs (Kaelbling et al., 1998) applies, allowing

POMDP algorithms to produce optimal solutions to Dec-POMDPs. A wide range of POMDP algorithms,

which have demonstrated significant scalability (Shani et al., 2013; Silver and Veness, 2010), can now be

applied. We extend one such heuristic search algorithm (Smith and Simmons, 2004) to the Dec-POMDP

case, but the curse of dimensionality results in very large state and action spaces for problems with a long

planning horizon.

When the curse of dimensionality becomes too prohibitive, we refine this basic approach and present

ways to combine classical heuristic search and compact representations, without losing the ability to con-

verge to an optimal solution. To incorporate compact representations, we build on feature-based dynamic

programming (Tsitsiklis and van Roy, 1996), which includes feature extraction and approximation meth-

ods. The main focus then is on efficient algorithms for designing and computing compact representations

that can approximate piecewise-linear and convex functions arbitrarily well. In particular, we introduce

feature-based heuristic search that relies on feature-based compact representations, point-based updates

and efficient action selections. A theoretical analysis demonstrates that our feature-based heuristic search

algorithms terminate in finite time with an optimal solution. This combination of POMDP theory and

compact representations can greatly reduce the problem size and solution efficiency while retaining opti-

mal solutions for Dec-POMDPs.

The remainder of this paper is structured as follows. We begin in Section 2 with a thorough back-

ground on Dec-POMDPs, solutions and value functions. Section 3 then demonstrates how to solve a Dec-

POMDP as a continuous-state Markov decision process, and discusses various fundamental results. Next,

RR n° 8517
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we describe in Section 4 feature-based compact representations that alleviate the curse of dimensionality.

Thereafter, Section 5 presents our solution method, feature-based heuristic search, and its properties. We

finally describe experimental results that compare our approach to the state of the art in Section 6. We

include an extensive empirical analysis using well known benchmarks, demonstrating that our approach

can produce solutions for significantly longer horizons than the current state of the art. Finally, we discuss

some related issues, point to several key open questions, and end with concluding remarks.

2 Dec-POMDPs

This section introduces the basic components of decentralized partially observable Markov decision pro-

cesses (Dec-POMDPs).

2.1 Problem Definition and Notation

Consider the problem in which multiple agents are faced with the task of influencing the behavior of

a stochastic system as it evolves over time (see the two agent case in Figure 1). At every time step,

each agent receives a private observation that gives (possibly) incomplete information about the current

state of the system. Since the states are not observable, an agent cannot choose its actions based on the

states. Instead, it can consider a complete history of its past actions and observations to choose an action.

Actions produce two results: agents receive a common immediate reward, and the system evolves to a

new state at the next time step according to a probability distribution conditioned on actions. At the next

time step, agents face a similar problem again, but now the system may be in a different state. The goal of

agents is to choose the sequence of actions based on these local observation sequences which cause the

system to perform optimally with respect to some performance criterion (which we discuss below). The

Dec-POMDP model formalizes these interactions between agents and the system. This paper formulates

and solves this general decentralized stochastic control problem for a process that is to operate for only a

finite planning horizon. A later paper will examine this general decentralized stochastic control problem

for a process that is to operate into the indefinite future.

Definition 1. A Dec-POMDP with |I| agents is represented as a tuple M ≡ (I, S , A,Z, p, o, r, b0,T ),

where:

• I is a finite set of agents i = 1, 2, . . . , |I|

• S is a finite set of n states

• Ai is the finite set of agent i’s actions. A ≡ ⊗iA
i is the finite set of joint actions

• Zi is the finite set of agent i’s observations. Z ≡ ⊗iZ
i is the finite set of joint observations

• p = {pa | a ∈ A} denotes the transition model. pa is a n × n stochastic matrix, where pa(s, s′) is the

probability of ending up in state s′ if the agents choose joint action a in state s

• o = {oa,z | a ∈ A, z ∈ Z} is the observation model. oa,z is a n × 1 vector1, where oa,z(s′) is the

probability of observing z if joint action a is performed and the resulting state is s′

• r = {ra | a ∈ A} is the reward function. ra is a 1 × n reward vector, where ra(s) is the bounded

reward obtained by executing joint action a in state s

• b0 is the initial probability distribution over states

• T is the number of decision epochs t = 0, 1, . . . ,T − 1 (the problem horizon)

We often use shorthand notation pa,z(s, s′)
def

= oa,z(s′)pa(s, s′), for all s, s′ ∈ S , a ∈ A, and z ∈ Z,

combining the transition and observation models.

To illustrate this problem and corresponding concepts, we introduce a very simple example, namely

the multi-agent tiger problem (Nair et al., 2003).

1The observation vector is not a stochastic vector.

Inria



Optimally Solving Finite-Horizon Dec-POMDPs 7

Statestart State State

Observation1 Observation1 Observation1

Observation2 Observation2 Observation2

Action1 Action1

Action2 Action2

Time t t+1 t+2

pa(s, s′)

oaz(s′)

oaz(s′)

pa(s, s′)

oaz(s′)

oaz(s′)

oaz(s′)

oaz(s′)

Hidden

Agent 1’s World

Agent 2’s World

Figure 1: A graphical model of the two-agent Dec-POMDP model, where rewards are omitted

Example 1 (Multi-agent tiger — problem description). In the multi-agent tiger world, two agents stand

in front of two closed doors. Behind one of the doors there is a hungry tiger, and behind the other door

there is valuable treasure. The agents do not know the position of either. By listening, rather than simply

opening one of the doors, the agents can gain information about the position of the tiger. But listening

has a cost and is not entirely accurate (i.e., it only reveals the correct information about the location of

the tiger with some probability). Moreover, agents cannot communicate their observations to each other.

At each step, each agent can independently either listen or open one of the doors. If one of the agents

opens the door with the treasure behind it, they both get the reward. If either agent opens the door with

the tiger, a penalty is incurred. However, if they both open the tiger door at the same time, they receive

less penalty. The agents have to come up with policies for listening and opening doors based on the local

observations. After a door is opened and the agents receive a reward or penalty, the problem starts over

again and the tiger is randomly repositioned.

We refer to the state of the multi-agent tiger world when the tiger is on the left as sleft and when it is

on the right as sright. The actions for each agent are aleft, aright, and alisten. There are only two possible

observations for each agent (even after opening a door): to hear the tiger on the left zleft or to hear the

tiger on the right zright. The reward function is defined as shown on Table 1.

The transition and observation models can be described in detail as follows. The joint action (alisten, alisten)

does not change the state of the world. Any other joint action causes a transition to state sleft with proba-

bility 0.5 and to state sright with probability 0.5 — essentially resetting the problem. When the world is in

RR n° 8517



8 Dibangoye, Amato, Buffet & Charpillet

actions of listens opens opens

both agents good door bad door

listens −2 +9 −101

opens good door +9 +20 −100

opens bad door −101 −100 −50

Table 1: Reward function definition for the multi-agent tiger problem

state sleft, the joint action (alisten, alisten) results in observation zleft for either agent with probability 0.85

and observation zright with probability 0.15; conversely for state sright. No matter what state the world is

in, the other joint actions result in either observation with probability 0.5.

This example illustrates the characteristics of the general optimal decentralized control in Dec-POMDPs.

Due to uncertainty about the location of the tiger and the actions of the other agent, coordination in the

multi-agent tiger problem is a difficult problem. We will use this example to help explain some of the

concepts in this paper.

After specifying a T -step Dec-POMDP M, we would like agents to act in such a way as to maximize

some common measure of long-term reward received. To achieve this goal, we need to combine agents’

private information. The challenge in Dec-POMDP problem solving is thus in formulating each agent

behavior so as to take into account (sufficiently well) the other agent behaviors. In this paper, we address

this problem from the standpoint of the (offline) centralized planning for decentralized control paradigm,

discussed in Section 2.1.1. This paradigm allows us to distinguish between the information available to

the agents at the runtime (Section 2.1.2); and the information a centralized coordinator agent has at the

plan-time (Section 2.1.3).

2.1.1 On the Use of Centralized Planning

A common assumption in many Dec-POMDP planning algorithms is that planning takes place in a cen-

tralized (offline) manner while actions are executed in a decentralized fashion (Hansen et al., 2004; Szer

et al., 2005; Boularias and Chaib-draa, 2008; Oliehoek et al., 2008; Amato et al., 2009; Aras and Dutech,

2010; Oliehoek et al., 2013). A centralized coordinator agent generates separate policies for each agent

and sends them out. Agents in turn execute them, as illustrated in Figure 2.

In this planning paradigm, we distinguish between two phases: (a) plan-time on the left side of Figure

2; and (b) runtime on the right side of Figure 2. At plan-time, a centralized coordinator agent computes

a policy for each agent, specifying which action to perform for every possible action and observation

histories that agent can experience (Hansen et al., 2004; Szer et al., 2005). Because the process takes place

offline, the centralized coordinator agent knows the actions the agents would choose and the possible

observations that result. Hence, the centralized coordinator agent has the knowledge about all private

information of all agents. Once the plan-time terminates, each agent receives its private policy.

At runtime, however, agents are not allowed to share their actions and observations with each other.

The only information an agent has about the state of the process is its past actions and observations. So,

each agent proceeds by executing its policy based only on its past action and observation histories. In the

following, we first present useful concepts about decentralized control and centralized planning.

2.1.2 Decentralized Control

At every runtime step, each agent chooses an action to be executed based on the actions executed and the

observations received. A complete description of the behavior of that agent is called a policy. To better

understand this concept, we first introduce the notions of private histories and decision rules.

Inria
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Figure 2: From (offline) centralized planning to decentralized control

Definition 2. A t-step history of agent i ∈ I is a length-t sequence of actions and observations, θit
def

=

(ai
0
, zi

1
, . . . , zi

t−1
, ai

t−1
, zi

t), where ai
t and zi

t denote actions and observations of agent i ∈ I at runtime step

t ∈ {0, 1, . . . ,T }.

Any t-step history θit follows the recursion θit = (θi
t−1
, ai

t−1
, zi

t) and initial history θi
0

is empty. Let Θi
t

be the set of all t-step histories of agent i ∈ I, namely the t-step history set. Then, the t-step history set

follows the recursion Θi
t = Θ

i
t−1
× Ai × Zi, for all runtime steps t ∈ {1, 2, . . . ,T }; and the initial history set

Θi
0

is the singleton {θi
0
}.

Definition 3. A t-step decision rule di
t : Θi

t 7→ Ai prescribes agent i ∈ I the action to be executed with

certainty in each history θit ∈ Θ
i
t at a specified runtime step t ∈ {0, 1, . . . ,T }.

There exists many types of decision rules including: randomized and deterministic decision rules.

In Dec-POMDPs, there exists optimal deterministic policies (Oliehoek et al., 2008; Puterman, 1994)

and deterministic decision rules are simpler to implement and evaluate. For these reasons, we focus on

deterministic decision rules, which we just call decision rules for the sake of simplicity. We further denote

Di
t to be the set of all t-step decision rules for agent i ∈ I at runtime step t ∈ {0, 1, . . . ,T }, namely the

t-step decision rule set of agent i ∈ I.

Definition 4. A policy πi
t0:t1

def

= (di
t0
, . . . , di

t1
) is a sequence of decision rules for agent i ∈ I from runtime

step t0 to runtime step t1, where 0 ≤ t0 ≤ t1 ≤ T.

Let Πi
t0:t1

be the set all policies πi
t0:t1

for agent i ∈ I, namely the policy set of agent i ∈ I. Each

policy set is given by the cross-product of decision rule sets of agent i ∈ I from the initial runtime step to

the terminal runtime step. While policies provide a complete description of an agent behavior, they are

memory demanding. They consist of decision rules that specify actions for all possible histories the agent

may experienced. Fortunately, alternative descriptions of an agent behavior exists, including policy trees

and policy-tree functions.

Definition 5. A policy tree δi for agent i ∈ I is formally defined as a tuple (Xi,Ai,Ci) where:

• Xi is a set of all nodes xi, where xi
0

is the root node;

• Ai(xi) denotes the action ai ∈ Ai to be executed in node xi;
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10 Dibangoye, Amato, Buffet & Charpillet

• Ci(xi, zi) defines the child node of xi after perceiving observation zi ∈ Zi.

We denote Π̄i
t0:t1

the set of all policy trees δit0:t1
of agent i ∈ I from runtime step t0 to runtime step t1.

A policy tree provides an agent with a behavioral strategy, which circumvents the overwhelming

memory required to represent policies. In fact, a policy tree is a tree, where the root node specifies the first

action the agent needs to perform. Then, after perceiving an observation, the agent transits to another node

at the next level. At every runtime step, the agent faces the same problem of taking the action the current

node prescribes, and making a transition to another node based on the observation received. Policies and

policy trees provide an agent with behavioral strategies, but they remain significantly different. Policies

prescribe a different behavior for each history the agent may experience. In policy trees, however, given

the current node, the agent behavior is independent of the history. It is this conditional independence that

makes policy trees different from policies.

Nonetheless, there is a close relationship between policies and policy trees. In fact, A policy can be

defined as a mapping from histories to policy trees, namely a policy-tree function. To better understand

this, let πi
t0:t1

be a policy of agent i ∈ I from runtime step t0 to runtime step t1, and Ψi : Θi
t0
7→ Π̄i

t0:t1
its

corresponding behavioral strategy mapping from histories to policy trees. For any arbitrary history θit0 ,

we define policy tree Ψi(θit0 ) = (Xi,Ai,Ci) as follows:

• Xi = {xθi | ∀t ∈ {t0, . . . , t1},∀θ
i ∈ Θi

t}, where xθit0
is the root node;

• Ai(xi
θi

) denotes the action ai = πi
t0:t1

(θi) to be executed in node xi
θi
∈ Xi;

• Ci(xi
θi
, zi) defines the child node xi

θiaizi after perceiving observation zi ∈ Zi.

Clearly, a policy-tree function prescribes the agent the policy tree to be executed in each history. The

policy-tree function has a natural interpretation, it is equivalent to the policy that prescribes actions to

nodes. But it requires less memory in the sense that many histories may map to the same policy tree.

Besides, it makes clear the connection between policies and policy trees. In the remainder of this paper,

we will be using both policies and policy-tree functions interchangeably.

2.1.3 Centralized Planning

Section 2.1.2 focussed on the information each agent has at runtime. In this section, we focus on the

information the centralized coordinator agent has about the process to be controlled at plan-time. At

every plan-time step, he receives all possible observations each agent might perceive and chooses the

action each agent will perform at runtime. The following extends agent concepts introduced in Section

2.1.2, e.g., histories, decision rules, policies and policy trees, to team concepts.

Definition 6. A t-step joint history is a length-t sequence of joint action and joint observations, θt
def

=

(a0, z1, . . . , zt−1, at−1, zt), where at and zt denote joint actions and joint observations at plan-time step

t ∈ {0, 1, . . . ,T }.

Joint history θt satisfies the recursion θt = (θt−1, at−1, zt). It also corresponds to a |I|-tuple of histories

θt = (θ1t , θ
2
t , . . . , θ

|I|
t ), where θit denotes a private history of agent i ∈ I. For the sake of simplicity, we often

denote joint history θt as a pair of histories (θit, θ
j
t ), where θ

j
t

def

= (θ1t , . . . , θ
i−1
t , θ

i+1
t , . . . , θ

|I|
t ) is the joint history

of agents I\{i}. We further define Θt to be the set of all t-step joint histories at plan-time t ∈ {0, 1, . . . ,T },

namely a t-step joint history set. A t-step joint history set follows the recursion Θt = Θt−1 × A × Z and

initial joint history set Θ0 = {θ0}.

Definition 7. A t-step belief state bt(s)
def

= Pr(st = s|b0, θt) is defined as the posterior probability dis-

tribution of being in each state, conditional on t-step joint history θt and initial belief state b0, for all

t ∈ {0, 1, . . . ,T }.
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A t-step belief state bt results from taking joint action a ∈ A and receiving joint observation z ∈ Z

starting in (t − 1)-step belief state bt−1: ∀s′ ∈ S ,

bt(s′) =
oa,z(s′)

∑
s∈S pa(s, s′) · bt−1(s)∑

s′∈S oa,z(s′)
∑

s∈S pa(s, s′) · bt−1(s)
. (1)

In partially observable Markov decision processes, the belief state is sufficient for optimal decision mak-

ing (Aström, 1965). In Dec-POMDPs, however, agents are not allowed to communicate their private

information with each other at runtime. Consequently, agents are (typically) not able to calculate be-

lief states at runtime, so the belief state cannot be used for optimal decision making in Dec-POMDPs.

Nonetheless, belief states are crucial to calculate the expected rewards to be gained after executing a

policy.

Before presenting team decision rules, policies, policy trees, and policy-tree functions, we first intro-

duce the concept of separability.

Definition 8. Let f (x) be a function that maps K-tuple variables x = (x1, x2, . . . , xK) to a K-tuple values

y = (y1, y2, . . . , yK). We say that f is separable if and only if there exists functions f1, f2, . . . , fK such

that: f (x) = ( f1(x1), f2(x2), . . . , fK(xK)).

The concept of separability ensures team decision rules dt, policies π∆t, policy trees δ∆t, or policy-tree

functions Ψ∆t are behavioral strategies that can be split into |I|-tuple of individual decision rules (di
t)i∈I ,

policies (πi
∆t

)i∈I , policy trees (δi
∆t

)i∈I , or policy-tree functions (Ψi
∆t

)i∈I , respectively for all t ∈ {0, 1, . . . ,T }.

As such, separable behavioral strategies that are formulated in a centralized manner can nonetheless be

executed in a decentralized fashion that depends only on a given agent’s past actions and observations

and not those of the other agents.

We are now ready to define the total available information the centralized coordinator agent has at

plan-time about the process to be controlled. Looking back at the centralized planning for decentralized

control paradigm (Figure 2), it is worth noting that at plan-time the centralized coordinator agent has no

access to either what specific observations agents will receive or what specific actions they will perform

at runtime. It is this private information that agents receive, but the coordinator agent only knows the

possible actions and observations as well as probabilities that each one will occur. In other words, the

only information about the process available at plan-time is the separable decision rule agents will select

at each specific runtime step. Thus, the total available information about the process to be controlled

at runtime step t is a sequence of separable decision rules starting from the initial belief state. This

information refers to as the t-step information state.

Definition 9. The t-step information state ιt
def

= (b0, π0:t−1) is a length-t sequence of separable decision

rules starting with the initial belief state b0, for all time step t ∈ {0, 1, . . . ,T }. Information state ιt satisfies

the recursion: ι0 = (b0), and ιt+1 = (ιt, dt), for all t.

2.1.4 Size of Information Sets

Sections 2.1.2 and 2.1.3 presented the information sets required during both the decentralized control

or the centralized planning phases, including: history, decision rule, policy, policy trees, and policy-tree

function sets. In this section, we emphasize on the prohibitive dimensions of the information sets we use

throughout the paper. This also highlights the impetus for compact representations. Table 2 provides the

worst case complexity required to enumerate elements in these information sets.

We distinguish between agent and team information sets. The agent sets are often exponential in the

number of action and observation histories. The team sets all result by taking the cross-product over

agents’ sets. Since there are |I| agents, the size of these sets are essentially the size of an agent’s set raises

at power of |I|. To cope with the fact that not all agents have the same set, we use A∗ and Z∗ to denote the
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12 Dibangoye, Amato, Buffet & Charpillet

Agent Team

History Set |Zi|t |Ai|t |Z|t |A|t

Decision Rule Set |Ai||Z
i |t−1 |Ai |t−1

|A∗|
|I||Z∗ |t−1 |A∗ |

t−1

Policy Set |Ai|
|Zi |t |Ai |t−1

|Zi ||Ai |−1 |A∗|
|I||Z∗|t |A∗|

t−1

|Z∗||A∗|−1

Policy Tree Set |Ai|
|Zi |t−1

|Zi |−1 |A∗|
|I||Z∗|t−1

|Z∗|−1

Policy-Tree Function Set |Ai|
|Zi |t |Ai |t−1

|Zi ||Ai |−1 |A∗|
|I||Z∗|t−1

|Z∗|−1

Table 2: Summary of the size table of t-step agent and team information sets. Sets A∗ and Z∗ denote the

largest action Ai and observation Zi sets, respectively.

largest action Ai and observation Zi sets, respectively. Overall, it appears that the joint history set grows

exponentially with the plan-time and the number of agents, but all separable decision rule, separable

policy, separable policy tree, and information state sets increase doubly exponentially with increasing

plan-time steps. In the remainder of this section, we provide details on individual agent history, decision

rule, and policy sets, respectively.

The history set Θ0:t
i

contains as all possible t-length action and observation sequences. The number

of t-length action and observation histories is

|Θ0:t
i | = |Zi|

t |Ai|
t.

The t-th decision rule set Dt
i

consists of t-th decision rule dt
i

mapping length-(t − 1) action and ob-

servation histories Θ0:t−1
i

to actions Ai. Since for each history in Θ0:t−1
i

we have |Ai| alternative action

candidates, the number of decision rules is

|Dt
i | = |Ai|

|Θ0:t−1
i
| = |Ai|

|Zi |
t−1 |Ai |

t−1

.

The t-th policy set Π0:t
i

is a cross-product of decision rule sets. The total number of action and

observation histories | ∪t−1
τ=0
Θ0:τ

i
| involved in a policy π0:t

i
is

| ∪t−1
τ=0 Θ

0:τ
i | =

t−1∑

τ=0

|Θ0:τ
i |

=

t−1∑

τ=0

|Zi|
τ|Ai|

τ

=
|Zi|

t |Ai|
t − 1

|Zi||Ai| − 1
,

which is exponential in t. Thus, the number of all possible t-th policies is

|Π0:t
i | = |Ai|

|∪t−1
τ=0
Θ0:τ

i
|

= |Ai|
|Zi |

t |Ai |
t−1

|Zi ||Ai |−1 ,

which is doubly exponential in t.

Consider now the size of the t-th policy tree set Π̄0:t
i

. With |Zi|-way branching at each level, the number

of nodes in policy tree at level t is |Zi|
t, so the number of nodes in the entire t steps to go police tree is

| ∪t−1
τ=0 Zτi | =

t−1∑

τ=0

|Zi|
τ

=
|Zi|

t − 1

|Zi| − 1
,
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which is exponential in t. In order to specify a t-step police tree, one must select an action for each node

from |Ai| candidates, so the number of possible t-step policy trees is

|Ai|
|∪t−1
τ=0

Zτ
i
| = |Ai|

|Zi |
t−1

|Zi |−1 ,

which is doubly exponential. Although both policy and policy tree sets increase doubly exponentially

with increasing run-time, the policy tree set is smaller than the policy set. For this reason, we use the

policy tree to represent policies in practice.

2.2 Acting Optimally

In Markov decision theory, the reward, transition and observation functions depend on the history only

through the current state and the action selected in that state; this property is also known as the Markov

assumption (Puterman, 1994; Bellman, 1957). When the state is not observed (and history-dependent

policies are used), the induced stochastic processes are no longer Markov. The reward, transition and

observation probabilities become functions of states, actions and histories. For this reason, results in the

Markov decision theory do not apply here. Many fundamental questions need to be investigated under

deterministic and history-dependent separable policies. In this section, we discuss the optimality criterion

we use throughout this paper.

2.2.1 Separable Policy Evaluation

One fundamental question follows. What is the expected value to be gained by executing a separable

policy? We will demonstrate that it depends on the paths of states, joint actions and joint observations

that separable policy traverses during the execution. These paths refer to as sample paths (Puterman,

1994). Clearly, each trajectory of state and action pairs (st0 , at0 , . . . , at1−1, st1 ) yields a reward
∑t1

t=t0
rat (st).

In calculating the sum of reward over all possible trajectories, we need to incorporate the probability

of each of these trajectories, since state and action pairs are conditionally dependent on the executed

separable policy. For this reason, we bind each trajectory with a corresponding sample path.

More formally, a sample path ωt0:t1 = (st0 , at0 , zt0+1, . . . , at1−1, zt1 , st1 ) is a sequence of states, joint

actions, and joint observations from plan-time step t0 to plan-time step t1. Each separable policy πt0:t1

induces a probability distribution over sample paths, where the probability of any arbitrary sample path

ωt0:t1 conditional on current information state ιt0 is:

Pr(ωt0:t1 |πt0:t1 , ιt0 )
def

= Pr(st0 |ιt0 )
∏t1−1

t=t0
Pr(st+1, zt+1|st, at) · Pr(at |πt0:t1 , ωt0:t). (2)

Note that the action selection is determined implicitly through Pr(at |πt0:t1 , ωt0:t) and the dynamics of the

model M determine Pr(st+1, zt+1|st, at) = pat ,zt+1 (st, st+1). Let πt0:t1 be a separable policy, and θt0:t the joint

history in sample path ωt0:t. Then, we have that Pr(at |πt0:t1 , ωt0:t) = 1 if πt0:t1 (θt0:t) = at and zero otherwise.

As a consequence, (2) becomes:

Pr(ωt0:t1 |πt0:t1 , ιt0 ) = Pr(st0 |ιt0 )
∏t1−1

t=t0
pπt0:t1

(θt0:t),zt+1 (st, st+1) , (3)

Probability distribution Pr(ωt0:t1 |πt0:t1 , ιt0 ) is useful when defining the expected value to be gained by

following separable policy πt0:t1 from step t0 onward. Overall, separable policy πt0:t1 yields expected

value given by:

E


t1∑

t=t0

rat (st) | πt0:t1 , ιt0

 =
∑

ωt0:t1

Pr(ωt0:t1 |πt0:t1 , ιt0 )


t1∑

t=t0

rat (st)

 , (4)

where E denotes the expectation with respect to πt0:t1 and ιt0 .
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2.2.2 Optimality Criteria

A separable policy induces a distribution over sample paths which in turn induces a distribution over

the sequences of rewards the agents receive. The goal of the centralized coordinator agent is to select a

separable policy, which yields the largest reward sequence.

In this paper, we restrict our attention to finite-horizon cases where the optimality criterion is to

maximize the expected sum of rewards. This quantity is usually referred to as the return.

Definition 10. Let πt:T−1 be a separable policy with respect to M. The value function VM,πt:T−1
denotes

the expected cumulated rewards obtained if agents execute πt:T−1 from runtime step t onward starting at

information state ιt:

VM,πt:T−1
(ιt)

def

= E


T−1∑

k=t

rak (sk) | πt:T−1, ιt

 . (5)

Value function VM,πt:T−1
refers to as a t-value function. This value function further satisfies the follow-

ing recursion:VM,πt:T−1
(ιt) = VM,dt

(ιt)+ VM,πt+1:T−1
(ιt, dt). Note that quantity VM,dt

(ιt) is the immediate return

of executing decision rule dt at information state ιt, and quantity VM,πt+1:T−1
(ιt, dt) describes the future re-

turn of executing policy πt+1:T−1 from runtime step t + 1 onward starting at information state (ιt, dt). This

recursion implies an efficient procedure for computing t-value functions. It is at the core of the Bellman’s

principle of optimality (Bellman, 1957).

2.2.3 Optimality Equations

The standard definitions of optimality equations in a T -step Dec-POMDP follows.

Definition 11. Let Πt:T−1 be the separable policy set with respect to M. For all t ∈ {0, 1, . . . ,T − 1}, the

optimal t-value function V∗
M,t

(ιt) at information state ιt is V∗
M,t

(ιt)
def

= maxπ∈Πt:T−1
VM,π(ιt).

Lemma 1. Let Dt be the separable decision rule set with respect to M. For all t ∈ {0, 1, . . . ,T − 1}, the

optimality equations (or Bellman equations) at information state ιt are:

V∗
M,t

(ιt)
def

= maxdt∈Dt

(
VM,dt

(ιt) + V∗
M,t+1

(ιt, dt)
)
. (6)

For t = T, we add a boundary condition V∗
M,T

(·)
def

= 0.

Note that the optimal t-value function is written in terms of the optimal (t+1)-value function. An opti-

mal separable policy can be directly extracted from the optimal value functions. Suppose (V∗
M,t

)t∈{0,1,...,T−1}

are solutions of the optimality equations (6) subject to the boundary condition, then it is clear that an op-

timal separable policy π∗
0:T−1

= (d∗t )t∈{0,1,...,T−1} satisfies (Puterman, 1994; Bellman, 1957):

d∗t ∈ arg maxdt∈Dt

(
VM,dt

(ιt) + V∗
M,t+1

(ιt, dt)
)
. (7)

This property implies that an optimal separable policy is found by first solving the optimality equations,

and then for each runtime step choosing a separable decision rule that attains the maximum on the right

hand side of (7) for t ∈ {0, 1, . . . ,T − 1}.

3 Solving Dec-POMDPs as Continuous-State MDPs

Significant progress has been made in the size of problems solved as fully and partially observable Markov

decision processes (MDPs and POMDPs). One reason for progress in MDPs has been the use of approx-

imate dynamic programming and function approximation (Tsitsiklis and van Roy, 1996; de Farias and
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Roy, 2003; Powell, 2007) to represent the state of the system and value functions more concisely. For

POMDPs, efficient algorithms have been developed by recasting problems as belief MDPs that utilize

probability distributions over states of the system, namely belief states (Smallwood and Sondik, 1973).

This belief MDP is a continuous-state MDP with a piecewise linear and convex value function, allowing

algorithms for POMDPs to scale to large problems while sometimes retaining performance bounds (Smith

and Simmons, 2004; Shani et al., 2013). To take advantage of the advances in solvers for POMDPs and

MDPs, we solve a Dec-POMDP by recasting it as a continuous-state MDP.

Section 3.1 shows that the state space of our continuous-state MDP consists of all reachable probabil-

ity distributions over states of the system and histories of the agents (which we term occupancy states),

and the action space consists of all separable decision rules mapping histories to actions. There are two

fundamental results in this section.

The primary result is a demonstration that the occupancy state is sufficient for optimal planning in

Dec-POMDPs. Then, we show in Section 3.1.4 that the optimal value functions are piecewise linear and

convex functions of the occupancy states. Consequently, POMDP algorithms can for the first time be

applied directly to Dec-POMDPs.

However, the curse of dimensionality significantly limits the scalability of POMDP algorithms. We

further present in Section 3.3 standard classical planning algorithms including A* and LRTA*, but none

of these algorithms overcome the curses of dimensionality. This highlights the necessity for compact

representations of occupancy states, value functions and separable decision rules, as discussed in Sections

4.

3.1 Information State

At every plan-time step, the centralized coordinator agent selects the best separable decision rule for the

current information state. We rank separable decision rules based on the expected value to be gained by

executing a separable decision rule starting at the current information state. In calculating these expected

values, we need to compute the probability of all possible sample paths conditional on the current infor-

mation state. As the number of sample paths grows exponentially with increasing time steps, computing

these conditional probabilities quickly becomes prohibitive. Given that this operation occurs at every time

step, we suggest an alternative representation of the information state that can maintain these conditional

probabilities over time steps.

3.1.1 Occupancy State

We introduce the concept of occupancy state as an alternative representation of the information state, that

is able to maintain the conditional probabilities necessary for estimating the expected value to be gained

by executing a separable decision rule starting at a given information state.

Definition 12. The t-th occupancy state is defined as the posterior probability distribution of being in

state st and joint history θt given information state ιt, i.e., ηt(st, θt)
def

= Pr(st, θt |ιt), ∀t ∈ {0, 1, . . . ,T }. We

denote △t the tth-step occupancy simplex, that is, the set of all possible t-th occupancy states.

The occupancy state represents a predictive model about states the system may end up in and joint

histories agents may experience given an information state. In other words, we only maintain state and

joint history pairs that are reachable from under the information state.

A related concept is the occupancy history that is a probability distribution over the initial belief and

joint histories: ηt(θt)
def

= Pr(b0, θt |ιt). We use ηt to denotes occupancy histories by abuse of notation.

Occupancy histories maintain only reachable joint histories, yet they preserve all the information we have
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in the occupancy states:

ηt(st, θt)
def

= Pr(st, θt |ιt),

= Pr(b0, θt |ιt) · Pr(st |b0, θt), (conditional probability)

= ηt(θt) · bt(st). (Definition 7)

Quantity bt describes the belief about the state of the system conditional on joint history θt and initial

belief state b0. We will be using both concepts interchangeably.

It will be proved useful to reason about the local information an agent has about the state of the

process. To this end, we introduce the notion of local occupancy states of agent i ∈ I. Intuitively, a

local occupancy state of agent i ∈ I is the projection of an occupancy state onto histories of the other

agents and one history of agent i ∈ I. More formally, local occupancy state ηt(θ
i) from occupancy state

ηt and history θi is defined at state s and history θ j by: ηt(θ
i)(s, θ j)

def

= ηt(s, θi, θ j). It is worth noticing

that local occupancy states are not probability distributions, i.e., they do not necessary sum to one. The

following demonstrates the sufficiency of the occupancy state with respect to the information state for

optimal decision making in Dec-POMDPs.

3.1.2 Plan-Time Sufficient Statistic

We demonstrate that the occupancy state is a sufficient statistic at the plan-time, i.e., a plan-time sufficient

statistic. That is, given the occupancy state, no additional data about the current information state would

provide any further information about the current state of the process at plan-time. The remainder of this

section states a rather important theorem and provides a complete proof.

Theorem 1. Let θt be a t-step joint history, for all time step t ∈ {0, 1, . . . ,T }. Then

(a) Occupancy state ηt = (Pr(s, θt |ιt))s∈S ,θt∈Θt
is a plan-time sufficient statistic of ιt.

(b) Occupancy state ηt+1 depends on current occupancy state ηt and separable decision rule dt:

ηt+1(s′, (θt, at, zt+1)) = 1{at}(dt(θt))
∑

s∈S ηt(s, θt) · p
at ,zt+1 (s, s′),

for any arbitrary s′ ∈ S , at ∈ A, zt+1 ∈ Z and θt ∈ Θt.

Proof. Part (a) follows directly from the definition of separable decision rules and the evaluation of sep-

arable decision rules. To demonstrate part (b), we need to show that the occupancy states describe a

process that is Markov. In demonstrating this we also derive a procedure for updating the occupancy

states. Let ιt be our information state prior to plan-time t plus additional information that a particular sep-

arable decision rule was recorded. By definition 12, we make explicit the relation between the occupancy

state and the information state as follows: for any arbitrary state st and joint history θt,

ηt(st, θt)
def

= Pr(st, θt |ιt). (8)

The substitution of (9) into (8) yields

ηt(st, θt) = Pr(st, θt |ιt−1, dt−1). (9)

The expansion of the right-hand side of (9) over all states of the system at the end of plan-time t − 1

produces

ηt(st, θt) =
∑

st−1∈S
Pr(st−1, st, θt |ιt−1, dt−1). (10)

The expansion of the joint probability in (10) as the product of conditional probabilities results in

ηt(st, θt) =
∑

st−1∈S
Pr(at−1|θt−1, dt−1) · Pr(st, zt |st−1, θt−1, ιt−1, dt−1) · Pr(st−1, θt−1|ιt−1, dt−1), (11)
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The first factor denotes the joint action at−1 separable decision rule dt−1 prescribes at θt−1, since we

assume throughout this paper separable decision rules are deterministic Pr(at−1|θt−1, dt−1) ∈ {0, 1}. In

fact, Pr(at−1|θt−1, dt−1) = 1 if πt−1(θt−1) = at−1, otherwise Pr(at−1|θt−1, dt−1) = 0. So, Pr(at−1|θt−1, dt−1) =

1{at−1}(dt−1(θt−1)), where 1F is an indicator function.

The second factor on the right-hand side of (11) is the transition probability:

ηt(st, θt) = 1{at−1}(dt−1(θt−1))
∑

st−1∈S
pat−1,zt (st−1, st) · Pr(st−1, θt−1|ιt−1, dt−1). (12)

The last factor defines the prior occupancy state ηt−1 at state st−1 and joint history θt−1, which does not

depend on the current separable decision rule dt−1. Overall (10) becomes

ηt(st, θt) = 1{at−1}(dt−1(θt−1))
∑

st−1∈S
pat−1,zt (st−1, st) · ηt−1(st−1, θt−1). (13)

The important feature of (13) is that the calculation of the occupancy state after plan-time t requires

only the occupancy state of the previous plan-time t − 1 and the current separable decision rule. Thus,

the occupancy state summarizes all information gained prior to plan-time t and represents a sufficient

statistic for the complete history of the planning process. In fact, (13) describes the possible transitions

for a continuous-state Markov decision process in which states are occupancy states and actions are

separable decision rules. For this planning process, the transitions are deterministic but the state space is

continuous. �

3.1.3 Occupancy Markov Decision Processes

With Theorem 1 as a background, one can select a separable decision rule based on the current occupancy

state instead of the information state. To make the relation between occupancy states and separable

decision rules clear, consider the Markov decision process described by the occupancy states; we call it

an occupancy Markov decision process.

Definition 13. Let M̂ ≡ (△, A, R, P, b0,T ) be the occupancy Markov decision process with respect to

decentralized partially observable Markov decision process M, where:

• △ = ∪t∈{0,1,...,T } △t is the occupancy simplex, where η0 = b0 is the initial occupancy state.

• A = ∪t∈{0,1,...,T } Dt is the separable decision rule set.

• R : △ × A 7→ R is a reward function: the reward at (ηt, dt) is R(ηt, dt)
def

= VM,dt
(ηt).

• P : △ × A 7→ △ is a transition rule: next occupancy state ηt+1
def

= P(ηt, dt) given (ηt, dt).

• T denotes the planning horizon.

The following property is an immediate consequence of Theorem 1.

Corollary 1. Let M̂ be the occupancy Markov decision process with respect to M. Then, optimal value

functions of M are solutions of the optimality equations of M̂: for t ∈ {0, 1, · · · ,T − 1},

V∗
M,t

(ηt)
def

= maxdt∈A

(
R(ηt, dt) + V∗

M,t+1
(P(ηt, dt))

)
. (14)

For t = T, we add a boundary condition V∗
M,T

(·)
def

= 0. Furthermore, the occupancy MDP M̂ is such that

an optimal separable policy for it, together with the correct estimation of the occupancy states, will give

rise to an optimal behavior for the original Dec-POMDP M.

Proof. The result is obviously true when t = T . Suppose now that the optimality equations (14) provide

the optimal separable decision rules for t + 1, t + 2, · · · ,T with respect to M. Then by using optimality

equations (6), Theorem 1 and the induction hypothesis, we obtain:

V∗
M,t

(ιt) = maxdt∈A

(
VM,dt

(ιt) + V∗
M,t+1

(ιt, dt)
)
, (optimality equations (6))

= maxdt∈A

(
R(ηt, dt) + V∗

M,t+1
(P(ηt, dt))

)
. (Definition 13 and Theorem 1)

This proves the desired result. �
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3.1.4 Piecewise-Linearity and Convexity

We are now ready to present one of the main results of this paper, that is, the piecewise-linearity and

convexity of value functions solution of the optimality equations (14). To see where this piecewise-linear

and convex structure comes from, imagine selecting a particular separable policy and evaluating its return

starting from different occupancy states. Once a separable policy, a joint history and an initial state

are specified, the future return is an independent function of the occupancy states. It is because of this

conditional independence that the optimal value functions are linear in any arbitrary occupancy state.

Formally, let Ψ(π, ·) be a mapping that specifies separable policy tree Ψ(π, θt) to be used given joint

history θt and separable policy π. Define βπt to be a length-n|Θt | vector such that βπt (θt, st) is the expected

value VM,Ψ(π,θt)(st) of executing separable policy tree Ψ(π, θt) starting from state st ∈ S . Then, the value

of executing separable policy π starting from occupancy state ηt is

VM,π(ηt) =
∑

st∈S

∑
θt∈Θt

ηt(st, θt) · β
π
t (st, θt).

It will be useful, in the following exposition, to express this more compactly, i.e., VM,π(ηt) = 〈ηt, β
π
t 〉. To

build an optimal separable policy, we execute different separable policies from different initial occupancy

states. Then, V∗
M,t

(ηt) = maxπ∈Πt:T−1
〈ηt, β

π
t 〉. This definition of the optimal value function leads us to some

important geometric insights into its form. We note that each separable policy induces function βπ that is

linear in ηt, and V∗
M,t

is the upper envelope of this collection of functions. So, V∗
M,t

is a piecewise-linear

and convex function of occupancy states.

Theorem 2. Optimal value functions (V∗
M,t

)t∈{0,1,··· ,T } are piecewise-linear and convex functions of the

occupancy states. Thus, for all t ∈ {0, 1, · · · ,T −1}, there exists a finite set of length-n|Θt | vectors Λt such

that, for any arbitrary occupancy state ηt ∈ △, we have:

V∗
M,t

(ηt) = maxβt∈Λt
〈ηt, βt〉 . (15)

Proof. We show that (15) holds by induction. Since V∗
M,T

(ηT ) = 0 for all ηT ∈ △, we have that V∗
M,T

(ηT ) =

maxβT∈ΛT
〈ηT , βT 〉, where βT (·) = 0 and ΛT = {βT }. Hence the property holds for k = T . Assume that

the property holds for k ≥ t + 1, that is, V∗
M,k

(ηk) = maxβk∈Λk
〈ηk, βk〉. Now we want to prove the property

for k = t. To this end, we first note that the immediate reward R(ηt, dt) can be rewritten as a linear

combination 〈ηt, β
dt

t 〉, where β
dt

t (s, θt)
def

= rdt(θt)(s) denotes the immediate reward to be gained by executing

dt starting from state s ∈ S and joint history θt ∈ Θt. Next, we note that the future reward V∗
M,t+1

(P(ηt, dt))

can in turn be rewritten as the maximum over linear combinations maxβt+1∈Λt+1
〈ηt p

dt , βt+1〉, where pdt

is a (n × |Θt |) × (n × |Θt+1|) transition matrix that transforms any t-th occupancy state into a (t + 1)-th

occupancy state. For any arbitrary states s, s′ ∈ S , joint history θt ∈ Θt and joint observation z ∈ Z, we

have that pdt (s, θt; s′, θt, dt(θt), z)
def

= pdt(θt),z(s, s′). With these linear transformations as a background, we

successively obtain:

V∗
M,t

(ηt)
def

= maxdt∈A

(
R(ηt, dt) + VM,t+1(P(ηt, dt))

)
, (Corollary 1)

= maxdt∈A

(
〈ηt, β

dt

t 〉 +maxβt+1∈Λt+1
〈P(ηt, dt), βt+1〉

)
, (Inductive Hypothesis)

= maxdt∈A maxβt+1∈Λt+1

(
〈ηt, β

dt

t 〉 +
〈
ηt p

dt , βt+1

〉)
. (Rearranging Terms)

(16)

If we denote (pdt )⊤ the transpose of pdt , (16) becomes

V∗
M,t

(ηt) = maxdt∈A maxβt+1∈Λt+1

(
〈ηt, β

dt

t + βt+1(pdt )⊤〉
)
.

Finally, if we let Λt be the set of all length-n|Θt | vectors βt
def

= β
dt

t +βt+1(pdt )⊤ for all separable decision

rules dt ∈ Dt and all vectors βt+1 ∈ Λt+1, then V∗
M,t

(ηt) = maxβt∈Λt
〈ηt, βt〉. �
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3.2 Solving Occupancy MDPs as Belief MDPs

This section presents a basic approach to solving occupancy MDPs while exploiting the piecewise-

linearity and convexity property of the optimal value functions.

We build upon the traditional finite-horizon POMDP decision theory (Smallwood and Sondik, 1973;

Kaelbling et al., 1998; Pineau et al., 2006). The problem we confronted with POMDPs is to find a policy

for selecting actions to be executed at each runtime step that maximizes some measure of performance.

The key insight in finite-horizon POMDPs is that the optimal value functions are piecewise-linear and

convex functions of belief states. It is possible to calculate piecewise-linear and convex value functions

for the entire belief simplex through exact iterative updates (Smallwood and Sondik, 1973; Kaelbling

et al., 1998; Zhang and Zhang, 2001). But the size of the value functions generated by exact updates is

exponential in the horizon of the problem. As such, the exact computation of the value functions does not

scale beyond small toy problems.

Alternatively, the value functions can be iteratively improved using update operations over specific

belief states, known as point-based updates (Pineau et al., 2006; Smith and Simmons, 2004; Dibangoye

et al., 2009b; Shani et al., 2013). Instead of computing the optimal value functions over the entire belief

simplex, we can compute the value functions only over a finite subset of belief states (Lovejoy, 1991). As

a result, the update operation is polynomial and the complexity of the value functions are bounded by the

number of belief states of interest. This method yields good policies if an optimal value function over a

subset of belief states may generalize well other belief states. To collect good belief subsets, point-based

algorithms collect only belief states that are reachable from the starting belief state b0 (Pineau et al.,

2006). Techniques of this family differ on the method used to collect the belief states as well as on the

order over which the value at those belief states are updated.

Interestingly, point-based approaches apply in any continuous-state MDP where the optimal value

functions are piecewise-linear and convex function of states, e.g., occupancy MDPs. Of this family,

heuristic search value iteration (HSVI) algorithm terminates with an optimal solution (Smith and Sim-

mons, 2004). In the remainder of this section, we show how to solve occupancy MDPs using point-based

methods, especially using the HSVI algorithm. Section 3.2.1 describes alternative representations for

piecewise-linear and convex value functions. Next, we discuss in Section 3.4 an efficient implementation

of the greedy separable decision rule selection. Finally, we present in Section 3.2.2 HSVI for occupancy

MDPs.

3.2.1 Standard PWLC Value Function Representations

We distinguish between two principal ways to represent piecewise-linear and convex value functions:

vector sets and point sets. Figure 3 depicts these value function representations.

As illustrated in Figure 3(a), the vector set Λt denotes a set of length-n|Θt | vectors, and each vector βπt
relies on a single separable policy π, so that the value at any arbitrary state s and joint history θt is given

by βπt (s, θ) = VΨ(π,θt)(s). The upper surface of vector set Λt is particularly well suited to representing a

lower bound υ
M,t

of the optimal value function. As the algorithms proceed, the lower bound gets closer to

the optimal value function V∗
M,t

, and yields new vectors with values higher than that of previous vectors.

Hence, the max operator in (15) guarantees the lower bound improved over regions of the state space

where the new vectors dominate the previous vectors.

Unlike the vector set, the point set is more suitable for representing the upper-bound value functions.

As illustrated in Figure 3(b), a point setΥt is a set of visited occupancy states along with their upper-bound

values. The convex hull of point set Υt forms a t-step upper bound ῡM,t of the optimal value function V∗
M,t

.

Then, the value of states that are not maintained in this point set are interpolated using a linear interpo-

lation method (Hauskrecht, 2000; Smith, 2007). The linear interpolation method uses two different types

of points: corner and non-corner points. The points that consist of degenerate occupancy states refer to
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Figure 3: Graph (a) shows a set of hyperplanes (or vectors) β0
t , β

1
t and β2

t each of which relies one specific

separable policy. The upper surface of the hyperplanes corresponds to a lower bound on the t-step optimal

value function. Graph (b) illustrates a set of mappings from occupancy states to values including (η1
t , v

1
t )

and (η2
t , v

2
t ). The convex hull of this point set constitutes an upper bound on the t-step optimal value

function.

as corner points, the other refer to as non corner points. Unfortunately, the complexity of this linear inter-

polation method increases with increasing points in Υt, thereby making this approach unfeasible in many

domains. Alternative approaches to the linear interpolation method have been introduced in the literature

(Hauskrecht, 2000; Armstrong-Crews and Veloso, 2008). Of this family, the sawtooth Algorithm 1 has

demonstrated impressive performances on a number of large domains.

Algorithm 1: Sawtooth Projection

function sawtooth(ηt,Υt)

y0 ←
∑

s∈S

∑
θ∈Θt
ηt(s, θ) · g0(s, θ)

forall the l ∈ {1, 2, · · · , |Υt |} do

v0 ←
∑

s∈S

∑
θ∈Θt
ηl

t(s, θ) · g0(s, θ)

ξl ← min{ηt(s, θ)/ηl
t(s, θ)|∀s,∀θ, ηl

t(s, θ) > 0}

yl ← y0 + (vlt − v
0) · ξl

return minl y
l

Intuitively, sawtooth Algorithm 1 approximates the linear interpolation method, using a formula based

on a single non-corner point (ηl
t, v

l
t) and a mapping g0 from degenerate occupancy states to upper-bound

values (corner points): for any occupancy state ηt, the upper-bound value satisfies:

ῡM,t(ηt) = min
l∈{1,...,|Υt |}

g0(ηt) + (vlt − g
0(ηl

t)) · ξ(ηt, η
l
t), (17)

where ξ(ηt, η
l
t) = min{ηt(s, θ)/ηl

t(s, θ)|∀s,∀θ, ηl
t(s, θ) > 0} represents the interpolation coefficient of oc-

cupancy state ηl
t with respect to ηt, and g0(ηt) = 〈ηt, g

0〉. It is worth noticing that lower interpolation

coefficients lead to weaker upper-bound values.

3.2.2 Heuristic Search Value Iteration

The goal of this section is to provide the reader with a methodology on how to extend point-based solvers

to occupancy MDPs. In particular, we restrict our attention to the extension of HSVI for occupancy
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MDPs. Due to the deterministic nature of occupancy MDPs, some of the contributions of HSVI do not

apply, e.g., the heuristic based on state uncertainty that is used to guide the state exploration is discarded.

When applied to occupancy MDPs, HSVI appears more like an extension of the learning real-time A*

(LRTA*) algorithm (Korf, 1990) that takes advantage of the piecewise-linearity and convexity of the

optimal value functions.

HSVI requires two-sided bounds, upper (ῡM,t)t∈{0,1,··· ,T } and lower (υ
M,t

)t∈{0,1,··· ,T } bounds on the opti-

mal value functions. In occupancy MDPs, it creates trajectories of states based only on upper bounds2.

Each such trajectory starts with the initial state. HSVI always executes a greedy action with respect to

the upper bounds, and then selects the next state based on this greedy action. Once the trajectory is fin-

ished, the upper and lower bounds are updated at each state, in the reverse order. HSVI is outlined in

Algorithm 2.

Algorithm 2: The heuristic search value iteration algorithm for occupancy MDPs

function HSVI(M, (υ
M,t

)t∈{0,1,··· ,T }, (ῡM,t)t∈{0,1,··· ,T })

while ¬Stop(η0) do Explore (η0).

function Stop(ηt)

return ῡM,t(ηt) = υM,t
(ηt).

function Explore (ηt)

if ¬Stop(ηt) then

d∗t ← arg maxdt
R(ηt, dt) + ῡM,t+1(ηt, dt).

Explore(P(ηt, d
∗
t )).

update ῡM,t and υ
M,t

at ηt.

The trajectories are interrupted once they have reached a state ηt such that ῡM,t(ηt) = υM,t
(ηt), since

there is no reason to expand an occupancy state whose optimal value is provably known (because the

bounds coincide). Finally, it is often useful to prune lower and upper bounds to maintain concise rep-

resentations, by removing either dominated vectors or points, respectively (Pineau et al., 2006; Smith,

2007).

Theorem 3. When applied to T-step occupancy MDPs, HSVI terminates in bounded time with bounds

that have their optimal values along at least one optimal path.

Proof. The proof follows directly from the completeness and the optimality of HSVI in T -step POMDPs

(Smith, 2007), since a T -step occupancy MDP can be viewed as a deterministic T -step POMDP where

states are occupancy states and actions are separable decision rules. �

Key in the theoretical guarantees of HSVI is how lower and upper bounds are represented and updated.

On the one hand, we assumed vectors β ∈ Λt in lower bounds are exhaustive look-up tables, that is,

mappings that assign one value to each state and joint history pair, which — at least in principle — are

always possible for small state spaces and short planning horizons. On the other hand, the order in which

states are updated is another key component of HSVI that speeds up the convergence. As the value of a

state depends on the value of its successors, updating the successors prior to updating the current state

may accelerate the convergence. The update of a state requires the action selection, which proceeds by

2In belief MDPs, the heuristic search value iteration algorithm creates trajectories of states based on both upper and lower

bounds to cope with the uncertainty of the model. In occupancy MDPs, the model is deterministic so we only use the upper bound

to guide the search towards optimistic states.
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the exhaustive enumeration of all actions dt ∈ Dt, that is, mappings that assign one action for every3

history. For small action spaces and hence for short planning horizons, the update is affordable.

For longer planning horizons, however, the exhaustive lookup-table and action representations and se-

lections quickly become impractical. The problem is not only the memory required for high-dimensional

look-up tables and actions, but the time and data structures required to fill them accurately. In other words,

the key issue is that of the compact representation of all look-up tables, occupancy states and decision

rules. Unfortunately, HSVI (Algorithm 2) does not circumvent the curse of dimensionality, although the

focused behavior starting with an initial state can reduce the storage requirement.

3.3 Solving Occupancy MDPs as Heuristic Search

Algorithms discussed above are algorithms for solving Markov decision problems. Although they also

apply in deterministic cases, many of their components are unnecessary for solving deterministic MDPs.

A widely used framework for deterministic problem solving in artificial intelligence is heuristic search. In

this section, we describe heuristic search algorithms for solving occupancy MDPs that can take advantage

of both the deterministic nature of the problem and the piecewise-linear and convex shape of the optimal

value functions.

Heuristic search algorithms apply to state-space search problems defined by a set of states, a set of

actions that map states to states, an initial state, and a set of goal states. The problem we face with

heuristic search is to find a sequence of actions that maps the initial state to one goal state and possibly

optimizes some measure of performance, e.g., maximizing the return (Hart et al., 1968; Pearl, 1984;

Korf, 1990). Heuristic search algorithms involve a systematic use of domain-specific knowledge in the

form of heuristic evaluation functions to focus the search and solve search problems potentially much

faster than uninformed search algorithms. In demonstrating the applicability of classical heuristic search

to solving occupancy MDPs, we begin with a brief description of standard A* (Hart et al., 1968) and

LRTA* (Korf, 1990) algorithms. Then, we describe how to transform A* and LRTA* so that they can

fully take advantage of the underlying structure in occupancy MDPs.

3.3.1 A* For Occupancy MDPs

A* (Algorithm 3) involves two lists, an open list and a closed list, to manage the systematic search of a

path from the initial state to a goal state that yields the maximum return. Initially, the open list contains

the initial state, and the closed list is empty. At each iteration, the algorithm expands the most promising

state in the open list, moves it to the closed list, and inserts its successor states into the open list. So, the

closed list always maintains states the algorithm expanded, that is, the algorithm inserted their successor

states into the open list; and the open list always keeps track of states the algorithm generated, but did not

yet expand. The algorithm terminates when the open list contains a goal state.

The order in which A* expands states depends on the heuristic evaluation function, which is written

at any arbitrary state as follows: f (ηt) = g(ηt)+h(ηt), where g(ηt) is the past cumulated reward of the best

path from the initial state to state ηt, and quantity h(ηt) denotes a static heuristic estimate of V∗
M,t

(ηt), the

optimal return from state ηt to a goal state. The behavior of A* depends to a large extend on the heuristic

h(ηt) that guides the search. If h(ηt) is admissible, that is, if it never underestimates V∗
M,t

(ηt), and if states

are expanded in order of decreasing f (ηt), then the first goal state selected for expansion has necessarily

been reached through an optimal path from the initial state, i.e., a path that maximizes the return.

Due to the deterministic nature of occupancy MDPs, A* naturally applies in our setting. Yet, A* —

as presented so far — is unable to take advantage of the piecewise-linearity and convexity property of the

optimal value functions. To supplement traditional static heuristic h, we use the point set representation

3We virtually need to define decision rules over all possible histories to fill exhaustive look-up tables accurately, although only

a few histories are reachable with respectively to the current occupancy state.
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Algorithm 3: The A* algorithm for occupancy MDPs

function A*(M, η0, h)

g(η0)← 0 and f (η0)← h(η0)

open← {η0} and closed← ∅

while open , ∅ do

η← expand( f ,open)

if η is a goal state then return f

foreach d ∈ D do

g← g(η) + R(η, d)

if P(η, d) < closed or g > g(P(η, d)) then

g(P(η, d))← g

f (P(η, d))← g + h(P(η, d))

if P(η, d) < open then open← open ∪ {P(η, d)}

function expand( f , open)
return arg minη∈open f (η)

of the upper bounds (ῡt)t∈{0,1,··· ,T } employed in HSVI together with the sawtooth interpolation. Every

time the algorithm inserts a new state into the open list, it also adds a new point into the point set,

thereby improving the heuristic as the algorithm proceeds. Relative to the standard A*, this modified

A* algorithm may generate less states before finding an optimal path. This is mainly because it uses a

heuristic that gets closer to the optimal value function as the search proceeds, whereas the standard A*

maintains a static heuristic. When the number of generated states is reasonably manageable, maintaining

the sawtooth representation is affordable and can result in significant improvement over the standard

A*. For larger numbers of generated states, however, maintaining the sawtooth representation quickly

becomes intractable. And hence, the apparent gain in the number of generated states may not fully

benefit in the total computational time required to find an optimal path.

3.3.2 LRTA* For Occupancy MDPs

For difficult search problems, A* may take too long to find an optimal solution path, and anytime algo-

rithms that find a sequence of improving solutions and eventually converge to an optimal solution can

be more useful. One example of this family is the Learning Real-Time A* (LRTA*) algorithm (Korf,

1990). Real-time algorithms are originally designed so that actions are executed in real-time, but they can

nonetheless be applied offline during a planning phase.

The LRTA* Algorithm 4 proceeds in a similar vein to HSVI, but remains significantly different. It

only maintains an upper bound on the optimal value function, and updates states forward as the trajectories

are generated. In other words, it updates states in the order in which they are generated. This results in

small improvements of the upper bound but much faster state updates since we only need to consider the

value of the immediate successor given the selected action. The LRTA* algorithm assumes the heuristic is

similar to that of the A* algorithm. This heuristic is represented using a look-up table, that is, a mapping

from states to reals. Initially, this look-up table maps each state to a value that overestimates the state’s

optimal value. In contrast to A*, this heuristic is dynamic. That is, as the algorithm proceeds, values in

the look-up table get closer to the optimal values along at least one optimal path. It provably terminates

after bounded time with an optimal solution path.

The order in which the states are expanded depends on the heuristic evaluation function, which is
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Algorithm 4: The learning real-time A* for occupancy MDPs

function LRTA*(M, (ῡM,t)t∈{0,1,··· ,T })

best← nil

while ¬Stop(η0) do Expand (η0)

function Stop(ηt)

if ηt is a goal state and h(ηt) > f (best) then best ← ηt return best , nil and h(ηt) ≤ f (best)

function Expand (ηt)

if ¬Stop(ηt) then

d∗t ← arg maxdt∈Dt
R(ηt, dt) + h(ηt, dt)

update h at P(ηt, d
∗
t )

Expand(P(ηt, d
∗
t ))

written as follows: f (ηt) = g(ηt)+h(ηt), where g(ηt) is the past cumulated reward of the current path from

the initial state to state ηt; quantity h(ηt) denotes a dynamic heuristic estimate of V∗
M,t

(ηt), the optimal

return from state ηt to a goal state. If h is admissible, the LRTA* algorithm finds a sequence of improving

solutions and eventually converges to an optimal solution. As soon as a state is selected for expansion, it

tests whether that state is a goal state; if the state is a goal state, it updates the current best solution path,

thus providing a sequence of improved lower bounds on the optimal solution path. Next, the LRTA*

algorithm tests whether the f -value of each newly-expanded state is larger than the current lower bound.

If not, the trajectory that leads to the current state starting from the initial state is stopped, and none

of its successors is expanded. Doing so permits the LRTA* algorithm to avoid the expansion of states

that cannot lead to an improved solution path, and alleviates the memory requirements. Not surprisingly,

the LRTA* algorithm applies in occupancy MDPs, but does not allow the heuristic to generalize over

the entire state space. To take advantage of the piecewise-linearity and convexity of the optimal value

functions, the sawtooth representation complements the heuristic evaluation function. As such, the values

for visited states can generalize to other states that have not been visited yet, which results in a significant

speed up of the convergence. Compared to the HSVI algorithm, this modified LRTA* algorithm requires

much less memory per state. Where the HSVI algorithm needs to maintains both lower and upper bounds

for each visited state, the LRTA* algorithm requires only the upper bound, thus resulting in non-negligible

memory savings.

The LRTA* algorithm and its family of real-time search algorithms have the property to eventually

converge to an optimal solution path, by producing successively better solution paths, especially when

the number of actions is reasonably manageable. The learning rate of these algorithms, however, is

significantly slowed down for larger state and action spaces. As a result, the LRTA* algorithm variants

we presented here can only solve occupancy MDPs with short planning horizons, since the number of

states and actions grows exponentially with the planning horizon. This highlights the impetus for compact

representations of all states, actions, and value functions.

3.4 Constraint-Based Bellman Backups

This section addresses a key impediment in the scalability of dynamic programming algorithms: the

selection of the best action for a given state. This is a core operation in every solution methods for

solving occupancy Markov decision processes. To better understand this, consider value the optimal

functions solutions of the Bellman optimality equations.

The optimal value functions (V∗
M,t

)t∈{0,1,...,T−1} are computed over occupancy states by solving the Bell-
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man optimality equations: for all t ∈ {0, 1, . . . ,T − 1},

V∗M,t(ηt) = max
dt∈Dt

(R(ηt, dt) + V∗M,t+1(P(ηt, dt))).

Each single equation entails finding the best separable decision rule for a given occupancy state and

deciding which value function to follow next. Such operation, refers to as the Bellman backup, can

be performed using a brute force enumerative approach. Unfortunately, since the number of possible

separable decision rule |Dt | grows exponentially as time goes on, the brute force approach quickly runs

out of time. In this following, we replace the brute force approach by a constraint-based approach, which

computes the best separable decision rule while circumventing the explicit enumeration of all possible

separable decision rules. To this end, it will prove useful to introduce the weighted constraint satisfaction

problem (WCSP). That is a model that has emerged as a standard manner to formalize and solve many

different combinatorial optimization problems.

Definition 14. A weighted constraint satisfaction problem (WCSP) refers to a tuple (V, X,C) where:

• V = {V1, . . . ,VK} is the set of K domains.

• X = {X1, . . . , XK} is the set of K variables, taking values from their domains.

• C = {c} is the set of reward functions used to declare preferences among possible solutions.

Each reward function c ∈ C is defined over a subset of variables, var(c) ⊆ X, called the scope of c. The

objective function f is defined as the sum of all reward functions: f (X) =
∑

c∈C c(Xvar(c)).

In our WCSPs, variables correctly assigned receive finite rewards that express their degree of prefer-

ence (the higher value the better preference) and variables not correctly assigned receive reward −∞. The

goal is to find a complete assignment of values to variables that maximizes the objective function. Next,

we present the constraint-based approaches we use to perform Bellman backups. We make a distinction

between the constraint-based approach for the lower-bound value functions and that of the upper-bound

value functions.

3.4.1 Constraint-Based Lower-Bound Bellman Backups

In this section, we consider the problem of selecting the best separable decision rule given an occupancy

state and a lower-bound value function: the lower-bound Bellman backup operator. More precisely,

we introduce a constraint-based implementation of this operator that exploits the piecewise-linearity and

convexity of the lower-bound value function. A formal definition of the lower-bound Bellman backup

operator T follows.

Let (υ
M,t

)t∈{0,1,...,T−1} be a lower-bound value function, and Λ = {β1, β2, . . . , βK} a set of vector values

that represents (υ
M,t

)t∈{0,1,...,T−1}.

Definition 15. The lower-bound Bellman backup operator T : υ
M,t
7→ Tυ

M,t
is given by: ∀ηt ∈ △t,

Tυ
M,t

(ηt) = max
dt∈Dt ,k∈{1,2,...,K}

[
R(ηt, dt) + 〈P(ηt, dt), β

k〉
]
. (18)

In introducing our constant-based approach, we need to define an intermediate operator called the

lower-bound greedy operator.

Definition 16. The operator G : υ
M,t
7→ Gυ

M,t
is referred to as the lower-bound greedy operator and

given by: ∀ηt ∈ △t, Gυ
M,t

(ηt) = arg maxdt∈Dt ,k∈{1,2,...,K}

[
R(ηt, dt) + 〈P(ηt, dt), β

k〉
]
.
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The lower-bound greedy operator selects the greedy separable decision rule and next-step vector

value given an occupancy state and a lower-bound value function. There is a close relationship between

the lower-bound Bellman backup operator and the lower-bound greedy operator. The former operator

improves the value of the lower-bound value function at a given occupancy state using the later.

Lemma 2. The lower-bound Bellman backup operator T : υ
M,t
7→ Tυ

M,t
is given by: ∀ηt ∈ △t,

Tυ
M,t

(ηt) = R(ηt, d
∗
t ) + 〈P(ηt, d

∗
t ), β∗t+1〉, (19)

where (d∗t , β
∗
t+1

) = Gυ
M,t

(ηt).

Proof. The proof follows directly from both the piecewise-linearity and convexity property of the lower-

bound value function and the definitions of the lower-bound Bellman backup operator. �

This lemma formalizes the relationship between both the lower-bound Bellman backup operator and

the lower-bound greedy operator. We are now ready to state the weighted constraint satisfaction problem

that implements the lower-bound greedy operator.

Theorem 4. Let Λt+1 = {β
1, β2, . . . , βK} be a representation of the (t + 1)-th lower-bound value function

υ
M,t+1

, and ηt an occupancy state. Then, Gυ
M,t

(ηt) is a solution of the weighted constraint satisfaction

problem (V, X,C) where:

• V = {Vθ,K|∀θ ∈ Θ : ηt(θ) > 0} is the set of domains, especially Vθ = A denotes the set of mappings

from joint history θ to any joint action, and K = {1, 2, . . . ,K} denotes the indexes of vector values

in Λt+1.

• X = {Xθ, XK |∀θ ∈ Θ : ηt(θ) > 0} is the set of variables, in particular Xθ takes values in domain Vθ,

the set of mappings from joint history θ to actions; and XK takes values in K .

• C = {cθ|∀θ ∈ Θ : ηt(θ) > 0} is the set of reward functions cθ, such that:

cθ(Xθ 7→ a, XK 7→ k) =
∑

s

ra(s) · ηt(s, θ) +
∑

z

∑

s

ηt(s, θ) · pa,z(s, s′) · βk(s, θ, a, z).

Proof. To prove this result, we start with the standard Bellman backup operator given occupancy state ηt

and lower bound Λt+1:

Gυ
M,t

(ηt) = arg maxdt∈Dt ,k∈K

[
R(ηt, dt) + 〈P(ηt, dt), β

k〉
]
,

= arg maxdt∈Dt ,k∈K

∑
θ 1{dt(θ)}(a)

(∑
s ra(s) · ηt(s, θ) +

∑
z

∑
s ηt(s, θ) · pa,z(s, s′) · βk(s, θ, a, z)

)
,

= arg maxdt∈Dt ,k∈K

∑
θ 1{dt(θ)}(a) · cθ(Xθ 7→ a, XK 7→ k),

= arg maxdt∈Dt ,k∈K
f (dt, β

k).

Which ends the proof. �

The problem of efficiently solving weighted constraint satisfaction problems goes beyond the scope

of this paper. It is well known that WCSPs are in NP (Dechter, 2003). Fortunately, this problem is not

new, so we rely on exact algorithms from the literature. In fact, there is a large literature on methods to

solving WCSPs, exact methods include bucket elimination (Dechter, 1999), branch-and-bound algorithms

(de Givry et al., 2005; Cooper et al., 2010); approximate algorithms also exists (Dechter, 1997; Dechter

and Rish, 2003).
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3.4.2 Constraint-Based Upper-Bound Bellman Backups

In this section, we consider the problem of selecting the best separable decision rule given an occupancy

state and an upper-bound value function: the upper-bound Bellman backup operator. More precisely,

we introduce a constraint-based implementation of this operator that exploit the piecewise-linearity and

convexity of the upper-bound value function. A formal definition of the upper-bound Bellman backup

operator H follows.

Definition 17. The upper-bound Bellman backup operator H : ῡM,t 7→ HῡM,t is given by: ∀ηt ∈ △t,

HῡM,t(ηt) = max
dt∈Dt

[
R(ηt, dt) + sawtooth(P(ηt, dt),Υt+1)

]
. (20)

Next, we reformulate the upper-bound Bellman backup operator to make explicit the parameters and

operators involved. To this end, we consider the point setΥt+1, the sawtooth representation of the (t+1)-th

upper bound value function ῡM,t+1.

Lemma 3. The upper-bound Bellman backup operator H : ῡM,t 7→ HῡM,t is given by: ∀ηt ∈ △t,

HῡM,t(ηt) = max
dt∈Dt

[
R(ηt, dt) + g

0(P(ηt, dt)) +min
l∈L

max
θ : ηl(θ)>0

P(ηt, dt)(θ)

ηl(θ)
(vl − g0(ηl))

]
, (21)

where g0 denotes the initial upper-bound value function and L = {1, 2, . . . , |Υt+1|}.

Proof. The following equalities hold by definition of operator T and sawtooth interpolation method:

HῡM,t(ηt) = max
dt∈Dt

[
R(ηt, dt) + sawtooth(P(ηt, dt),Υt+1)

]
, (22)

= max
dt∈Dt

[
R(ηt, dt) + g

0(P(ηt, dt)) +min
l∈L

(vl − g0(ηl)) · ξ(P(ηt, dt), η
l)

]
. (23)

Quantity ξ(P(ηt, dt), η
l) denotes the interpolation coefficient, where:

ξ(η, ηl) = min
s,θ : ηl(s,θ)>0

η(s, θ)

ηl(s, θ)
, (24)

= min
θ : ηl(θ)>0

η(θ)

ηl(θ)
. (25)

The last equality holds since the probability of being in state s ∈ S given occupancy state η and joint

history θ depend only upon the probability of have experienced joint history θ, that is, η(θ). In other

words, if two occupancy states η′ and η are such that η′(θ) > 0 and η(θ) > 0, then ∀s ∈ S , then we have

that η′(s, θ) = η(s, θ). The following equality follows by multiplying both side of the last equality by

(vl − g0(ηl)) since vl ≤ g0(ηl):

ξ(η, ηl) · (vl − g0(ηl)) = max
θ : ηl(θ)>0

η(θ)

ηl(θ)
· (vl − g0(ηl)). (26)

We conclude the proof by replacing ξ(η, ηl) · (vl − g0(ηl)) by maxθ : ηl(θ)>0
η(θ)

ηl(θ)
· (vl − g0(ηl)) in (23):

HῡM,t(ηt) = max
dt∈Dt

[
R(ηt, dt) + g

0(P(ηt, dt)) +min
l∈L

max
θ : ηl(θ)>0

P(ηt, dt)(θ)

ηl(θ)
· (vl − g0(ηl))

]
. (27)

Which ends the proof. �
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This lemma reveals that the upper-bound Bellman backup operator is a non-standard Bellman op-

erator, since it involves both max and min operators. The upper-bound Bellman backup is an operator

according to which separable decision rules are ranked on the basis of their worst-case return with re-

spect to points in the point set. That is, a Wald’s maximin model (Wald, 1939). Our weighted constraint

satisfaction problem formulation (Definition 14) involves only a max operator. Thus, there is no single

weighted constraint satisfaction problem that can implement the upper-bound Bellman backup operator.

Wald’s maximin model can be reformulated as a mixed-integer linear program. With this insight

as a background, one can recast the upper-bound Bellman backup operator into a mixed-integer linear

program: ∀ηt ∈ △t,

HῡM,t(ηt) = max
dt∈Dt ,u∈R

u (28)

s.t. u ≤ W(ηt, dt, p
l), ∀l ∈ L, (29)

where W(ηt, dt, p
l) = R(ηt, dt)+sawtooth(P(ηt, dt), {p

l}). Unfortunately, solving this mixed-integer linear

program remains an open problem. Instead of solving this problem, we suggest to split this optimization

problem into |L| mixed-integer linear programs, one for each point in the point set. The mixed-integer

linear program above can be reformulated as follows:

HῡM,t(ηt) = max
ℓ∈L

max
dt∈Dt

W(ηt, dt, p
ℓ) (30)

s.t. W(ηt, dt, p
ℓ) ≤ W(ηt, dt, p

l), ∀l ∈ L\{ℓ}. (31)

Let Hℓ : Hℓ 7→ HℓῡM,t be the upper-bound Bellman operator for parameter ℓ, such that:

HℓῡM,t(ηt) = max
dt∈Dt

W(ηt, dt, p
ℓ) (32)

s.t. W(ηt, dt, p
ℓ) ≤ W(ηt, dt, p

l), ∀l ∈ L\{ℓ}. (33)

Then, the upper-bound Bellman operator H can be rewritten as follows:

HῡM,t(ηt) = max
ℓ∈L

HℓῡM,t(ηt). (34)

In other words, quantity HῡM,t(ηt) is the maximum outcome among HℓῡM,t(ηt) for all ℓ ∈ L. Next, we

introduce a constraint-based approach to solving HℓῡM,t(ηt) for each parameter ℓ ∈ L.

It is worth noticing that optimization problems HℓῡM,t(ηt) are mixed-integer linear programs, but

the unconstrained variant of this problem, Equation (32), is a weighted constraint satisfaction problem.

Unfortunately, solutions of that WCSP need not be feasible solutions with respect to constraints Equation

(33). To take into account those constraints, we propose an iterative procedure, which involves solving a

WCSP and thereafter checking for feasibility. The procedure terminates once a feasible solution is found,

we will demonstrate this solution is a feasible solution with the highest return. At each iteration, our

procedure adds the previous non feasible solutions into the previous WCSP as a nogood4. The weighted

constraint satisfaction problems of interest follow.

Theorem 5. The best separable decision rule dℓt at occupancy state ηt relative to pℓ ≡ (ηℓ, vℓ) is the

solution of the weighted constraint satisfaction problem (V, X,Cℓ) where:

• V = {Vθ,Vℓ |∀θ ∈ Θ : ηt(θ) > 0} is the set of domains, especially Vθ = A denotes the set of mappings

from joint history θ to any joint action, and Vℓ = {∀θ
′ ∈ Θ : ηℓ(θ′) > 0}.

• X = {Xθ, Xℓ |∀θ ∈ Θ : ηt(θ) > 0} is the set of variables, in particular Xθ takes values in domain Vθ,

the set of mappings from joint history θ to actions, and Xℓ takes values in Vℓ.

4A nogood is a constraint, which forbids the selection of certain solutions.
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• Cℓ = {cθ, nogood|∀θ ∈ Θ : ηt(θ) > 0} is the set of reward functions, such that reward function cθ is

given by:

cθ(Xθ 7→ a, Xℓ 7→ θ
′) =

∑

s

ra(s) · ηt(s, θ) + g0(P(ηt, θ, a)) +
P(ηt, θ, a)(θ′)

ηℓ(θ′)
· (vℓ − g0(ηℓ)),

and nogood constraint is given by: nogood(sol 7→ (dt, θ
′)) = −∞. for non feasible solutions (dt, θ

′),

otherwise nogood(sol 7→ (dt, θ
′)) = 0. Notice that P(ηt, θ, a) describes the probability of all joint

histories conditional on occupancy state ηt, joint history θ, and joint action a.

The objective function is defined as the sum all constraints f ℓ(X) =
∑
θ cθ(Xvar(cθ)) + nogood(X).

Proof. To prove this result, we need to demonstrate the objective function of this weighted constraint

satisfaction problem corresponds to the separable decision rule dt (and joint history θ′) which maximize

HℓῡM,t(ηt). Define quantity W(ηt, dt, θ
′, pℓ) as follows:

W(ηt, dt, θ
′, pℓ)

def

= R(ηt, dt) + g
0(P(ηt, dt)) +

P(ηt, dt)(θ
′)

ηℓ(θ′)
· (vℓ − g0(ηℓ)).

Given that functions R, P and g0 are linear and depend only upon the history, one can write the following

with no risk of loosing important information:

W(ηt, dt, θ
′, pℓ)

def

=
∑

θ


∑

s

rdt(θ)(s) · ηt(s, θ) + g0(P(ηt, θ, dt(θ))) +
P(ηt, θ, dt(θ))(θ

′)

ηℓ(θ′)
· (vℓ − g0(ηℓ))

 ,

=
∑

θ

cθ(Xθ 7→ dt(θ), Xℓ 7→ θ
′).

Thus, one can rewritten HℓῡM,t(ηt) as follows:

HℓῡM,t(ηt) = max
dt∈Dt ,θ′∈Vℓ

W(ηt, dt, θ
′, pℓ) + nogood(dt, θ

′),

= max
dt∈Dt ,θ′∈Vℓ

f ℓ(dt, θ
′).

where nogood penalizes the unfeasible solutions, and f ℓ denotes the objective function of our weighted

constraint satisfaction problem. This ends the proof. �

In the remainder of this paper, we focus on how equivalence relations among histories provide us with

lossless dimension reduction models that transform (a) any occupancy state into a compact occupancy

state; and (b) any exhaustive look-up table into a compact look-up table. We also discuss incremental

algorithms for automatically constructing these dimension reduction models. Finally, we present a novel

search algorithm that takes advantage of compact representations to solve occupancy MDPs.

4 Compact Representations

Section 3 demonstrates that the information states and value functions can be represented in a vector

space, the occupancy simplex, with no loss of important information. Unfortunately, the dimension of

the occupancy state and of the value functions are proportional to the size of the joint history set, which

increases exponentially with increasing time — making standard dynamic programming and heuristic

search algorithms impractical. In this section, we propose dimension reduction models, based on equiva-

lence relations among histories, which enable lossless compact representations.
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The remainder of this section is organized as follows. We first present, in Section 4.1, the concept of

history equivalence relations and practical implications. Section 4.2 describes probabilistic history equiv-

alence relations that make possible lossless clustering of histories and lossless compact representations

of occupancy states and separable decision rules. Next, we present, in Section 4.4, value-based history

equivalence relations that ease lossless clustering of histories and lossless compact representations of

value functions. Throughout this section, we show algorithmic benefits and drawbacks of feature-based

dimension reduction models we use, and compares them to the original spaces.

4.1 History Equivalence Relations

Solving occupancy MDPs involves mapping an action to each reachable history to so that the return is

as larger as possible. Since the number of histories grows exponentially with time, it quickly becomes

intractable to map an action to each reachable history. For this reason, we want to group together histories

that are equivalent. Equivalence relations have to be defined in such a way that important properties are

preserved, i.e., the ability to eventually find an optimal solution. Equivalence relations between histories

can alternatively serve as a means to enhance the value function generalization. That is, to extrapolate

values from one history to another one.

Definition 18. Let E be an equivalence relation over individual histories, where individual histories of

distinct agents cannot be equivalent.5 For all agents i ∈ I, let [θi]E be the set of histories in Θi that are

equivalent to history θi with respect to equivalence relation E. We also refer to [θi]E as the equivalence

class of θi with respect to E.

An equivalence relation between individual histories induces an equivalence relation between joint

histories. Specifically, for any joint history θ = (θ1, θ2, · · · , θ|I|), the equivalence class of θ with respect

to E is given by [θ]E
def

= ([θ1]E , [θ
2]E , · · · , [θ

|I|]E). Informally, an equivalence relation partitions the joint-

history space Θ into K disjoint subsets (Θk)k∈{1,2,··· ,K}, each of which represents an equivalence class with

respect to E.

Definition 19. An individual-history label ℓi in Θi
ki is the 1st individual history in the lexicographic order

of individual histories in Θi
ki of agent i ∈ I. A joint-history label ℓ = (ℓi)i∈I in subset Θk=(ki)i∈I

is the

|I|-tuple of individual-history labels, one per agent. We denote L i and L the individual-history and

joint-history label sets, respectively.

Given equivalence relation E, any joint history θ ∈ Θ belongs to a single partition Θk for some

k ∈ {1, 2, · · · ,K}. For the sake of simplicity, we replace the identity of partition Θk by that joint-history

label ℓ ∈ Θk. We are now ready to define the transformation rule of an equivalence relation.

Definition 20. A transformation rule of equivalence relation E is a function ζE : Θ′ 7→ L , defined by

ζE(θ) = ℓ, where Θ′ ⊆ Θ, ℓ ∈ [θ]E and ∀θ′ ∈ [θ]E we have that ℓ ≤lex θ
′.

Remark 1. It is crucial to define transformation rule ζE : Θ′ 7→ L of equivalence relation E as a function

over a subset of the entire joint history set Θ. This permits us to represent ζE in a compact manner, which

would not be the case if we allowed ζE to be defined over the entire joint history set. The choice of Θ′ will

come naturally in the algorithm.

An equivalence relation between individual histories yields an equivalence relation between joint

histories, which in turn yields an equivalence relation between: individual and separable decision rules;

individual and separable policies; occupancy states; and value functions. The purpose of this section is

to provide an efficient way to represent these concepts using equivalence relations between individual

5This is equivalent to considering one equivalence relation per agent.
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histories. Before proceeding any further, we start with a general definition of a compact representation of

any function defined over the entire joint history set Θ. In general, compact representations are lossy. In

this paper, we design them so as to preserve the ability to eventually find an optimal solution.

Definition 21. Let E be an equivalence relation between individual histories, and g : Θ 7→ V be a function

mapping joint histories θ ∈ Θ to values v ∈ V. A compact representation ĝ of function g consists of a

triplet (gE , ζE , vE). That is, a function gE : L 7→ V, a transformation rule of equivalence relation E, such

that, for any joint history θ denoted ζE : Θ′ 7→ L , and a default value vE ∈ V, such that: for any arbitrary

joint history θ ∈ Θ,

ĝ(θ) =

{
gE(ζE(θ)) if θ ∈ Θ′,

vE otherwise.

The relation between g and ĝ is explicit whenever θ ∈ Θ′, that is g(θ) = ĝ(θ).

This definition lays the foundation of the compact representations based on equivalence relations for

all decision rules, policies, value functions, and occupancy states. The following makes explicit how to

compute and represent (gE , ζE , vE) such that ĝ approximates arbitrarily accurately well g. In the following

Sections 4.1.1, 4.1.2, and 4.1.3, we assume we know E and thus ζE , which depends only upon E. And

hence, the only unknown is gE . In Sections 4.2 and 4.4, we relax these assumptions, and present different

equivalence relations together with associated transformation rules.

4.1.1 Compact Occupancy States

In this section, we introduce the concept of compact occupancy state, as a means of reducing the over-

whelming memory requirement of full occupancy states, while preserving the ability to eventually find

an optimal solution.

Definition 22. Let E be an equivalence relation between individual histories, and η be any arbitrary

occupancy state. A compact occupancy state η̂ of η is based on a pair (ηE , ζE), which consists of a distri-

bution of probabilities over state and joint-history label pairs ηE and a transformation rule ζE : Θ′ 7→ L

of E, such that: for all state s ∈ S and joint history θ ∈ Θ,

η̂(s, θ) =

{
ηE(s, ζE(θ)) if θ = ζE(θ),

0 otherwise,

where ηE(s, ℓ) =
∑
θ∈[ℓ]E

η(s, θ) for all state s ∈ S and all joint-history label ℓ ∈ L .

This definition can be alternatively stated as follows. For any occupancy state η, we call compact

occupancy state with respect to E, an occupancy state η̂ based on (ηE , ζE), where ηE is defined over

states and joint-history equivalence classes (joint-history labels). Intuitively, distribution ηE reassigns the

probability mass of each equivalence class [θ]E to joint-history label ℓ in [θ]E . Furthermore, compact

occupancy states are full occupancy states where the probability mass is focused over a small number of

state and joint-history pairs.

4.1.2 Compact Decision Rules and Policies

In this section, we extend the concept of compact representation to decision rules and policies. In par-

ticular, we define compact decision rules as mappings from histories to actions, that prescribe the same

actions to equivalent histories; and we further define compact policies as sequences of compact decision

rules.
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Definition 23. Let E be an equivalence relation between individual histories, and di an individual de-

cision rule of agent i ∈ I. A compact decision rule d̂i with respect to E and di is specified by a triplet

(di
E
, ζE , a

i) such that, for any individual history θi:

d̂i(θi) =

{
di

E
(ζE(θi)) if θ ∈ Θ′,

ai otherwise,

where di
E

(ℓi) = di(ℓi) for any arbitrary individual-history label ℓi ∈ L i.

This definition states that a compact decision rule is a full decision rule, except that histories that are

equivalent with respect to a specified equivalence relation E, prescribe the same action. We denote Di
t,E

the t-step compact decision rule set of agent i, and Dt,E the t-step compact separable decision rule set dt,E

with respect to E and dt ∈ Dt. Notice that there might be different equivalence relations from one time

step to another, or one agent to another. We further extend this concept to equivalent policies.

Definition 24. Let E ≡ (Et)t∈{0,...,T−1} be equivalence relations between individual histories, and πi be an

individual policy of agent i ∈ I. A compact individual policy π̂i, with respect to E and individual policy

πi, is given by a sequence of compact individual decision rules 〈d̂i
0
, d̂i

1
, . . . , d̂i

T−1
〉 with respect to E and πi.

4.1.3 Compact Vectors and Points in Value Functions

We have demonstrated that piecewise linear and convex functions can be represented using either vector

or point sets. In this section, we describe how to represent vectors or points in a compact way using

compact representations based on an equivalence relation between individual histories.

Definition 25. Let E be an equivalence relation between joint histories, and β ∈ Rn|Θ| a vector value. A

compact vector β̂, with respect to E and β, is based on a triplet (βE , ζE , vE). That is, a vector βE ∈ R
nK , a

transformation rule ζE : Θ′ 7→ L of E, and a lower-bound value v
E

, such that:

β̂(s, θ) =

{
βE(s, ζE(θ)) if θ ∈ Θ′,

v
E

otherwise,

where βE(s, ℓ) = minθ∈[ℓ]E
β(s, θ) for any arbitrary state s ∈ S and joint-history label ℓ ∈ L .

Definition 26. Let E be an equivalence relation between joint histories, and (non-corner) point p ≡ (η, g)

given by a full occupancy state η and a full function g. A compact point p̂ ≡ (η̂, ĝ), with respect to E

and p, consists of a compact occupancy state η̂ and a compact function ĝ. The compact function ĝ, with

respect to E and g, is based on a triplet (gE , ζE , v̄E). That is, a function gE : L 7→ R, a transformation

rule ζE : Θ′ 7→ L of E, and an upper-bound value v̄E , such that:

ĝ(θ) =

{
gE(ζE(θ)) if θ ∈ Θ′,

v̄E otherwise,

where gE(ℓ) = maxθ∈[ℓ]E
g(θ) for any arbitrary joint-history label ℓ ∈ L .

These definitions are driven by how we actually use vector and point sets. Because we use vectors

to represent lower bounds, it is natural the maintain in βE the lowest value for each equivalence class.

On the contrary, as we use points to represent upper bounds, gE keeps track of the highest value for each

equivalence class. This ensures that our compact representations preserve the ability to bound the optimal

value function. Relative to standard full representations, our compact representations are weaker bounds

over many occupancy states. This is mainly because the compact representation are lossy over some

occupancy states. We will demonstrate that they nevertheless preserve the ability to eventually converge

to the optimal value function.
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Remark 2. There is an important property we need to guarantee in order to ensure convergence. That

is, our compact representations of lower and upper bounds need to improve over at least one occupancy

state at each step of the algorithm, and to decline over no visited occupancy states.

We are now ready to relax the assumptions we made so far. That is, we no longer assume that equiva-

lence relation E and associated transformation rule ζE are given. The following presents two equivalence

relations and their corresponding transformation rules: probabilistic equivalence (Section 4.2) and value-

based equivalence (Section 4.4) relations. Before proceeding any further, we highlight the high-level

goals of these equivalence relations

4.1.4 Equivalence Relation Families

In this paper, we focus on two families of equivalence relations: behavioral and value-preserving equiv-

alence relations. The equivalence relations we target have to be defined in such a way that they belong

to either of these relations. Each operation these relations involve over histories, including clustering of

histories through equivalence relations, will restrict the space of policies and value functions of interest.

For this reason, we define the concept of optimality-preserving operations, to characterize operations

that preserve the ability to eventually find an optimal solution.

Definition 27. Let E be an equivalence relation between individual histories. E is said to be a behavioral

equivalence relation if and only if, for any agent i ∈ I and any arbitrary pair of histories (of agent i) θia
and θi

b
that are equivalent with respect to E, it is optimality-preserving to prescribe the same future policy

for θia and θi
b
.

The behavioral equivalence relations serve as a means to group together individual histories that

can be mapped to the same policies. These relations are particularly useful to restrict our attention to

the lower-dimensional space of separable decision rules and policies. Because separable decision rules

and policies are selected based on occupancy states, behavioral equivalence relations yield also compact

representations of occupancy states.

Definition 28. Let E be an equivalence relation between joint histories. E is said to be a value-preserving

equivalence relation if and only if, for any arbitrary pair of joint histories θa and θb that are equivalent

with respect to E, it is optimality-preserving to constrain θa and θb to map to the same value.

The value-preserving equivalence relations serve as a means to cluster together joint histories that

can be mapped to the same values. These relations are particularly useful to provide lower-dimensional

representation of high-dimensional value functions, using either compact vector or point sets. The value-

preserving and behavioral equivalence relations are fundamentally different. The later essentially pro-

vides compact representations of mappings from histories to expected values; and the former produces

compact representations for mappings from histories to actions. These relations remains, however, closely

related. We will demonstrate that the behavioral equivalence that serves to build compact representation

of a policy, can also serve as a value-preserving equivalence relation for the value function of that policy.

In the following, we present examples of behavioral equivalence relations, including local proba-

bilistic and probabilistic m-truncation equivalence relations. Thereafter, we discuss a value-preserving

equivalence relation called value-based equivalence relation.

To allow our algorithms to reason based on compact occupancy states instead of full occupancy states,

we need to find equivalence relations that preserve optimality. Of this family, the probabilistic equivalence

relation can preserve important information for optimal decision-making.
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4.2 Local Probabilistic Equivalence

The probabilistic equivalence relation has been previously explored by Oliehoek et al. (2009). Roughly

speaking, two histories are probabilistically equivalent if they have the same predictive model over states

and histories of the other agents conditional on the current occupancy state6.

Definition 29. Histories θia and θi
b

are locally probabilistically equivalent (LPE) with respect to occu-

pancy state η if and only if, for any arbitrary state s ∈ S and history θ j ∈ Θ j of the other agents:

Pr(s, θ j|η, θia) = Pr(s, θ j|η, θib).

We denote [θ]Eη the probabilistically equivalent class of θ with respect to LPE Eη induced by η.

We often refer to this probabilistic equivalence relation as a local probabilistic equivalence because

it clusters histories based only upon a single occupancy state. In fact, histories that are probabilistically

equivalent with respect to one occupancy state need not be probabilistically equivalent with respect to

another one. Therefore, each occupancy state ηa induces a local probabilistic equivalence relation Ea be-

tween joint histories, which in turn yields compact occupancy state ηEa
with respect to Ea and occupancy

state η. Next, we illustrate this definition using the multi-agent tiger problem.

Example 2 (Multi-agent tiger — local probabilistic equivalence). Let us give two examples of equivalent

individual histories in the multi-agent tiger problem:

1. Let us consider agent 1’s individual histories:

θ1a = (alisten, zright, aright, zright) and

θ1b = (aright, zright, aleft, zleft).

Because they both end with an action opening a door, and thus reset the system without giving any

information about the new state, they are probabilistically equivalent independently of the other

individual histories and independently of the agents’ policies.

2. Let us consider agent 1’s individual histories:

θ1a = (alisten, zleft, alisten, zright) and

θ1b = (alisten, zright, alisten, zleft).

If, in addition, agent 2’s policy consists in performing action alisten twice during the first two time

steps (whatever its first observation), then these two histories are equivalent as they correspond to

the same distribution over states and over agent 2’s individual histories.

As illustrated by these two examples, some equivalences depend only on the structure of the Dec-POMDP

at hand, while others also depend on the agents’ (past) policies.

4.2.1 Theoretical Properties

The following provides sufficient conditions that ensure compact occupancy state ηE , with respect to a

probabilistic equivalence relation E and η, is sufficient for optimal decision making in occupancy Markov

decision processes. Such a compact occupancy state will be referred to as a lossless compact occupancy

state with respect to E and the original occupancy state η.

6The original definition by (Oliehoek et al., 2009) involves information states; given that occupancy states are sufficient statistics

for information states, our definition still holds.
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Lemma 4. Let η be an occupancy state, and E its corresponding local probabilistic equivalence relation

between histories. Locally probabilistically equivalent histories, with respect to E and η, can be clustered

while preserving optimality at occupancy state η.

Proof. See (Oliehoek et al., 2009). �

In other words, each occupancy state ηa induces a local probabilistic equivalence Ea, which in turn

yields a compact occupancy state ηa,Ea
. Lemma 4 ensures that ηa,Ea

is a lossless compact occupancy state

with respect to ηa (and Ea). Thus, the optimal value for ηa,Ea
is also the optimal value for ηa. However,

for any other occupancy state ηb, there is no guarantee compact occupancy state ηb,Ea
with respect to Ea

is a lossless compact occupancy state. In the remainder of this paper, for any occupancy state ηa, we

denote η̃a = ηa,Ea
, any lossless compact occupancy state with respect to ηa (and Ea). We further denote

△̃ ≡ ∪t∈{0,...,T }△̃t the space of lossless compact occupancy states. Section 4.2.2 discusses an algorithm for

calculating compact occupancy states.

Lemma 4 yields interesting derivatives related to the occupancy MDP planning. The primary simple

yet important derivative is that, instead of planning over full occupancy states, one can — with no loss in

generality — plan over lossless compact occupancy states.

Lemma 5. Let (V∗
M,t

)t∈{0,1,··· ,T } be solutions of the optimality equations. Then, for each t ∈ {0, 1, · · · ,T },

optimal value function V∗
M,t

depends on occupancy state ηt only through η̃t.

Proof. The proof follows directly from Lemma 4. �

This lemma suggests that the optimal value functions depend on joint histories only through joint-

history labels. The following relates optimal value functions with optimal separable policies.

Lemma 6. Any optimal separable policy depends on joint histories only upon joint-history labels.

Proof. To better understand this property, recall that, given optimal value functions, an optimal separable

policy is given by Equation (7):

d∗t ∈ arg maxdt∈Dt

(
R(ιt, dt) + V∗

M,t+1
(F(ιt, dt))

)
, information-state based selection

∈ arg maxdt∈Dt

(
R(ηt, dt) + V∗

M,t+1
(ηt+1)

)
, ιt replaced by ηt

∈ arg maxdt∈Dt

(
R(η̃t, dt) + V∗

M,t+1
(η̃t+1)

)
, ηt replaced by η̃t

∈ arg maxdt∈Dt

(∑
s,ℓ β

dt

t (s, ℓ) · η̃t(s, ℓ) +
∑

s′,ℓ′ βt+1(s′, ℓ′) · η̃t+1(s′, ℓ′)
)
.

This ends the proof. �

Lemma 6 shows that there exists an optimal separable policy that depends on joint histories only

upon joint-history labels. From the perspective of applications, we find it comforting that by restricting

attention to compact policies, which are simple to implement and compute, we may achieve as large an

expected total reward as if we used history-dependent policies. Doing so saves significant amounts of time

and memory. Another important derivative of Lemma 4 is that the optimal value functions (V∗
M,t

)t∈{0,1,··· ,T }

remain piecewise linear and convex functions of lossless compact occupancy states. This leads to a lower

dimension representation of the optimal value functions.

Theorem 6. Let (V∗
M,t

)t∈{0,1,··· ,T } be solutions of the optimality equations. Then, for each t ∈ {0, 1, · · · ,T },

value functions V∗
M,t

are piecewise-linear and convex functions of lossless compact occupancy states △̃t.

Proof. The proof results directly from the observation that policies that are represented over joint-history

labels can nonetheless be represented over the entire joint history space, since each joint-history label

represents a partition of the entire history space and the union of these partitions defines the entire his-

tory set. Furthermore, the transformation from full occupancy states to compact occupancy states is a

linear transformation. And thus, it preserves the piecewise linearity and convexity property. With these

observations as a background, Theorem 2 concludes the proof. �
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4.2.2 Computing Compact Occupancy States

In this section, we describe methods for calculating compact occupancy states based on the local proba-

bilistic equivalence.

Algorithm 5: Calculating joint-history labels and compact occupancy states

function Labels(ηa)

foreach i ∈ I do

L i ← ∅— initialize label set to empty set

Θi — collect individual histories of agent i reachable from ηa

while Θi
, ∅ do

ℓi ← LexMin(Θi)— return the lexicographical minimal individual history

L i ← L i ∪ {ℓi}— add individual history (or label) ℓi into label set L i

Θi ← Θi\[ℓi]Ea
— remove all individual histories that are PE with ℓi

return ⊗i∈IL
i

function CompactOccupancyState(ηa, η)

L ← Labels(ηa)

foreach s ∈ S and ℓ ∈ L do

ηEa
(s, ℓ)←

∑
θ∈[ℓ]Ea

η(s, θ)

return ηEa

We now present methods in Algorithm 5 that: (a) extract joint-history labels; and (b) compute com-

pact occupancy states relative to a local probabilistic equivalence. Method Labels (Algorithm 5) extracts

joint-history labels for any specified occupancy state η. For each agent i ∈ I, Labels groups all together

histories that are probabilistically equivalent with respect to η, which creates intermediate sets of histories

(L i)i∈I . Next, it creates the set of joint-history labels ⊗i∈I L i, where each joint-history label ℓ = (ℓi)i∈I

includes one individual history label ℓi from each label set L i. To speed up these operations, the follow-

ing lemma provides us with a simple criterion to identify probabilistically equivalent histories based only

upon local occupancy states.

Lemma 7. Two histories θia and θi
b

are locally probabilistically equivalent w.r.t. η iff η(θia) ∝ η(θi
b
).

Proof. The proof results directly from Definition 29 and that of a local occupancy state. �

Method CompactOccupancyState calculates compact occupancy state ηEa
with respect to Ea and oc-

cupancy state η. CompactOccupancyState reassigns the probability mass η(s, θ) into ηEa
(s, ℓ), for any

arbitrary state s ∈ S and joint history θ ∈ Θ and joint-history label ℓ ∈ [θ]Ea
.

As previously discussed, a compact occupancy state is also an occupancy state. Hence, by planning

only over compact occupancy states, we are still planning over occupancy states. These occupancy states

differ from the original occupancy states only in the fact that they are sparser, that is, the probability

mass is concentrated only over a smaller number of state and joint history pairs. This may lead to faster

convergence to an optimal solution. This is mainly because many full occupancy states share the same

lossless compact occupancy states, which enhances the generalization of the value function over the entire

full occupancy state space, and hence the convergence. To further enhance the generalization of the value

function, we now present the transformation rule of the local probabilistic equivalence relation.
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4.2.3 Transformation Rule of Local Probabilistic Equivalence

Intuitively, the transformation rule aims at converting any full occupancy state, vector value, or deci-

sion rule into a compact occupancy state, vector value, or decision rule, respectively. In this section, we

provide an explicit definition of the transformation rule associated to the local probabilistic equivalence

relation. The transformation rule ζE of equivalence relation E provides a mapping from individual his-

tories to individual equivalence classes induced by E. The compactness of the representation that results

from equivalence relation E is strongly related to the compactness of its transformation rule ζE . This

highlights the necessity of finding a transformation rule that possesses itself a compact representation.

This representation can be anything: a logical proposition, an equation, an algorithm, etc.

Algorithm 6: Transformation Rule Algorithm for the LPE

function tranformation-rule(η̃t, θ
i
t)

foreach ℓ
j
t ∈ L

j
t and s ∈ S do

η̂t(s, ℓ
j
t , θ

i
t)← Pr(s, ℓ

j
t , θ

i
t |η0)

foreach ℓit ∈ L i
t do

if η̂t(θ
i
t) ∝ η̃t(ℓ

i
t) then return ℓit

We use the transformation rule for LPE Algorithm 6 to represent the transformation rule of the local

probabilistic equivalence relation. The algorithm is parametrized by a lossless compact occupancy state.

It returns the individual label (of the lossless compact occupancy state) that corresponds to the input

individual history of a specified agent. To do so, the algorithm computes the predictive model over states

and histories of the other agents conditional on the initial occupancy state and the input individual history.

This model is thereafter compared to that of the individual labels of the specified agent. The algorithm

returns the individual label that is locally probabilistically equivalent to the specified individual history.

Lemma 7 guarantees this procedure returns the individual label that represents the individual equivalence

class of the input individual history.

As already discussed, the transformation rule serves as a means to generalize the occupancy states,

decision rules, and even value functions beyond the scope of the labels used to define the compact rep-

resentation. It is nonetheless worth noticing that the projection of the LPE is somewhat time consuming.

This is mainly because it requires computing the predictive model other states and the labels of the other

agents. This operation is often time consuming for local probabilistic equivalence relations that involve

a large number of states, labels, or agents. Another probabilistic equivalence relation, namely the global

probabilistic equivalence, mitigates the time complexity of the local probabilistic equivalence relation. It

further enhances the generalization of the value function.

4.3 Global Probabilistic Equivalence

In this section, we define the notion of global probabilistic equivalence between histories, in a similar vein

of the local probabilistic equivalence. Intuitively, two histories are globally probabilistically equivalent

if they share the same probabilistic model over all possible states of the system and histories of the other

agents regardless the current information state.

Definition 30. Two individual histories θia and θi
b

are globally probabilistically equivalent (GPE) if and

only if, for any reachable occupancy state η, we have that η(θia) ∝ η(θi
b
).

We refer to this relation as a global probabilistic equivalence since it holds over multiple different

occupancy states. This contrasts with the local probabilistic equivalence, which assumes the equivalence
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between histories holds only with respect to a specified occupancy state. An example of global proba-

bilistic equivalence relation follows.

Example 3 (Multi-agent tiger — global probabilistic equivalence). By definition, globally probabilis-

tically equivalent histories should not depend on past policies. So, from our previous example, only

non-contextual equivalences between individual histories will be kept in a global probabilistic equiva-

lence relation. Another trivial global probabilistic equivalence relation is the identity. That is, a relation

that assumes each individual history is only equivalent to itself.

Calculating a global probabilistic equivalence relation is both time and memory expensive and often

unnecessary. In practice, we only need a global probabilistic equivalence over a small subset of occupancy

states, those that are visited during the planning stage.

4.3.1 Probabilistic Truncation Equivalence

The following introduces the probabilistic truncation equivalence relation, which restricts the global

probabilistic equivalence to a small subset of occupancy states △ ⊆ △. Before proceeding any further, we

start with a few notations and definitions. The probabilistic truncation equivalence assumes all important

information about the process to be controlled lies in the m last actions and observations agents have

experienced, where m ∈ {0, 1, . . . ,T }. Obviously, this assumption is always true for at least m = T . A

more formal definition follows.

Definition 31. The m-truncation (of history (a0
i
, z1

i
, · · · , at−1

i
, zt

i
)) is the m last actions and observations:

trunc((a0
i
, z1

i
, · · · , at−1

i
, zt

i
),m)

def

=



(a0
i
, z1

i
, · · · , at−1

i
, zt

i
) if m ≥ t,

(at−m+1
i

, zt−m+1
i

, · · · , at−1
i
, zt

i
) otherwise.

(35)

Histories θia and θi
b

are m-truncation equivalent if and only if trunc(θia,m) = trunc(θi
b
,m). We further

denote θt:m the m-truncation associated to t-step history θt.

We now introduce definitions and notations we use when dealing with m-truncations and associated

decision rules, policies and value functions.

Definition 32. An individual t-step m-truncation decision rule di
t:m of agent i is a mapping from individ-

ual t-step m-truncations to individual actions. A separable t-step m-truncation decision rule dt:m is an

N-tuple of individual t-step m-truncation decision rules (d1
t:m, . . . , d

N
t:m).

Definition 33. A t-step m-truncation occupancy state ηt:m is a distribution of probabilities over state and

t-step m-truncation pairs. We denote trunc(ηt,m) = ηt:m the m-truncation occupancy state associated to

occupancy state ηt. We further denote △t:m the t-step m-truncation occupancy state space, and △[m] =

∪T
t=0
△t:m the space of all m-truncation occupancy states.

Following this idea, we note that a separable m-truncation policy consists of separable m-truncation

decision rules, and m-truncation value functions are mappings from m-truncation occupancy states to

reals. Next, we discuss sufficient conditions that enable optimal decision-making using m-truncation

policies and value functions. To this end, we group together m-truncation and global probabilistic equiv-

alence relations in order to take advantage of lower memory requirements of the former, while preserving

the behavioral equivalence of the later.

Definition 34. Let △ be a subset of the occupancy state space △. We say that histories are probabilistically

m-truncation equivalent with respect to △ if and only if, for any occupancy state η in △ and E the local

probabilistic equivalence with respect to η, histories that are m-truncation equivalent are also locally

probabilistically equivalent with respect to E and η.
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In other words, histories that are probabilistically m-truncation equivalent with respect to △ are: (a)

m-truncation equivalent with one another; and (b) locally probabilistically equivalent with respect to

any occupancy state η ∈ △. Next, we present theoretical implications of the probabilistic m-truncation

equivalence. The probabilistic m-truncation equivalence relation may be lossy. For this reason, parameter

m is adjusted with respect to the set of occupancy states.

4.3.2 Theoretical Properties

Let us make explicit the relationship between local and global probabilistic equivalence relations. Then,

we will discuss the relationship between global probabilistic equivalence and m-truncation probabilistic

equivalence relations.

Lemma 8. The following properties hold:

(a) Globally probabilistically equivalent histories are also locally probabilistically equivalent.

(b) Locally probabilistically equivalent histories need not be globally probabilistically equivalent.

Proof. The proof results immediately from Definition 29 and Definition 30. �

Lemma 8 permits us to extend results that hold for local probabilistic equivalence to global prob-

abilistic equivalence. For instance, given a global probabilistic equivalence E, any optimal separable

policy depends on joint histories only upon joint-history equivalence classes with respect to E. From the

perspective of histories, the global probabilistic equivalence is a weaker version of the local probabilistic

equivalence. This is mainly because histories that are GPE are also LPE, but histories that are LPE need

not be GPE. It is nevertheless questionable whether or not such a property extends to occupancy states.

Lemma 9. The following properties hold:

(a) Occupancy states that are GPE, are also behavioral equivalent.

(b) Occupancy states that are LPE, need not be behavioral equivalent.

(c) Occupancy states with lossless compact occupancy states that are GPE, are behavioral equivalent.

Proof. Let E and E′ be GPE and LPE relations, respectively. If we let occupancy states η and η′ be GPE

w.r.t. E, then ηE = η
′
E

. In addition, from Lemma 8, E preserves optimality at η and η′, since E is a GPE.

And hence, from Definition 27 we know that η and η′ are behavioral equivalent w.r.t. E. This proves

property (a). However, if we have ηE′ = η
′
E′

, there is no guarantee either ηE′ or η′
E′

are lossless compact

occupancy states of η and η′, respectively. Thus, there is no guarantee E′ preserves optimality at η and

η′. This proves property (b). But if we have η̃E = η̃
′
E

, then η and η′ are behavioral equivalent, as η̃E and

η̃′
E

constitute from Lemma 8 lossless compact occupancy states for η and η′, respectively. �

Lemma 9 presents criteria for checking whether or not occupancy states are behavioral equivalent.

These criteria are necessary for enhancing the generalization of the value functions over the entire oc-

cupancy states. From the perspective of occupancy states, a GPE relation remains a weaker equivalence

relation than an LPE relation. From the value generalization perspective, the global probabilistic equiv-

alence can generalize values from one occupancy state to any other behavioral equivalent occupancy

states. A similar argument holds using the local probabilistic equivalence, but establishing the behavioral

equivalence using the local probabilistic equivalence is much harder.

The properties that hold for general probabilistic equivalence relations also hold for probabilistic

truncation equivalence relations. To better understand this, consider subset of occupancy states △ ⊂ △,

the m-truncation probabilistic equivalence relation with respect to △, and the m-truncation occupancy

set △[m] with respect to occupancy set △. The following ensures the planning only over m-truncation

occupancy set △[m] instead of △ preserve the optimality.

Lemma 10. Let E be a probabilistic m-truncation equivalence relation with respect to △. It is optimality

preserving to plan only over △[m] instead of △.
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Proof. The proof results directly from Theorem 6 and Lemma 8. �

Lemma 10 suggests that given a probabilistic m-truncation equivalence relation with respect to △,

separable policies and value functions depend on occupancy states in △ only upon m-truncation occupancy

states in △[m].

4.3.3 Computing m-Truncation Occupancy States

Algorithm 7: Calculating joint-history labels and m-truncation occupancy states.

function Labels( η, m)

foreach i ∈ I do

L i ← ∅ and Θi — collect individual histories of agent i reachable from ηa

while Θi
, ∅ do

ℓi ← LexMin(Θi)— return the lexicographical minimal individual history

L i ← L i ∪ {trunc(ℓi,m)}— add individual history (or label) ℓi into label set L i

Θi ← Θi\[ℓi]E —remove all individual histories that are PTE with ℓi

return ⊗i∈IL
i

function CompactOccupancyState( η, m)

L ← Labels(η, m)

foreach s ∈ S and ℓ ∈ L do

ηE(s, ℓ)←
∑
θ∈[ℓ]E

η(s, θ)

return ηE

In this section, we discuss how to compute m-truncation occupancy states given a specified full oc-

cupancy state and a probabilistic m-truncation equivalence relation. The algorithms start with parameter

mt = 1, one parameter for each time step t ∈ {0, 1, . . . ,T − 1}.

We present the transformation rule of the probabilistic m-truncation equivalence relation. Algorithm

7, developed for the probabilistic m-truncation equivalence, is similar to that of the local probabilistic

equivalence (Algorithm 5). These algorithms differ only in the criteria they use to group individual

histories. Here, we group individual histories that are probabilistically m-truncation equivalent with one

another. It is likely that the specified m is not sufficient to distinguish every individual histories. Indeed,

in a compact occupancy state, two individual labels may be m-truncation equivalent, but not locally

probabilistically equivalent. In this case, we say that m does not capture the structure of the problem.

To handle this problem, we suggest an algorithm that adjusts parameter m as the algorithm explores the

search space, that is, the space of occupancy states.

The transformation rule (Algorithm 8) proceeds as follows. Whenever the main algorithm meets a

novel occupancy state η, we update parameter m with respect to η, see routine parameter (Algorithm 8).

To do this, we check whether all individual histories in η are probabilistic m-truncation equivalent with

one another. Otherwise, we increment parameter m, and iterate the procedure, until no more increment is

necessary. One can maintain either a global parameter m, which is consistent with all visited occupancy

states; or maintain local parameters m, each of which is consistent with the associated occupancy state.

For this reason, we present two projection methods.

In the case we use the local parameter associated with each occupancy state, the compact representa-

tion consists in pair (ηref
E
,m). Given compact occupancy state ηref

E
, we extract the set of individual labels

L i. Thereafter, we compare m-truncation trunc(θi,m) of input individual history θi to labels in L i. If no

matches exists, we return individual history θi. Otherwise, we return trunc(θi,m).
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Algorithm 8: The transformation rule using PTE

function parameter(m, ηref)

foreach i ∈ I do

Θi — collect individual histories of agent i reachable from η.

foreach θia, θ
i
b
∈ Θi do

boola ← trunc(θ
i
a,m) = trunc(θi

b
,m) — check m-truncation equivalence

boolb ← [θia]ηref = [θi
b
]ηref — check probabilistic equivalence

if boola ∧ ¬boolb then m← m + 1

return m

function projection((η
ref

E
,m), θi)

L i — collect individual labels of agent i reachable from ηref
E

.

if trunc(θi,m) ∈ L i then return trunc(θi,m) else return any label ℓi ∈ L i

function projection((L i,m), θi)

if trunc(θi,m) ∈ L i then return trunc(θi,m) else return θi

In the case we use the global parameter associated with all visited occupancy states, the compact

representation consists in pair (⊗i∈IL
i,m). Given any input individual history θi, we check whether its

m-truncation is part of L i, in which case, we return trunc(θi,m). Otherwise, we return individual history

θi.

4.4 Value-Based Equivalence

The purpose of probabilistic equivalence relations was to find a small number of state features that are

sufficient to maintain important information about the state of the process, while preserving the optimality.

The value-based equivalence relation follows a different yet complementary goal. That is, to find a small

number of state features that are sufficient for accurately representing lower and upper bounds, and hence

preserving the ability to eventually find an optimal solution.

4.4.1 Value-Based Equivalence

We introduce value-based equivalence relations among joint histories, which make easy the generalization

of values and, even more importantly, make possible compact representations of upper and lower bounds.

Roughly speaking, two joint histories are value-equivalent if they have the same value for a specified

mapping from state and joint history pairs to reals.

Definition 35. Let β be a mapping from state and joint history pairs to reals, and θa and θb be two joint

histories. We say that θa and θb are value-equivalent with respect to β if and only if β(s, θa) = β(s, θb),

for any state s ∈ S . Such a relation is referred to as a value-based equivalence relation between joint

histories.

4.4.2 Connections Between Probabilistic and Value-Based Equivalence Relations

It is worth noticing that, if we let E be a value-based equivalence relation with respect to β, and η̂ be the

compact occupancy state with respect to E and η, both occupancy states η̂ and η yield the same value

with respect to β. This is mainly because β exhibits some redundancies, that is, many joint histories have

the same value. To better understand this observation, notice that for joint histories θa and θb that are

probabilistically equivalent with respect to occupancy state η, there exists a separable policy π that is
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maximal at η such that Ψ(π, θa) = Ψ(π, θb), and thus for any state s ∈ S we have VΨ(π,θa)(s) = VΨ(π,θb)(s).

In other words, for joint histories θa and θb that are probabilistically equivalent with respect to η, there

exists a function βπ maximal at η such that θa and θb are also value-equivalent with respect to βπ. But the

opposite is not always true, that is, joint histories that are value-equivalent need not be probabilistically

equivalent.

We denote β̃ the lossless compact mapping of β with respect to value-based equivalence relation E

based on β, such that β̃ is specified by (βE , ζE , vE). The following lemma summarizes the relationship

between value-based equivalence and local probabilistic equivalence.

Lemma 11. Let Eβ be the value-based equivalence relation with respect to mapping β. Value functions

depend on full occupancy states and full hyperplanes only upon lossless occupancy states and lossless

hyperplanes:

V∗M,t(η) = max
π=〈dt ,...,dT−1〉

∑

s

∑

ℓ

β̃π(s, ℓ) · η̃Eβπ (s, ℓ),

for any arbitrary t-step occupancy state η.

Proof. The proof follows directly from Definition 35:

V∗M,t(η) = max
π=〈dt ,...,dT−1〉

∑

s

∑

θ

βπ(s, θ) · η(s, θ),

= max
π=〈dt ,...,dT−1〉

∑

s

∑

θ

β̃π(s, θ) · η̃(s, θ),

= max
π=〈dt ,...,dT−1〉

∑

s

∑

ℓ

β̃π(s, ℓ) · η̃Eβπ (s, ℓ).

This ends the proof. �

This lemma underlines the connection between probabilistic and value-based equivalence relations.

Indeed, the probabilistic equivalence induces the value-based equivalence. This connection builds on the

relationship between occupancy states and value functions as mentioned in Lemma 4. To make explicit

this relationship, we introduce the concept of support occupancy state for each vector value. The idea is

to provide an alternative equivalence relation to build compact representations for vector values.

Definition 36. Let Eη be a probabilistic equivalence relation induced by occupancy state η. Let Eβ be a

value-based equivalence relation induced by vector value β. Occupancy state η is referred to as a support

(occupancy state) for vector value β if and only if histories that are equivalent with respect to Eη are also

equivalent with respect to Eβ.

Consider support occupancy state η for vector value β. Let Eη be a probabilistic equivalence relation

induced by occupancy state η. Let Eβ be a value-based equivalence relation induced by vector value β.

Thus, we can interchangeably use either Eη or Eβ in order to build a compact representation for vector

value β.

Lemma 12. If we let ηt be a tth-step occupancy state, and π̂ = 〈d̂t, d̂t+1, . . . , d̂T−1〉 be a separable policy

such that
∑

s

∑
θ β
π̂
t (s, θ) · η̃t(s, θ) = maxπ=〈dt ,dt+1,...,dT−1〉

∑
s

∑
θ β
π
t (s, θ) · η̃t(s, θ), then ηt can serve as the

support occupancy state of hyperplane βπ̂t .

Proof. The proof follows directly from Definition 36 and Lemma 11. If we let Eη and Eβ be probabilistic

and value-based equivalence relations induced by occupancy state η and hyperplane β, and further assume

Inria



Optimally Solving Finite-Horizon Dec-POMDPs 43

η is a support occupancy state of β, then both compact hyperplanes βEβ and βEη of β yield the same values

for any arbitrary occupancy state η′. That is,

∑

s

∑

ℓ

βEη (s, ℓ) · η′Eη (s, ℓ) =
∑

s

∑

ℓ′

βEβ (s, ℓ′) · η′Eβ (s, ℓ′).

This ends the proof. �

It is worth noticing that histories that are value-based equivalent with respect to Eβ, need not be

probabilistically equivalent with respect to Eη. For this reason we say that Eη is a weaker value-based

equivalence relation than Eβ.

Next, we present a novel algorithm, namely the feature-based heuristic search value iteration (FB-

HSVI) algorithm, that synthesizes all the contributions of this paper including: the transformation of

Dec-POMDPs into occupancy-state MDPs; the piecewise-linearity and convexity property of the optimal

value functions; and the feature-based compact representations of all occupancy states, separable decision

rules, and value functions.

5 Feature Based Heuristic Search

This section presents a family of algorithms we call feature-based heuristic search algorithms. These al-

gorithms complement A*, LRTA*, or HSVI algorithms to exploit: the piecewise-linearity and convexity;

and the feature-based compact representations of all occupancy states, decision rules, and vector values.

In particular, this section demonstrates how to accurately fill the upper and lower bound value functions

so as to ensure they prescribe an optimal separable policy, starting with initial information state η0.

5.1 Feature-Based Heuristic Search Value Iteration

The problem is no longer that of the generalization from examples. The key issue is that of making

the search for better approximate value functions as efficiently as possible. Fortunately, efficient search

methods, collectively known as heuristic search, have been extensively studied in artificial intelligence

(Korf, 1990). So there is no need to re-invent totally new methods. To a large extent we need only

combine piecewise-linear and convex approximation architectures with existing heuristic search methods.

The idea of combining piecewise-linear and convex approximation architectures and heuristic search is

not completely new, the HSVI algorithm is a notable example.

We present the feature-based heuristic search value iteration (FB-HSVI) algorithm. FB-HSVI builds

upon LRTA* (Korf, 1990) and HSVI (Smith and Simmons, 2004). Similarly to HSVI, it proceeds by

creating trajectories of states, based on upper ῡM,t and lower υ
M,t

bounds on the optimal value function

V∗
M,t

, for all t ∈ {0, 1, · · · ,T }. Each such trajectory starts from the initial state. It always executes the best

action specified by the upper bound, and then selects the next state, which results from the current state

and the next action. When the trajectory is finished the states are updated. As it proceeds, the bounds

become tighter and the trajectories improve. It terminates after a finite number of trials and returns lower-

bound value functions arbitrary closer to the optimal value functions.

FB-HSVI remains fundamentally different from HSVI in many aspects. Unlike HSVI, it replaces the

high-dimensional joint history space by a lower dimensional feature set — providing us with compact

representations for states, actions and vectors. Such compact representations often weaken lower and

upper bound value functions over unvisited states. Yet, they preserve the ability to eventually finding the

optimal value functions over visited states. FB-HSVI also replaces the brute-force action selection by a

much efficient selection procedure. It recasts the action selection into a weighted constraint satisfaction

problem (WCSP) (Schiex et al., 1995; Bistarelli et al., 1997; Dechter, 2003), which permits us to cir-

cumvent the exhaustive enumeration of all possible actions as suggested so far. Finally, it exploits the
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Algorithm 9: The FB-HSVI Algorithm.

function FB-HSVI()
initialize υ

M,t
and ῡM,t for all t ∈ {0, · · · ,T − 1}.

while ¬Stop(η0, 0) do Explore(η0, 0)

function Explore(ηt, gt)

η̃t ← Compact(ηt).

if ¬Stop(η̃t, gt) then
d∗t ∈ arg maxdt

R(η̃t, dt) + ῡt+1(P(η̃t, dt)).

Update ῡM,t.

Explore(P(η̃t, d
∗
t ), R(η̃t, d

∗
t ) + gt).

Update υ
M,t

.

return gt

function Stop(ηt, gt)

if ῡM,t(ηt) > υM,t
(ηt) then return gt + ῡM,t(ηt) ≤ υM,t

(η0)

return true

deterministic nature of the occupancy MDP. In fact, it uses stopping criteria from classical planning, e.g.,

LRTA* (Korf, 1990). This circumvents the need to explore unnecessary regions of the search space.

These ideas together provide FB-HSVI with the ability to: first, scaling up to occupancy MDPs of

unprecedented size; second, enhancing the generalization of the value functions over unvisited states;

and speeding up the convergence to approximate value functions that can prescribe an optimal separable

policy. Next, we describe lower and upper bounds, their initialization, and update rules.

5.1.1 Lower-Bound Value Functions

This section describes the lower-dimensional representation we use for lower-bound value functions.

We build upon the vector set representation and exploit the probabilistic and value-based equivalence

relations. Where the classical representation involves a set of full vector values, we use feature-based

compact vector values.

Definition 37. The t-step lower-bound value function υ
M,t

is given by a vector set Λt, where each vector

β̂t consists of a triplet (βt,E , ζE , vt), such that, for any occupancy state ηt, we have:

υ
M,t

(ηt) = max
β̂t∈Λt

〈ηt, β̂t〉,

β̂t(s, θ) =

{
βt,E(ζE(θ)) If θ ∈ Θ′,

v
t

Otherwise.

where 〈ηt, β̂t〉 =
∑

s

∑
θ ηt(s, θ) · β̂t(s, θ).

Remark 3. For any arbitrary feature-based compact vector value β̂t ∈ Λt, and any arbitrary occupancy

state ηt, we have 〈ηt, β̂t〉 ≤ V∗
M,t

(ηt).

Relative to full vector values, feature-based compact vector values yield accurate values for a subset

of occupancy states, especially for occupancy states that serve as support occupancy states. It is worth

noticing that feature-based compact vector values provide elsewhere lower bounds weaker than that of

full vector values. The feature-based compact vector values can nonetheless accurately represent optimal

value functions, but may require more vectors than the classical representation. A more formal proof

follows in Section 5.2, but we start with Algorithm 10 for initialization, evaluation elb, and update ulb,

respectively.
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Initialization. We initialize the lower-bound value function, especially parameter (v
t
)t∈{0,1,...,T−1} of ev-

ery vector β̂t ≡ (βt,E , ζE , vt), using a trivial lower-bound value. This lower-bound value corresponds to the

minimum expected reward to be gained starting from runtime t onward.

Evaluation elb. The evaluation of the lower-bound value function at occupancy state ηt is given by

elb(ηt), and consists of the maximum scalar product 〈ηt, β̂t〉 between occupancy state ηt and each vector

β̂t ∈ Λt, for all t ∈ {0, 1, . . . ,T − 1}.

Algorithm 10: Lower bound initialization, evaluation and update operators

function initialization()

v
t
← (T − t) mins∈S mina∈A ra(s) ∀t ∈ {0, 1, · · · ,T }

function elb(ηt)

return maxβ̂t∈Λt
〈ηt, β̂t〉

function ulb(η̂t, d̂t)

β̂∗
t+1
← arg maxβ̂t+1∈Λt+1

〈F(η̂t, d̂t), β̂t+1〉.

L ← joint-history labels reachable from η̂t

for s ∈ S and ℓ ∈ L do

βt,Eηt
(s, ℓ)← rd̂t(ℓ)(s) +

∑
s′∈S

∑
z∈Z pd̂t(ℓ),z(s, s′) · β̂∗

t+1
(ℓ, d̂t(ℓ), z)(s′).

return Λt ∪ {(βt,Eηt
, ζEηt , vt)}

Update ulb. Finally, the update of the lower-bound value function after selecting separable decision rule

dt in occupancy state ηt is given by sub-routine ulb(ηt, dt). This operation consists in a three-step method.

First, we select an intermediate vector β̂∗
t+1

that is maximal at P(ηt, dt). Next, we create the compact vector

β̂t that is the sum of vector βdt and vector β̂∗
t+1

. Finally, we add the compact representation (βt,Eηt
, ζEηt , vt)

of vector β̂t into vector set Λt. It is worth noticing that Eηt
can be either the local probabilistic equivalence

relation or the probabilistic truncation equivalence relation induced by occupancy state ηt.

5.1.2 Upper-Bound Value Functions

In the following, we describe the lower-dimensional representation we use for the upper-bound value

functions. We build upon the point-set representation and exploit the probabilistic and value-based equiv-

alence relations. Where classical representation involves a set of full state/value pairs, we use a set of

feature-based compact state/value pairs instead.

Definition 38. The t-step upper-bound value function ῡM,t is given by a point set Υt, including corner

and non-corner points. Each point consists in a pair (η̂t ≡ (ηt,E , ζE), vt) of a t-step compact occupancy

state and a value, such that, V∗
M,t

(η̂t) ≤ vt.

Relative to full state/value pairs, feature-based compact state/value pairs yield accurate values for a

subset of occupancy states, especially for those that are equivalence to occupancy states in the point set.

It is worth noticing that feature-based compact occupancy states provide elsewhere upper bounds weaker

than that of full state/value pairs. The feature-based compact points can nonetheless accurately represent

optimal value functions, but again may require more points than the classical point-set representation. A

more formal proof follows in Section 5.2, but we start with Algorithm 11 for initialization, evaluation eub,

and update uub, respectively.
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Initialization. The t-step initial upper-bound value function ῡM,t consists of corner points. We group

these points into mapping β0
t , initially β0

t (s, θ) = VM,π̂(s) for any state s and joint history θ, where π̂

denotes an optimal policy for a relaxation of the original problem.

Evaluation eub. The evaluation of any occupancy state ηt is based on the sawtooth extrapolation-

interpolation method over all non-corner points inΥt. The difference with the classical sawtooth extrapolation-

interpolation is that, the input occupancy state ηt is transformed into a feature-based compact occupancy

state ηt,E using transformation rule ζ l
E

for non-corner point ((ηl
t,E
, ζ l

E
), vlt). This permits ηt to get closer to

ηl
t,E

and sometimes provides tighter upper-bound values.

Algorithm 11: Upper bound initialization, evaluation and update operators

function initialization(πmdp)

for s ∈ S and θ ∈ Θt do β0
t (s, θ)← VM,πmdp (s).

function sawtooth(ηt)

y0 ←
∑

s

∑
θ ηt(s, θ) · β0

t (s, θ)

forall the l ∈ {1, 2, · · · , Lt} do

v0 ←
∑

s

∑
ℓ η

l
t,E

(s, ℓ) · β0
t (s, ℓ)

ξl ← min{ηt,E(s, ℓ)/ηl
t,E

(s, ℓ)|∀s,∀ℓ, ηl
t,E

(s, ℓ) > 0}

yl ← y0 + (vl − v0) · ξl

return minl∈{0,...,Lt} yl

function eub(ηt)

return sawtooth(ηt)

function uub(η̂t)

d̂t ← arg maxdt
R(η̂t, dt) + VM,t+1(P(η̂t, dt)) — select greedy separable decision rule

return Υt ∪ {(η̂t,R(η̂t, d̂t) + VM,t+1(P(η̂t, d̂t)))}

Update uub. The upper-bound update rule is a three-step algorithm. First, it selects the greedy separable

decision rule d̂t based on the current feature-based compact occupancy state η̂t. Next, it computes the

upper-bound value at occupancy state η̂t based on separable decision rule d̂t. Finally, it add state/valie

pair (η̂t, d̂t) into the point set. In the case, this point is a corner point, we update mapping β0
t ; otherwise,

we add it into the point set Υt. It is worth noticing that the selection of the greedy separable decision

rule can be made much faster by replacing the brute force selection by a constraint-based optimization

method.

5.2 Theoretical Analysis

In this section, we discuss two important theoretical properties of FB-HSVI: convergence to an optimal

solution, and an online bound of the current solution.

5.2.1 Optimality Preserving Transformations

In this section, we demonstrate that our lower and upper bound representations, initialization, evaluation,

and update transformations preserve the optimality.
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We start by demonstrating that the representations we use are valid lower and upper bound represen-

tations. That is, they are guarantee to always lower bound (respectively upper bound) the optimal value

function at any occupancy states.

Lemma 13. Let elb : (△ 7→ R) × △ 7→ R be the lower-bound evaluation rule. The t-step value function

υ
M,t

is a lower-bound value function of the optimal value function V∗
M,t

over the entire t-step occupancy

space △t.

Proof. To prove this result, we consider any arbitrary occupancy state ηt ∈ △t and show that the following

inequality holds elb(υ
M,t
, ηt) ≤ V∗

M,t
(ηt). Consider the set of support occupancy states △

t
= {ηl

t : l ∈

{1, . . . , L}} associated with vector values in Λt = {β
l
t : l ∈ {1, . . . , L}}, where ηl

t is the support occupancy

state of βl
t. Let p△t

(ηt) be the projection of ηt onto △
t
, that is there exists (cl)l∈{1,...,L}, such that p△t

(ηt) =∑
l cl · η

l
t, where cl ≥ 0, and

∑
l cl = 1. Thus, occupancy state ηt can be rewritten ηt = p△t

(ηt) + p△\△t
(ηt).

Intuitively, by convexity lower bound at ηt lower bounded by the sum of lower bounds of p△t
(ηt) and

p△\△t
(ηt). By construction, the lower bound at p△t

(ηt) is given by Λt, whereas lower bound at p△\△t
(ηt) is

given by trivial lower bound vt. This is mainly because, we know by hypothesis that
∑

s

∑
θ η

0
t (s, θ) · v

t
≤

V∗
M,t

(η0
t ) and elb(υ

M,t
, ηl

t) ≤ V∗
M,t

(ηl
t), for all l ∈ {1, 2, · · · , L}. Thus, we have:

V∗
M,t

(ηt) ≥ c0

∑
s

∑
θ η

0
t (s, θ) · v

t
+
∑L

l=1 cl · e
lb(υ

M,t
, ηl

t), (by convexity)

≥ c0

∑
s

∑
θ η

0
t (s, θ) · v

t
+maxβt

∑L
l=1 cl ·

∑
s,θ βt(s, θ) · ηl

t(s, θ), (max operator)

= c0

∑
s

∑
θ η

0
t (s, θ) · v

t
+maxβl

t

∑
s,θ β

l
t(s, θ) · (ηt − c0 · η

0
t )(s, θ), (rearranging terms)

≥ maxβl
t

∑
s,θ β

l
t(s, θ) · ηt(s, θ), (v

t
≤ βl

t(s, θ), ∀s, θ)

= elb(υ
M,t
, ηt).

This ends the proof. �

This lemma ensures the value function (Definition 37) represents a lower bound of the optimal value

function.

Lemma 14. Let υ
M,t

: △t 7→ R be a lower-bound value function of the optimal value function V∗
M,t

: △t 7→

R, and Λt be the associated vector set. Let ulb : (△ 7→ R) × △ × D 7→ (△ 7→ R) be the lower-bound

update rule. Then update rule ulb transforms any lower-bound value function υ
M,t

into a lower-bound

value function, for all t ∈ {0, 1, · · · ,T − 1}.

Proof. Let ηt be any arbitrary occupancy state. Let d∗t be a greedy separable decision rule given ηt and

ῡM,t+1. Let βηt
be the vector value, update rule ulb adds to Λt.

In demonstrating this property, we prove that for any t-step occupancy state y, we have υ
M,t

(y) ≤

elb(ulb(ηt, d
∗
t ), y) ≤ V∗

M,t
(y). To demonstrate υ

M,t
(y) ≤ elb(ulb(υ

M,t
, ηt, d

∗
t ), y), we note that:

elb(ulb(υ
M,t
, ηt, d

∗
t ), y) = maxβt∈Λt∪{βηt }

〈y, βt〉, (definitions of ulb and elb)

≥ maxβt∈Λt
〈y, βt〉, (definition of max)

= υ
M,t

(y).

This shows that ulb(ηt, d
∗
t ) dominates υ

M,t
. To demonstrate elb(ulb(ηt, d

∗
t ), y) ≤ V∗

M,t
(y), we distinguish

between the lower-bound value function before and after the update:

elb(υ
M,t
, y) = υ

M,t
(y), (definition of elb)

≤ V∗
M,t

(y), (definition of lower bound)

〈y, βηt
〉 = R(y, d∗t ) + υ

t+1
(P(y, d∗t )), (definition of βηt

)

≤ R(y, d∗t ) + V∗
M,t+1

(P(y, d∗t )), (definition of lower bound)

≤ maxdt∈A R(y, dt) + V∗
Mt+1

(P(y, dt)), (definition of max)

≤ V∗
M,t

(y). (optimality equations)
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Together these results establish that ulb(x, d∗t ) is upper bounded by V∗
M,t

. �

This lemma demonstrates the update rule does not weaken the lower bound value function over the

entire occupancy states. Although it does not ensure lower bound improvement, it can improve the lower

bound value function over a small subset of occupancy states. A formal proof of convergence to an

optimal value function follows in Section 5.2.2.

Lemma 15. Let eub : (△ 7→ R) × △ 7→ R be the upper-bound evaluation rule. The t-step value function

ῡM,t is a upper-bound value function of the optimal value function V∗
M,t

over the entire t-step occupancy

space △t, for all t ∈ {0, 1, . . . ,T − 1}.

Proof. To prove this property, we need to show that for any arbitrary occupancy state ηt, inequality

eub(ῡM,t, ηt) ≥ V∗
M,t

(ηt) holds. To this end, notice that, ηt can be rewritten as a convex combination

between any compact occupancy state ηl
t in Υt and a positive vector η0

t , such that, ηt = ξl · η
l
t + η

0
t . But we

know by hypothesis that 〈ηt, β
0
t 〉 ≥ V∗

M,t
(ηt) and βl

t ≥ V∗
M,t

(ηl
t), where (ηl

t, β
l
t) constitutes a non-corner point

in Υt. Due to convexity,

V∗
M,t

(ηt) ≤ ξl · β
l
t +
∑

s

∑
θ η

0
t (s, θ) · β0

t (s, θ), (convexity)

= cl · β
l
t +
∑

s

∑
θ(ηt(s, θ) − ξl · η

l
t(s, θ)) · β0

t (s, θ), (replacing η0
t )

In the last expression, ξl is the only unknown variable. To get the best upper-bound value, we wish to

find the maximum value of ξl, that is consistent with our assumptions. Especially, we need to find ξl such

that: η0
t (s, θ) ≥ 0 and ηl

t(s, θ) ≥ 0, for any state s and joint history θ. Since η0
t (s, θ) = ηt(s, θ) − ξlη

l
t(s, θ),

we obtain expression: ξl = mins,θ{ηt(s, θ)/ηl
t(s, θ) : ηl

t(s, θ) > 0}. This ends the proof. �

This lemma ensures the value function (Definition 38) represents an upper bound of the optimal value

function.

Lemma 16. Let ῡM,t : △t 7→ R be a upper-bound value function of the optimal value function V∗
M,t

: △t 7→

R, and Υt be the associated vector set. Let uub : (△ 7→ R) × △ × D 7→ (△ 7→ R) be the upper-bound

update rule. The update operator uub transforms any upper-bound value function ῡM,t into an improved

upper-bound value function.

Proof. In demonstrating this result, we need to prove that for any arbitrary t-step occupancy states x and

y, the following holds: V∗
M,t

(y) ≤ eub(uub(x), y) ≤ ῡM,t(y). Let (x, βx
t ) be the point that update uub(ῡM,t, x)

produces. Let β
y
t be the value that results from the sawtooth interpolation with respect to non-corner point

(x, βx
t ), corner point set β0

t and occupancy state y. Thus, we have:

eub(uub(x), y) = min
{
eub(y), β

y
t

}
, (definitions of eub and uub)

≤ eub(y), (definition of operator min)

= ῡM,t(y).

This shows that ῡM,t dominates uub(x). To show inequality V∗
M,t

(y) ≤ eub(uub(x), y), we distinguish be-

tween the upper-bound value function before and after the update:

eub(y) = ῡM,t(y), (definition of eub)

≥ V∗
M,t

(y), (ῡM,t dominates υ∗t )

β
y
t ≥ V∗

M,t
(y). (definition of β

y
t )

Together these results establish that uub(x) dominates V∗
M,t

. �

This lemma demonstrates the upper bound update rule does not weaken the upper bound value func-

tion over the entire occupancy states. However, this lemma does not ensure upper bound improvement,

it can nonetheless improve the upper bound value function over a small subset of occupancy states. A

formal proof of the convergence to an optimal value function follows.
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5.2.2 Convergence of FB-HSVI

We start by establishing the stopping criteria FB-HSVI uses to terminate the search. Let rM,0(ηt) be the

sum of reward cumulated throughout the path from the initial state η0 to information state ηt. We call

admissible evaluation function, quantity f (ηt) = rM,0(ηt) + ῡM,t(ηt), which gives an upper bound on the

reward of any solution path that is an extension of the current best path to information state ηt. We further

denote υ
M,0

(η0) the reward of the current best solution. Then, υ
M,0

(η0) is a lower bound on the reward

of an optimal solution. Clearly, there is no reason to expand an information state that has an f -reward

(i.e., upper bound) less than or equal to the current lower bound, υ
M,0

(η0), since it cannot lead to an

improved solution. Thus, we have the following convergence test for FB-HSVI: the best solution found

so far is optimal if there are no unexpanded information states on the search frontier with an f -reward

lower than υ
M,0

(η0). Another useful stopping criterion relies on the fact that there is no reason to expand

an information state ηt that has an upper bound equal to its current lower bound, ῡM,t(ηt) = υM,t
(ηt), since

it already yields its optimal value.

To demonstrate the theoretical guarantees of FB-HSVI, we introduce the notions of finished and not

finished information states. An information state is finished if either stopping criterion holds, otherwise

it is not finished. Clearly, all information states ηT at time T are finished.

Theorem 7. The FB-HSVI algorithm always terminates after a finite number of trials and the last solution

it finds is optimal.

Proof. First we show that the algorithm cannot terminate before an optimal solution is found. Suppose

that the algorithm terminates before finding an optimal solution which has reward f ∗. The sequence of

lower bounds used during the planning phase is l0, l1, · · · , lk, where l0 is initial lower bound before any

solution is found, l1 is the reward of the first solution found, and lk that of the last solution found. We

know by hypothesis that, l0 < l1 < · · · < lk < f ∗, where the last inequality holds under the assumption

that FB-HSVI terminates with a suboptimal solution.

Now consider an optimal path η0, η1, · · · , ηT leading from the initial information state to a terminal

information state. Under the assumption that this optimal path was not found, there must be some infor-

mation state η along this path that was generated but not expanded. That is only possible if f (η) ≤ lk. But

by the admissibility of f , we know that f (η) ≥ f ∗(η) and therefore f (η) ≥ f ∗(η) > lk, for any arbitrary

m ∈ {0, 1, · · · , k}. From this contradiction, it follows that FB-HSVI cannot terminate before an optimal

solution is found.

Then we show that FB-HSVI trials will cause at least one information state that is not finished to

become finished. Suppose FB-HSVI has not yet terminate and a trial is executed. Let the final information

states encountered during the forward expansion be ηt and ηt+1. Given that the trial terminates at ηt+1, we

know that before the trial, ηt was not finished but ηt+1 was finished. Because ηt+1 results from the action

selection at ηt, we know that ηt will be finished after it is updated: either ηt+1 yields its optimal value,

then ηt will also yield its optimal value after it is updated; or ηt+1 has an f -reward lower than υ
M,0

(η0),

then ηt will also have an f -reward lower than υ
M,0

(η0) after it is updated. Thus, executing a trial cause

information state ηt which was not finished to become finished.

Finally, we show that FB-HSVI terminates after a finite number of trials. To this end, we note that the

search graph of the FB-HSVI is a tree, with a fixed branching factor |Dt | at depth t ∈ {0, 1, · · · ,T }. By

hypothesis, only information states that appear in depth t < T are not finished. Thus, the total number of

information states | ∪T−1
t=0
It | at all depths up to T is

| ∪T−1
t=0
It | = |A∗|

|I||Z∗ |T |A∗ |T−1

|Z∗ ||A∗ |−1
(see Table 2). (36)

Given that at least one information state becomes finished after each trial, thus the initial information state

η0 must become finished after at most | ∪T−1
t=0
It | trials, causing FB-HSVI to terminate. �
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Another important property of FB-HSVI is that it refines both the upper and lower bound value func-

tions throughout the algorithm. Since information state expansions are interleaved with updates, FB-

HSVI offers an anytime solution. Cutting off FB-HSVI trials at anytime, we know that the difference

between the current best solution and the optimal solution is bounded.

Theorem 8. At anytime throughout the FB-HSVI algorithm, the current solution is within ε of the optimal

solution, where ε = ῡM,0(η0) − υ
M,0

(η0).

Proof. Formally, the regret of executing a separable policy π instead of an optimal separable policy π∗ is

written as follows:

regret(π)
def

= VM,π∗ (η0) − VM,π(η0), (definition of regret)

= VM,π∗ (η0) − υ
M,0

(η0), (definition of υ
M,0

(η0))

= VM,π∗ (η0) − υ
M,0

(η0) + (ῡM,0(η0) − ῡM,0(η0)), (add zero)

= (VM,π∗ (η0) − ῡM,0(η0)) + (ῡM,0(η0) − υ
M,0

(η0)), (rearranging terms)

≤ ῡM,0(η0) − υ
M,0

(η0). (VM,π∗ (η0) ≤ ῡM,0(η0))

So, whenever FB-HSVI is interrupted its current solution is within ǫ of the optimal solution. �

6 Experiments

This section empirically demonstrates and validates the importance of our contributions: (a) the reformu-

lation of decentralized stochastic control problems into a deterministic continuous-state Markov decision

process; (b) the reformulation of the action selection into a weighted constraint satisfaction problem; (c)

the piecewise linearity and convexity property of the optimal value function; and (d) probabilistic and

value-based loss-less compact representations. The first goal of these experiments is to establish that to-

gether these contributions yield a scalable feature-based heuristic search algorithmic framework. This is

accomplished by showing feature-based heuristic search algorithms can successfully solve all problems

from the literature over unprecedented planning horizons. We also demonstrate that the feature-based

heuristic search algorithms outperform all existing exact algorithms on all tested domains.

The remainder of this section is organized as follows. First, we introduce the experimental setup we

use throughout this section. Next, we compare different feature-based heuristic search algorithms on a

variety of domains from the literature. We also compare these feature-based heuristic search algorithms

to existing exact algorithms from the literature. We further compare approximate variants of our feature-

based heuristic search algorithms to previous approximate methods. Finally, we study the impact of the

number of agents over the performance of the feature-based heuristic search algorithms.

6.1 Core Algorithmic Components

As discussed throughout this paper, there are many key components that can affect the performance of

feature-based heuristic search value iteration algorithms, such as the (upper and lower) bound representa-

tions, bound update methods, the backup implementation, the history compression, the value generaliza-

tion, or the initial upper bound heuristic. Feature-based heuristic search value iteration algorithms differ

on one or more of these components. Table 3 provides a detailed mapping between the algorithms — as

adapted from Section 3 — and their collection of algorithmic components. We define each algorithmic

component in detail below.

Backup Implementation Methods. Recall that the backup operation consists of selecting greedy sep-

arable decision rule d∗t given current occupancy state ηt and value function υM,t+1. There is one simple
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Algorithm Backup Bound Shape Compression Generalization

LRTA∗ (Korf, 1990) brute force tabular none no

LRTA∗-LPE wcsp point set lpe yes

LRTA∗-TPE wcsp point set tpe yes

HSVI (Smith and Simmons, 2004) brute force vector / point set none yes

HSVI-LPE wcsp vector / point set lpe yes

HSVI-TPE wcsp vector / point set tpe yes

Table 3: A review of the selected feature-based heuristic search algorithms, where we identify the algo-

rithmic components they use.

method for selecting a greedy separable decision rule, namely the brute-force method. This approach

enumerates and evaluates all possible separable decision rules and pick one with the highest return:

d∗t = arg maxdt
R(ηt, dt) + υM,t+1(P(ηt, dt)). Another method, we call the weighted constraint satisfac-

tion approach, builds upon the reformulation of the brute-force method into a set of weighted constraint

optimization problems. This method applies only if we allow the bounds to generalize values from one

occupancy state to other occupancy states, using the sawtooth representation for the upper bound and a

set of vectors for the lower bound.

Bound Shapes. Once the greedy separable decision rule has been selected, the feature-based heuristic

search algorithms need to choose where and how to store this information. There are a number of impor-

tant considerations at this stage. First, the feature-based heuristic search algorithms need to choose the

representation of their bounds among: tabular, vector-set, or point-set representations. Next, they also

need to select the order in which they want the updates to be performed. The order in which updates

are performed actually depends on the underlying algorithm we choose between LRTA∗ and HSVI. The

LRTA∗ algorithm updates the upper bounds forward, following the order in which occupancy states are

generated. The HSVI algorithm updates both the upper and lower bounds backward, that is, in the reverse

order in which occupancy states are generated.

Occupancy State Compression Methods. The ability to maintain a concise representation of the oc-

cupancy states is another important feature of our algorithms. We distinguish between two key compact

representations for the occupancy states, including: the local probabilistic equivalence relation (LPE)

and the truncation probabilistic equivalence relation (TPE).

Value Generalization. By recasting decentralized partially observable Markov decision processes as

occupancy Markov decision processes, we allow values of occupancy states to generalize from one an-

other. The value generalization is possible only when we exploit the piece-wise linearity and convexity

of the optimal value function. As such value functions that are represented as tabular functions cannot

generalize values from one occupancy state to another.

6.2 Domains

In recent years, the decentralized stochastic control community has evolved a set of benchmark domains,

each motivated by an interesting realistic application, such as knowledge discovery, space exploration,

robot navigation, or network communication. We selected many of these benchmarks, with the goal of

spanning the range of properties that may affect the performance of a feature-based heuristic search value

iteration algorithm. Below, we review the selected domains and their properties, for further details see

Appendix A.
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domain M parameters |Π0:t | for different t

N |S | |Ai| |Zi| 2 5 10

Dec-Tiger 2 2 3 2 6561 3.43 × 1030 1.39 × 10977

Mabc 2 4 2 2 256 1.84 × 1019 3.23 × 10616

Grid-Small 2 16 5 2 390625 5.42 × 1044 3.09 × 101431

Recycling-Robots 2 4 3 2 6561 3.43 × 1030 1.39 × 10977

Box Pushing 2 100 4 5 3.34 × 107 5.23 × 10940 1.25 × 102939746

Mars Rovers 2 256 6 8 1.69 × 1014 1.88 × 107285 2.57 × 10238723869

Table 4: Domain parameters and maximum number of separable policies per planning horizons.

6.3 Empirical Analysis of our Algorithms

All our feature-based heuristic search algorithms (Table 4) were implemented in the same framework, us-

ing identical basic operations, such as occupancy state and value function updates, and separable decision

rule selection through point-based backups. The weighted constraint satisfaction problems were solved

using the ToulBar2 toolbox7. A time limit was set to 1000ms.

6.4 Comparing to other planners

In this section, we provide insights on how the FB-HSVI algorithm compares to other exact and approx-

imate solvers. For each domain in our selection of benchmarks, we compare the FB-HSVI algorithm to

previous Dec-POMDP solvers, including: exact solvers — GMAA*-ICE (Oliehoek et al., 2013), IPG

(Amato et al., 2009), MILP (Aras and Dutech, 2010), and LPC (Boularias and Chaib-draa, 2008); and ap-

proximate solvers — PBIP (Dibangoye et al., 2009a), and CBDP (Kumar and Zilberstein, 2010). IPG and

LPC perform dynamic programming, GMAA*-ICE performs heuristic search and MILP is a mixed in-

teger linear programming method. PBIP and CBDP are point-based approximate dynamic programming

algorithms for solving finite-horizon Dec-POMDPs. Results for GMAA*-ICE (provided by Matthijs

Spaan), IPG, MILP, LPC, PBIP, and CBDP were conducted on different machines. Because of this, the

timing results are not directly comparable to the other methods, but are likely to only differ by a small

constant factor.

6.4.1 Comparing to other exact planners

Table 5 shows performance results for exact algorithms. For each algorithm we reported the computation

time, which includes the time to compute heuristic values when appropriate since all algorithms do not

use the same heuristics. We also reported the best expected cumulative reward VM,0(η0) at the initial

occupancy state. Table 5 clearly shows that the FB-HSVI algorithm allows for significant improvement

over the state-of-the-art solvers: for all tested benchmarks we provide results for longer horizons than

have been solved previously (the bold entries).

There are several reasons for the FB-HSVI algorithm’s performance: first, we search in the space

of policies mapping lower-dimensional features to actions, whereas the other exact solvers search in the

space of policies mapping full histories to actions; we use a value function mapping occupancy states to

reals allowing it to generalize the value function over unvisited occupancy states whereas all other solvers

use value functions mapping partial policies to reals; finally, we replace the brute-force backup by an

efficient weighted constraint satisfaction approach.

The FB-HSVI algorithm performs best when the domain possesses a structure that results in a com-

pact memory-bounded parametric value function, as in the recycling robot and mabc domains. For the

7ToulBar2 is an open source WCSP solver, for further details see https://mulcyber.toulouse.inra.fr/projects/toulbar2/.
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T MILP LPC IPG ICE FB-HSVI V0,M (η0)

multi-agent tiger

2 − 0.17 0.32 0.01 0.03 −4.00

3 4.9 1.79 55.4 0.01 0.40 5.2908

4 72 534 2286 108 1.36 4.8027

5 347 9.65 7.0264

6 24.42 10.381

7 33.11 9.9935

8 41.21 12.217

9 58.51 15.572

10 65.57 15.184

20 28.75

30 51.90

40 67.09

50 80.66

100 170.90

recycling robot

2 − − 0.30 36 0.01 7.000

3 − − 1.07 36 0.10 10.660

4 − − 42.0 72 0.30 13.380

5 − − 1812 72 0.34 16.486

10 0.52 31.863

30 1.13 93.402

70 2.13 216.47

100 2.93 308.78

meeting in a 3x3 grid

2 − − − − 0.03 0.0

3 − − − − 0.04 0.133

4 − − − − 0.79 0.432

5 − − − − 1.30 0.894

6 1.88 1.491

7 2.55 2.19

8 18.06 2.96

9 24.39 3.80

10 34.42 4.68

20 291.1 14.35

30 456.6 24.33

40 34.33

50 44.32

100 94.24

broadcast channel

2 − − − − 0.02 2

3 − − − − 0.22 2.99

4 − − − − 0.32 3.89

5 − − − − 0.33 4.79

10 0.78 9.29

30 14.0 27.42

50 41.7 45.50

100 473.3 90.76

1000 903.28

T MILP LPC IPG ICE FB-HSVI V0,M (η0)

grid small

2 0 − 0 36 0 0.37

3 0.65 − 0.18 36 0.1 0.91

4 1624 − 4.09 1512 0.73 1.55

5 − 77.4 242605 1.39 2.24

6 3.51 2.97

7 8.30 3.71

8 42.2 4.47

9 69.03 5.23

10 581.2 6.03

20 13.93

30 21.25

40 28.55

50 36.11

100 75.92

cooperative box-pushing

2 − − 1.07 36 0.1 17.600

3 − − 6.43 540 0.457 66.081

4 − − 1138 2596 0.622 98.593

5 5.854 107.72

6 10.7 120.67

7 24.96 156.42

8 28.97 191.22

9 184.3 210.27

10 293.7 223.74

20 458.10

30 636.28

40 774.14

50 1134.70

100 −

Mars rovers

2 − − 83 1.0 0.10 5.80

3 − − 389 1.0 0.23 9.38

4 103 0.47 10.18

5 0.82 13.26

6 3.97 18.62

7 5.81 20.90

8 22.8 22.47

9 26.5 24.31

10 62.7 26.31

20 52.13

30 78.09

40 103.52

50 128.95

100 249.92

Table 5: Experiments comparing the computation times (in seconds) of all exact solvers. Time limit

violations are indicated by “ ”, and “–” indicate unknown values.

remaining benchmarks, the optimal solution often requires prohibitive memory, which limits the ability

to scale to larger planning horizons while preserving optimality. In contrast to previous exact solvers, the

FB-HSVI algorithm has an advantage since it is an anytime algorithm. That is, at any time, the algorithm

can always provide a satisfactory solution that meets computation time and memory constraints while

providing provable online bounds as depicted Figure 4. More precisely, if we interrupt the FB-HSVI

algorithm at any time (or trial as depicted in Figure 4) before the convergence to an optimal solution,

the algorithm is still able to return a good solution. We note that for planning horizon T = 10, the al-

gorithm finds the optimal solution after only 10 trials, the remaining trials aim at providing performance

guarantees. In the following, we exploit the anytime property of the FB-HSVI algorithm to compute

approximate solutions for larger planning horizons.

6.4.2 Comparing to other approximate planners

In this section, we use a variant of the FB-HSVI algorithm that optimizes value functions for a fixed

memory K over a single trial. We refer to this variant as the K-FB-HSVI algorithm. Clearly, this is an

approximate version of the FB-HSVI algorithm. We compare the K-FB-HSVI algorithm to state-of-the-

art approximate and memory-bounded algorithms PBIP and CBDP using parameters suggested by the

authors. These experiments are two-folds. Our primary objective is to see how the memory K impacts

the computational costs, as well as expected values. Next, we also want to gain insights on how the
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Figure 4: Anytime performance of the FB-HSVI algorithm over our selection of benchmarks and planning

horizon T = 10. By interrupting the FB-HSVI at any trial (here the 30th trial) before the termination, the

algorithm can still provide a near-optimal solution.
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Figure 5: The performance of K-FB-HSVI and CBDP algorithms over our selection of benchmarks and

larger planning horizons.

K-FB-HSVI algorithm compares with the state-of-the-art approximate algorithms. Figure 5 reports the

computational cost and the expected values of the K-FB-HSVI algorithm for different values of parameter

K ∈ {1, 2, 3, 4}. Overall, it appears that the computational costs increases exponentially with increasing
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parameter K, and the expected values also increase accordingly, but at a slower rate. The grid-small and

mars-rover domains are of particular interest, since the expected values are nearly identical no matter the

value of parameter K. In the box-pushing domain, however, the expected value increases significantly as

K grows. So, the influence of parameter K over the expected values is domain-sensitive. Interestingly, we

note that the K-FB-HSVI algorithm is superior to memory-bounded dynamic programming algorithms.

For the larger benchmarks we tested, the PBIP algorithm quickly runs out of time. For the box-pushing

domain, the PBIP algorithm takes 19000 seconds, whereas the CBDP algorithm takes only 32 seconds.

For the mars-rover domain at horizon T = 20, the CBDP algorithm takes 2729 seconds, whereas the 3-

FB-HSVI algorithm is ten times faster, the 2-FB-HSVI algorithm is 200 times faster, and the 2-FB-HSVI

algorithm is 800 times faster. Furthermore, all K-FB-HSVI algorithms (K ∈ {1, 2, 3}) yield expected

values higher than that from the CBDP algorithm.

6.4.3 Choosing a heuristic to guide exploration

The first set of experiments explores the performance of two different heuristic methods we use to guide

exploration towards optimal solutions. We distinguish between the heuristics based on the underlying

MDP and POMDP problems of the Dec-POMDP to be solved, and we call these heuristics MDP and

POMDP heuristics, respectively. POMDP heuristic functions were computed using the Point-based Value

Iteration (PBVI) algorithm, with belief states being selected using the selection heuristic with parameter

δ = 0.001 (Pineau et al., 2006). Empirically, the results are not very sensitive to parameter δ. MDP

heuristic functions, however, were computed using the Backward Induction algorithm (Bellman, 1957).

The objective of these experiments is to see if the overall conclusions on how the choice of the heuristic

method affects the total computation time to find an optimal solution, as well as seeing if this is domain

depend.

Throughout these experiments, we report (in Figure 7) the time and value pairs for first generating the

heuristic function and then using it within the FB-HSVI algorithm. Overall, while the POMDP heuristic

method is likely to produce tighter heuristic functions, this advantage does not fully manifest in the total

computation time to find an optimal solution. Over all benchmarks and long planning horizons, the MDP

heuristic is more beneficial than the POMDP heuristic method with respect to the total computation time.

To better understand how the heuristics affect the total computation time, we also report the time required

to compute the heuristic function, the initial value of that heuristic, and the number of vectors (functions

mapping states to reals) involved in each heuristic functions in Figures 6, 8, and 9, respectively.

The primary observation (Figure 6) is that the MDP heuristic for all tested domains and planning hori-

zons (h ≤ 10) provides significant savings over the POMDP heuristic, solving MDPs takes less than one

second for all benchmarks, whereas approximate POMDP solutions quickly run out of time for medium-

sized planning horizons. For instance, the time to compute POMDP solutions for both the gridsmall and

boxpushing domains quickly exceeds the time limit: gridsmall’s POMDP heuristic function at horizon

h = 5 takes within 100000 seconds; and boxpushing’s POMDP heuristic function at horizon h = 7 takes

within 1500 seconds. This is not surprising given that POMDP solution methods require time exponential

with respect to the planning horizon.

Next, we compare (Figure 8) the initial values V̄M,0(b0) for MDP and POMDP heuristic functions

over all tested domains. We note that the initial values V̄M,0(b0) of using either heuristic functions are

very close to one another for all but the Dec-Tiger domain. The returns are almost identical for Mars-

Rover, Box-Pushing, and Recycling-Robot domains. This is mainly because these domains are jointly

fully observable. That is, the current joint observation reveals the true state of the system. The returns are

within a small value from one another for Grid-Small and Broadcast-Channel domains since beliefs are

close to degenerate beliefs: at horizon h = 10, the POMDP heuristic function is about V̄M,0(b0) = 9.29

whereas the MDP heuristic function is about V̄M,0(b0) = 9.78. However, the heuristic values significantly

differ for the dec-tiger domain: at horizon h = 5, the POMDP heuristic function is about V̄M,0(b0) = 26.81
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Figure 6: Comparison of heuristic methods to guide the search towards optimal solutions. All graphs

shows the time (seconds) on the y-axis given the various numbers of planning horizons on the x-axis until

convergence or timeout.

whereas the MDP heuristic function is about V̄M,0(b0) = 100.0; and at horizon h = 10, the POMDP

heuristic function is about V̄M,0(b0) = 68.73 whereas the MDP heuristic function is about V̄M,0(b0) =

200.0. It is worth noticing that for the Dec-Tiger domain both heuristic methods provide poor upper

bounds to guide exploration, though the POMDP heuristic function is tighter than the MDP heuristic

function.

Finally, our experiments (Figure 9) show that the POMDP method requires much more memory

to store its heuristic functions for all domains but the Recycling-Robot benchmark. This domain is a

transition- and observation-independent decentralized Markov decision process (Becker et al., 2004). As

such, both the underlying MDP and POMDP are identical and so are their optimal value functions. The
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Figure 7: Comparison of time and horizon pairs for first generating the heuristic functions and then using

it in the FB-HSVI algorithm. Omitted values correspond to instances where the computation time exceeds

the limits.

POMDP heuristic functions for Grid-Small and Box-Pushing domains require more memory. For Grid-

Small at planning horizon h = 5, the size of the MDP heuristic function is about 3 orders of magnitude
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Figure 8: Comparison of heuristic methods to guide the search towards optimal solutions. All graphs

shows the return on the y-axis given the various number of planning horizons on the x-axis until conver-

gence or timeout.

less than that of the POMDP heuristic function, which requires about thousands of vector values whereas

the MDP heuristic function requires only 5 vector values. Similarly, for Box-Pushing at planning horizon

h = 7, the POMDP heuristic function requires about hundreds of vector values whereas the MDP heuristic

function requires only 7 vector values. Though the remaining domains yield more concise POMDP

heuristic functions, the MDP heuristic method yields much more compact heuristic functions.

Overall, while the POMDP heuristic method is likely to produce better initial heuristic functions to

guide exploration, this advantage will not fully manifest in the total computation time required to solve

the problem at hand. The primary reason is that the time required to compute such heuristic functions

is non negligible. Furthermore, due to the size of the resulting heuristic functions, the updates of the
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Figure 9: Comparison of heuristic methods to guide the search towards optimal solutions. All graphs

shows the size of the heuristic functions on the y-axis given the various number of planning horizons on

the x-axis until convergence or timeout.

upper bounds will involve additional computational costs, and thus limits the practical usefulness for all

but the smallest planning horizons and domains. We make the observation that tighter heuristic functions

(for example the POMDP heuristic functions) come with non negligible computation time. As a result,

we chose to guide exploration for our experiments using the cheapest heuristic methods (e.g., the MDP

heuristic method). It is worth noticing that this choice is different from that of previous work on exact

solution methods for Dec-POMDPs (Oliehoek et al., 2008, 2013), which choose the tighter heuristic

functions but neglect the computational costs involved by such heuristics. In fact, the computation time

required to compute tighter heuristic functions aside, algorithms using these heuristics are likely to speed

up their convergence rate for short planning horizons. But as the planning horizon increases, the updates
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Figure 10: Comparison of the brute-force and the weighted constraint satisfaction implementations for

selecting separable decision rules. All graphs show the average computation time (seconds) to perform a

single point-based backup on the y-axis, given the various planning horizons on the x-axis until conver-

gence or timeout. Missing values correspond to approaches that run out of time.

of both upper and lower bounds quickly becomes intractable.

6.4.4 Choosing a method for point-based backups

The second set of experiments explores the performance of our novel implementation of the selection

of decentralized decision rules over our selection of benchmarks, using the weighted constraint satisfac-

tion reformulation instead of the classical brute force implementation. The objective is to demonstrate

how using either implementation affects the speed of separable decision rule selection, as well as seeing
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Figure 11: Comparison of the brute-force and the weighted constraint satisfaction implementations for

selecting separable decision rules at a specified occupancy state through algorithm LRTA∗, LRTA∗-LPE,

HSVI, and HSVI-LPE. All graphs show the number of point-based backups on the y-axis given the various

numbers of planning horizons on the x-axis until convergence or timeout. Missing values correspond to

approaches that run out of time.

whether this superiority is domain-dependent. In particular, we want to demonstrate the computational

advantages of the weighted constraint satisfaction implementation over the brute-force implementation

in terms of execution time and ability to improve the overall performance of our algorithms. To this

end, we compare algorithms LRTA∗, LRTA∗-LPE, HSVI, and HSVI-LPE. We show that LRTA∗-LPE and

HSVI-LPE updates are more than 2 orders of magnitude of speedup for some settings. We further show

they are about an order of magnitude faster on average, and can find solutions for planning horizons by

more than a factor 5. Next, we study the reason of this superiority by explicitly comparing the actual
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average computation time required for performing a single selection of a decentralized decision rule over

various planning horizons. We show that, as we increase the planning horizon, the computational load

of performing this selection using the brute-force implementation becomes too prohibitive. In contrast,

the weighted constraint satisfaction implementation can still allow algorithms to solve the problems with

medium-sized planning horizons.

Figure 10 shows a comparison of brute force implementation and the weighted constraint satisfac-

tion implementations on various planning horizons and our selection of benchmarks. Clearly, algorithms

that use the weighted constraint satisfaction implementation (i.e., LRTA∗-LPE and HSVI-LPE) provide

significant savings over those that use the brute-force implementation (i.e., LRTA∗ and HSVI) for all

but the smallest planning horizons and benchmarks. For Grid-Small at planning horizon T = 3, the

weighted constraint satisfaction implementation is about 340 times faster than the brute force implemen-

tation, which takes 169 seconds, whereas the weighted constraint satisfaction implementation takes 0.47

seconds. Furthermore, the weighted constraint satisfaction implementation can scale up the planning

horizons to 7 whereas the brute-force implementation cannot scale beyond horizon 2 for all but the small-

est benchmarks. Figure 11 shows how the number of backups impacts the speed of convergence to an

optimal solution over various planning horizons for the same selection of algorithms. For the smallest

domains, algorithms that use the brute-force implementation can scale up. This is mainly because decen-

tralized decision rules in these domains have small and bounded dimensionality, as further discussed in

Section 6.4.5. Overall, it appears that algorithms that use the weighted constraint satisfaction implemen-

tation require less backups than those that use the brute-force implementation. This is mainly because

the weighted constraint satisfaction implementation exploits the piecewise linearity and convexity prop-

erty of the optimal value function, which in turn improves the speed of convergence. For Dec-Tiger at

planning horizon T = 3, the brute-force implementation requires up to 10 times more backups than the

weighted constraint satisfaction implementation. This later observation also favors the algorithms that

exploit the weighted constraint satisfaction reformulation as a means of accelerating the convergence rate

towards optimal solutions.

6.4.5 Choosing a method to keep information concise

In the following, we investigate how to maintain concise information about the occupancy states, decision

rules, and value functions. Clearly, algorithms that use compression methods provide significant savings

in the number of maintained histories over those that do not (e.g., LRTA∗ and HSVI). This is mainly

because the number of generated histories grows in the worst case exponentially with planning horizons.

For Recycling Robot at horizon T = 5, algorithms that use our compression methods maintain 30 orders

of magnitude less histories than algorithms that do not. For this reason, our experiments investigate the

efficiency of lossless compression methods in terms of their ability to maintain concise data and speed

up convergence towards an optimal solution. The goal is to see if we can draw overall conclusions about

how the choice of the compression method affects the size of the data and the speed of convergence. To

this end, we compare lossless compression methods LPE (via LRTA∗-LPE and HSVI-LPE) and TPE (via

LRTA∗-TPE and HSVI-TPE) over our selection of benchmarks and various planning horizons.

In general, the speed of convergence increases with increasing efficiency of the compression methods.

So we want to measure the number of histories — we denote |H|— that is explicitly maintained through

the search for both methods, as a way to gain insights on the efficiency of compression methods. Quan-

tity |H| is of importance as all occupancy states, decision rules, and value functions are mapping from

reachable histories to some reals. We also want to demonstrate that when |H| is potentially high, using

compression methods can help merging redundant histories, reducing the dimension of the search space,

and thus speeding up the convergence towards an optimal solution.

Figures 12 and 13 report |H| for LRTA∗-LPE, HSVI-LPE, LRTA∗-TPE, and HSVI-TPE algorithms

over our selection of benchmarks and various planning horizons. We observe that TPE yields more con-
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Figure 12: Comparison of compression methods to maintain concise data through LRTA-LPE and

LRTA∗-TPE. All graphs shows the memory requirements until convergence or time exceeds in the y-

axis given the various number of planning horizons in x-axis.

cise value functions, occupancy states, and decision rules than LPE over most benchmarks and planning

horizons. In particular, we notice that in many tested domains, there is a bounded number of histories that

is sufficient for representing optimal value functions. TPE often succeeds in identifying this memory-

bounded parametric space of histories, resulting in more concise value functions, whereas LPE fails. In

the Recycling Robot domain for example, TPE yields no more than 6 histories for all horizons whereas

LPE maintains up to 38 different histories, a number that keeps growing as the planning horizon increases.

In fact, the Recycling-Robot domain allows a memory-bounded parametric space (the space of joint ob-

servations) that is sufficient for representing the optimal value functions (Dibangoye et al., 2013). That

is, the most recent observation is sufficient to summarize all past local histories of each agent. In the
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Figure 13: Comparison of compression methods to maintain concise data through HSVI-LPE and HSVI-

TPE. All graphs show the memory requirements until convergence or timeout on the y-axis given the

various planning horizons on the x-axis.

Broadcast-Channel domain, TPE yields no more than 4 histories for all horizons whereas LPE produces

up to 20 different histories. Again, these results are due to the underlying structure of the Broadcast-

Channel domain. In such a scenario, the future states of the world are conditionally independent of the

histories, such problems are often referred as unobservable Markov decision processes (Madani et al.,

2003). Hence, TPE can forget about histories, and reason only upon states. Another domain of interest is

Dec-Tiger. In this problem, TPE produces no more than 30 histories for all horizons whereas those LPE

maintains up to 126 different histories. Our assumption is that there always exists an optimal separable

policy that is periodic (with period 3) for the Dec-Tiger domain. In other words, there exists an opti-

mal separable policy that depends on histories only upon the most recent three action-observation pairs.
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Figure 14: Comparison of compression methods to maintain concise data through LRTA∗
1
, LRTA∗-TPE,

HSVI-LPE, and HSVI-TPE. All graphs show the time required to convergence (in seconds) on the y-axis

given the various planning horizons on the x-axis.

Though LPE fails to capture the memory-bounded parametric space when it is present, value functions

can still generalize from one occupancy state to another via the value-based compression method, at the

expense of computational overhead, preserving fast convergence rates. We investigate this intuition next.

For the next set of experiments, we emphasize the scalability of TPE-based algorithms by explicitly

comparing the actual computation time required to find an optimal solution. These experiments somewhat

mitigate the importance of having a concise value function. Though the number of histories maintained

is crucial, it does not tell the whole story. We show that compression methods that fail identifying the

memory-bounded parametric space of histories can still demonstrate impressive performances, at the ex-

pense of being able to quickly generalize values from one occupancy state to another. Figure 14 reports
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the time required to find an optimal solution for LRTA∗-LPE, HSVI-LPE, LRTA∗-TPE, and HSVI-TPE

algorithms over our selection of benchmarks and various planning horizons. Overall, the convergence

times for TPE-based algorithms are slightly faster than for LPE-based algorithms over all benchmarks

and planning horizons. For the Dec-Tiger domain at horizon T = 6, LRTA∗-TPE (31 seconds) is about 16

times faster than LRTA∗-LPE (482 seconds); and for the Broadcast Channel at planning horizon T = 10,

HSVI-TPE (5 seconds) is 2 times faster than HSVI-LPE (13 seconds). In many other tested domains,

however, the superiority TPE-based algorithms is challenged. This is unexpected given that TPE yields

more concise value functions. To better understand this, consider first the Recycling-Robot domain. It

appears that both HSVI-TPE and HSVI-LPE have roughly the same convergence speed for various plan-

ning horizons, but they maintain a significantly different number of histories. Similar results appear for

most domains over short planning horizons. So the gain of identifying a memory-bounded parametric

space of histories does not fully manifest in the total computation time. There are many fundamental rea-

sons that explain this counterintuitive observation. For either lossless compression method, the following

operations have the same computation cost: (a) point-based backups; (b) occupancy state and bound

updates. The point-based backups consists of solving weighted constraint satisfaction problems, which

map clusters of local histories to actions. Since the number of clusters from either compression method

is identical, solving weighted constraint satisfaction problems incurs the same computational cost. More-

over, the value functions can still generalize from one occupancy state to another for either method using

value-based equivalence relation, at the expense of recasting the occupancy state based on another one.

Recasting an occupancy state given another occupancy state incurs additional overhead when using TPE

since |H| is often larger. When the cost of recasting occupancy states is negligible, it is worth using LPE.

Figure 14 also compares HSVI-based algorithms and LRTA∗-based algorithms over our selection of

benchmarks and planning horizons. There is no clear superiority of either approach. LRTA∗-based al-

gorithms are faster than HSVI-based algorithms over Broadcast-Channel, Grid-Small , Box-Pushing

and Mars-Rover domains; whereas HSVI-based algorithms are faster than LRTA∗-based algorithms over

Dec-Tiger and Recycling-Robot domains. The reason is mainly because these approaches use differ-

ent stopping criteria, which results in different exploration strategies. It is not clear which exploration

strategy is superior, but using the HSVI strategy incurs non-negligible overhead since algorithms need

to maintain both upper and lower bounds, and perform backups for both bounds. Furthermore, HSVI-

based algorithms seem to generate longer trajectories of occupancy states than LRTA∗-based algorithms.

This mainly because HSVI stopping criterion require the difference between bounds at a given point to

be zero, which is very hard to meet. As the trajectories get very long, the number of histories to main-

tain also increases. This partially explains why LRTA∗-based algorithms have a little better compression

than HSVI-based algorithms. However, when the additional computational cost required to maintain the

lower-bound value functions and generate longer trajectories is negligible, the HSVI strategy is efficient.

As the planning horizon increases, backing up both bounds becomes too prohibitive for all but the small-

est benchmarks. This explains why HSVI-based algorithms fail to scale up to larger planning horizons.

The FB-HSVI algorithm attempts to exploit the strength of both approaches, while circumventing pro-

hibitive operations including the backups of the lower-bound value functions. Instead, it updates the

lower-bound value functions based on the greedy separable decision rule, resulting in a weaker bound but

faster updates.

6.4.6 Scaling to More Agents

Our feature-based heuristic search algorithms have shown impressive ability to scale up to larger planning

horizons (by Dec-POMDP standards). Yet, it is still questionable whether they can deal with larger

numbers of agents. To this end, we extend to multiple agent the well-known recycling robot scenario

— originally introduced in the (Sutton and Barto, 1998) book, and then extended to the multi-agent case

by (Amato et al., 2007). Our extensions were modeled after the single agent recycling robot problem
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Figure 15: Performance of the FB-HSVI algorithm for increasing number of agents over the n-agent

Recycling-Robot problem, where n denotes the number of agents involved in the domain.

described in (Sutton and Barto, 1998). Given n such models, each of which is associated to a single

agent, we construct decentralized Markov decision processes. This is achieved by randomly choosing a

number of state-action-state tuples where agents need to collaborate. To ensure collaboration we map

these tuples to randomly selected values for either reward or transition models. This tied together the n

single-agent models to a certain degree.

Figure 15 provides the opportunity to evaluate the scalability of the FB-HSVI algorithm with respect

to the number of agents. While it is (at least in principle) possible to apply the FB-HSVI algorithm to

any Dec-POMDP with a large number of agents, in practice, there is no reason to believe that a generic

algorithm would scale up to larger planning horizons. Indeed, our results over the n-agent Recycling-

Robot domain show that for short planning horizon T ≤ 10, the FB-HSVI algorithm was able to find

an optimal solution, but convergence time increases exponentially with planning horizons. The graph

at the left hand side of Figure 15 provides a partial explanation. As the number of histories increases

exponentially with increasing number of agents. So, even for problems where agents have only two local

observations, the memory and computation time required to find an optimal solution are often prohibitive

for generic algorithms including the FB-HSVI algorithm.

7 Conclusion

This paper describes a general methodology for solving either exactly or approximately decentralized

stochastic control problems, and more specifically finite-horizon decentralized control of partially observ-

able Markov decision processes and their subclasses. Our methodology, namely the centralized planning

for decentralized control approach, builds upon the following principal steps. The first step recasts the

decentralized stochastic control problem at hand into an equivalent centralized fully observable Markov

decision process. Next, we identify a concise statistic — the occupancy state — that represents the state

of the resulting fully observable MDP, which we call the occupancy MDP. We further demonstrate the

optimal value functions of occupancy MDPs are piecewise linear and convex functions of the occupancy

states. Finally, we present algorithms to find an optimal or approximate separable policy.

Along with our methodology we introduce a family of generic exact and approximate algorithms,

called the feature-based heuristic search value iteration algorithms (FB-HSVI), for solving finite-horizon

occupancy MDPs. This family of algorithms involves many components including: (a) efficient updates;

(b) concise state representations; and (c) value function generalization. The main contributions pertaining

to the feature-based heuristic search value iteration algorithms are summarized below.

Inria



Optimally Solving Finite-Horizon Dec-POMDPs 69

Scalability. We believe the family of feature-based heuristic search value iteration algorithms is a major

step towards scalable exact and approximate solutions for decentralized stochastic control problems. This

is achieved by identifying a concise representation for the occupancy state — distributions of probabilities

over states and joint histories — through the use of equivalence relations between histories.

Improved backups. Another aspect of the improved performance of this family of algorithms relies

on a novel implementation of the backup operator. We replace the classical brute-force implementation

for performing backups by weighted constraint satisfaction problems, which are easier to solve. We

demonstrate that both upper and lower bounds can be updated by solving a series of weighted constraint

satisfaction problems.

Value function generalization. The last aspect of the improved scalability builds upon the value func-

tion generalization. This is achieved by demonstrating that occupancy Markov decision processes have

value functions that are piecewise linear and convex functions of occupancy states. We show that concise

representations for both lower and upper bounds retain the piecewise linearity and convexity property of

the optimal value functions throughout the planning stage.

Anytime performance. The family of the feature-based heuristic search value iteration algorithms are

trial-based algorithms. These algorithms alternate between the generation of a separable policy and the

update of the current best separable policy. As the algorithms proceed, the current (best) separable policy

is improved at the expense of increased computational time. The algorithms can be terminated either

when a satisfactory solution is attained, or when allocated planning time is exceeded. In either case, these

algorithms can always provide online performance bounds on the returned solution illustrating how far

from the optimal solution the current solution is.

Approximate memory-bounded variants. The feature-based heuristic search value iteration algo-

rithms may require an intractable amount of time to generate an optimal solution for some problems.

For this reason, we suggest a memory-bounded variant where histories map to a bounded parametric

space. As the number of parameters increases, the solution improves at the expense of increased compu-

tational time. The trade-off can be controlled by adjusting the parametric space, with a memory parameter.

The memory corresponds to the number of past actions and observations to be retained in the histories.

This approximate counterpart of the exact feature-based heuristic search value iteration algorithms opens

a novel direction of research for more scalable algorithms solving decentralized stochastic control prob-

lems.

While we have demonstrated the ability to solve decentralized stochastic control problems which are

larger than those previously solved, many practical applications are much larger than domains experi-

mented in this paper. Though we explored the idea of projecting state and history pairs into a concise

feature space while preserving optimality, often the resulting feature space remains prohibitively huge.

This is of concern since the number of states and histories impact all occupancy states, separable decision

rules, and value functions. Maintaining these objects for large feature spaces is prohibitive. This high-

lights the necessity of addressing the scalability issue of the feature-based heuristic search value iteration

algorithms through more concise (and possibly lossy) feature spaces. In that direction, we would like

to explore using occupancy states over observation histories (rather than action-observation histories),

which were shown to be sufficient (along with action-observation histories) simultaneous to this work

(Oliehoek, 2013).

Many attempts to address the scalability issues in decentralized stochastic control rely on tractable

subclasses. For instance, we have already shown that occupancy states over just states (and not agent his-

tories) can be used in transition- and observation-independent decentralized Markov decision processes
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to greatly increase scalability (Dibangoye et al., 2012, 2013). We also applied this theory and algorithm to

decentralized stochastic control problems with separable assumptions, for example networked distributed

partially observable Markov decision processes (Nair et al., 2005), allowing us to scale up to larger num-

ber of agents (Dibangoye et al., 2014). We plan to explore applying our methodology and feature-based

heuristic search value iteration algorithms to decentralized stochastic control problems where agents have

separable dynamics or rewards, as well as domains with delayed communications (Ooi and Wornell, 1996;

Grizzle et al., 1981; Oliehoek and Spaan, 2012), as a means of reducing the memory burden.

A secondary (but no less important) issue concerning the scalability issues in decentralized stochastic

control pertains to efficient inference methods to update occupancy states and value functions at the plan-

ning stage. We think occupancy states together with graphical models could help exploit the locality of

interaction among agents statically (as in (Nair et al., 2005; Kumar and Zilberstein, 2009)) or dynamically

(as in (Canu and Mouaddib, 2011)), and hence improve inference mechanisms. This is a critical issue as

the number of occupancy states necessary to obtain a good solution may be exponential in the planning

horizon. So, techniques that can efficiently update both occupancy states and value functions are of great

importance.

We dedicated a small portion of our empirical study to a comparative analysis of our approximate

memory-bounded algorithms to previous approximate solvers (Section 6.4.2). This includes evaluating a

selection of the largest benchmarks from the literature for bounded and lossy parametric spaces. Prelim-

inary performance results have demonstrated that this is a promising direction of research towards truly

scalable algorithms for decentralized stochastic control problems. Similar preliminary experiments in the

case of infinite-horizon decentralized partially observable Markov decision processes have yielded sig-

nificant performance improvements (MacDermed and Isbell, 2013). Intuitively, these approaches consist

of searching for a separable policy in a subset of the full separable policy space, at the expense of weaker

performance. The challenge therefore is to provide a theoretical bound on the error of the approxima-

tion introduced in such frameworks. Another orthogonal research direction consists of exploiting these

suboptimal solutions to guide exploration towards good solutions.

Overall, the feature-based heuristic search value iteration algorithms have already pushed the envelop

in terms of decentralized stochastic control problems that can be solved within reasonable time and mem-

ory. We hope our general methodology and algorithms will play a leading role in further research on

theory and scalable algorithms for decentralized stochastic control problems.
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A Domains

A.1 Multi-agent tiger problem

Probably the most widely used problem for single agent partially observable Markov models is the tiger

problem introduced in (Kaelbling et al., 1998). A multi-agent version of this problem was introduced

in (Nair et al., 2003). This domain has been extensively discussed in Section 2. The challenge of this

problem is to determine how long would agents stand and listen before opening a door. This actually

depends on the accumulated confidence in partial information they receive upon listening. In fact, as the

consequences of meeting the tiger are made less dire, the agents would need not to listen too much before

choosing to open a door. In contrast, as the reliability of listening is made worse, agents would need to
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listen much more before choosing to open a door. In this scenario, we build the intuition that the agents’

policies depend only upon three most recent action-observation pairs.

A.2 Multi-access broadcast channel

collision
message message

Figure 16: The multi-access broadcast channel benchmark.

Another standard problem, depicted in Figure 16, is an idealized model of a multi-access broadcast

channel, originally proposed by Hansen et al. (2004) and adapted from (Ooi and Wornell, 1996). In this

scenario, two agents are controlling a message channel on which only one message per time step can

be sent. Agents have the same goal of maximizing the global throughput of the channel. After taking

an action, each agent receives an observation signal about a possible collision. In contrast to general

Dec-POMDPs, the future states of the world, which correspond to the presence of a message to send, are

conditionally independent of observations. Hence, observations are not sufficient to determine the global

state of the world. However, if (instantaneous and noise-free) communications were allowed, the future

states of the world would only depend upon the present state. This sets the multi-access broadcast channel

domains apart from general Dec-POMDPs.

A.3 Meeting under uncertainty (/Grid Small)

This problem was first presented in (Bernstein et al., 2002). It is a simplified version of a real-life problem

of multi-robot planning (Suzuki and Yamashita, 1999).

1

2

actions

N

S

EW

Figure 17: A meeting-grid under uncertainty scenario on an 8 × 8 grid.

In this scenario, two agents want to meet as soon as possible on a two-dimensional grid. Each agent’s

possible actions include moving north, south, west, east and staying at the same place. The actions of a
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given agent do not affect the other agents. After taking an action, each agent can sense some informa-

tion, which in this case corresponds to its own location. Here, each agent’s own partial information is

insufficient to determine the global state of the world. This is mainly because agents are not permitted

to explicitly communicate their individual locations with each other. However, if this (instantaneous and

noise-free) communication was allowed the agents’ pieces of information together would reveal the true

state of the world, (i.e., the agents’ joint location). The presence of this “joint full observability” property

distinguishes this subclass of Dec-POMDPs from general multi-agent systems. More generally, in Dec-

POMDPs, the agents’ pieces of information together can map to multiple different states of the world.

As a consequence, decisions depend on full histories. In this scenario, however, since both transitions

and observations are not affected by the other agents, each agent’s decision depends only upon the most

recent observations (i.e., the agent’s present locations) (Becker et al., 2004).

A.4 Cooperative Box-pushing

The cooperative box-pushing problem is a well-known robotics problem introduced by (Kube and Zhang,

1997). In this domain, two or more agents have to cooperate to move a big object (the box) that they

could not move on their own. Even though the robots cannot communicate with each other, they have to

achieve a certain degree of coordination to move the box at all. Figure 18 shows a sample problem in a

grid-world domain.

1

2

Actions

Goal area

Box that needs two

agents to be moved

Box that needs one

agent to be moved

N

S

EW

Figure 18: The box-pushing problem in the grid world.

This problem is very flexible in the sense that it can easily be modified to different sizes and problem

complexities by varying the problem parameters. The system states of this problem are all tuples of

possible positions of the two agents and the boxes. Each agent has 4 actions: turn left, turn right, move

forward and stay. If an agent is facing a box that it can move on its own and selects the action move

forward, the box is pushed one grid cell into the direction of the agent’s movement and the agent also

moves one step forward. If the agent moves against a wall or against a larger box that it cannot push by

itself it just stays in place. However, if both agents push against the large box at the same time, the large

box moves by one grid cell as do the agents. To model an uncertain environment we assume that each

agent’s actions are only successful with probability 0.9 and with probability 0.1 it simply stays in place.

After every time step each agent gets one out of five possible observations deterministically describing

the situation of the environment in front of the agent: empty field, wall, other agent, small box, large box.

The reward function is designed such that the agents benefit from cooperation. Every time step the
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agents spend in the environment, they get a negative reward of −0.1 per agent. For each agent that bumps

into a wall or a box it cannot move, they receive a penalty of −5. For each small box that reaches the goal

area they get a reward of 10. If the agents cooperatively push the large box into the goal area they get a

reward of 100.

A.5 Recycling Robots

We already discussed the recycling robot benchmark in Section 6.4.6.

A.6 Navigation problems

Another family of domains is that of navigation scenarios (Melo and Veloso, 2011). The reason for using

navigation scenarios is that the decentralized stochastic control models appear particularly appealing for

modeling multi-robot navigation problems. Furthermore, for this class the results can easily be visualized

and interpreted. In each of the navigation scenarios, two robots must reach one specific state. In the

environments, the goal for each robot is marked with a cross and the robots each depart from the other

robot’s goal state, in an attempt to increase the possibility of interaction. Each robot has four possible

motion actions that move the agent in the corresponding direction with probability 0.8 and fail with the

probability 0.2, leaving the state of the agent unchanged. When the two robots stand in the same cell

simultaneously, they both get a penalty of −20. Upon reaching the corresponding goal, the agents receive

a reward of +1.

Figure 19: The building of the Carnegie Mellon University.
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