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Huyen T.T. Nguyen*
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ABSTRACT

In the domain of Collaborative Virtual Environments (CVEs), many
virtual worlds, frameworks and techniques are built based on a spe-
cific and direct purpose. There is not a general and still good and
efficient enough solution for all the collaborative systems. Depend-
ing on the purpose of the collaborative work, the techniques of in-
teraction and of manipulation change from one application to an-
other. Despite this difference between interaction techniques, they
always benefit greatly from awareness features that help in expli-
cating implicit knowledge related to one’s own and others” working
activities as well as to virtual workspace. In addition, people in
CVE:s also use communication channels to negotiate shared under-
standings of task goals, of task decomposition and of task progress.
Therefore, awareness and communication are usually considered as
“instruments” to complete collaborative tasks in the environment.
However, few research work have been devoted to improving the

awareness and the communication channels in CVEs for a better

collaboration between users. In this paper, we will study the impor-

tance of awareness and communication in collaborative virtual en-

vironments. We will investigate different kinds of awareness which
need to be carefully designed. We will also discuss different com-
munication means and how to cope with this diversity, so we can
benefit from the availability of different peripheral devices and can
find an effective communication means to work together. Finally,
we will make some propositions to overcome these actual limita-

tions of CVEs.

H.5.2 [Information Interfaces and Presentation
(e.g., HCD)]: User Interfaces—User-centered design; H.5.3 [In-
formation Interfaces and Presentation (e.g., HCI)]: Group and
Organization Interfaces—Computer-supported cooperative work;
[.3.6 [Computer Graphics]: Methodology and Techniques—
Ergonomics, Interaction techniques; 1.3.7 [Computer Graphics]:
Three-Dimensional Graphics and Realism—Virtual reality

INTRODUCTION

Collaborative Virtual Environments (CVEs) allow people to work
together on shared 3D artifacts and datasets or exchange informa-
tion. A collaborative working cycle in CVEs includes the follow-
ing steps: perception and awareness, communication and negotia-
tion, coordination and performing. This cycle can be considered
as an extension of the Model Human Processor cycle [7] including
Perceptual Processor, Cognitive Processor and the Motor Processor
which is interpreted as the Perception - Decision - Action Process.
A collaborative task begins by the perception and awareness steps
when users get to know the activities happening within the tempo-
ral and physical bounds of the task in a visual workspace [17]. The
next step is to communicate with other people in the same virtual
world to enhance the awareness knowledge as well as to make an
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agreement about how to perform the task. Once the agreement has
been achieved, the performing step takes place while the communi-
cation and the awareness steps still go on.

In the collaborative working process, the two important steps
including coordination and performing, will highly benefit from
awareness features that help in explicating implicit knowledge re-
lated to one’s own or others” working activities. In addition, peo-
ple in CVEs also use communication channel to negotiate shared
understandings of task goals, of task decomposition and of task
progress. - Therefore, awareness and communication are usually
considered as “instruments” to complete collaborative tasks in the
environment.

In this paper, we will study the importance of awareness and
communication in CVEs. We will investigate different kinds of
awareness which need to be carefully designed. We will also dis-
cuss different communication means and how to cope with this di-
versity, so we can benefit greatly from the availability of different
peripheral devices and can find an effective communication means
to work together.

The remainder of this paper is structured as follows. The next
section describes in more detail several kinds of awareness, fol-
lowed by a small discussion on how to design a CVE for improving
the awareness. Different means of communication are briefly pre-
sented in the third section. The paper concludes with a discussion
on the actual limitations of existing awareness and communication
work and some suggestions of different aspects to develop in order
to obtain a better collaboration in CVEs.

2 AWARENESS IN COLLABORATIVE VIRTUAL ENVIRON-

MENTS

The awareness concept in a CVE as it is defined in [8] mainly con-
cerns the activities of other users and their presence. This concept
summarizes the idea of the spatial model of interaction [3] where
Benford et al. define some properties of space such as medium,
aura, focus, and nimbus representations as the basis for mediating
interaction. This model can determine when, where and how the in-
teractions happen. Therefore, this model can help a user to manage
his/her awareness about the presence, whereabouts, attention and
activities of others. Moreover, he/she also can manage his/her own
level of giving attention so he/she can predict at which level the
others can be aware of him/her. However, the awareness concept
need to broaden in order to help a group of users be able to think
and work together in a more complex CVE.

The collaboration in virtual environments does not simply start
when users begin working together but it includes early activities
such as using environmental cues to establish a common under-
standing, knowing who is around and what they are doing, know-
ing the state of artifacts in the shared workspace, observing other
people’s gestures and what they are referring to, etc. Therefore,
awareness is defined as having complete knowledge of the environ-
ment within which a user is working and of other people he/she is
working with. Awareness can help users reduce effort, increase effi-
ciency, and reduce errors for the activities of collaboration. Gutwin
et al. [17] states that awareness is knowledge about the state of
a particular environment and because environments change over



time, people must maintain and update their awareness by inter-
acting with the environment.

We will describe in more detail in this section several kinds of
awareness which need to be carefully designed including the aware-
ness of the virtual environment and its artifacts, of people in it, of
the ongoing collaborative task, of the limitations and constraints of
the physical environment, and of network delays.

2.1 Awareness of Others

The first and most important factor of the user’s awareness in a
CVE is whom he/she is working with. All the information about
others’ presence, their location and their actions and activities needs
to be well considered and represented. This awareness involves
identifying and locating other users at a particular moment, so it
concerns mainly synchronous collaboration.

Awareness of presence is the knowledge about whether there are
other users in the same virtual environment and who they are. This
awareness of presence can be easily done by representing each user
as a recognizable embodiment or avatar. The DIVE system [4] uses
simple graphical 3D-bodies to show where is everyone in the vir-
tual world. However, the awareness of presence and then later of
identity and of actions can only be revealed when there is a col-
lision between auras which are implemented as a volume around
graphical 3D-bodies. These aura representations allow the system
to calculate whether there is a collision happening and if there is,
the identity as well as position and angles of the related entities are
sent to other processes within the environment. However, the calcu-
lation time can increase and become a burden when there are many
objects and users in the environments.

Awareness of location covers the knowledge of gaze, view and
reach area of other users. Awareness of gaze and view involve un-
derstanding the area where a person is looking at and what he/she
can see. Awareness of reach characterizes the knowledge about
the area within a person can interact or manipulate artifacts [17].
Awareness of presence also implies the awareness of location if
these users are working in the same limited “space”: “I know you
are there because I can see you”. Awareness of location in a narrow
space can be improved if the working conditions of each user are
explicitly represented. For example, by attaching a “wire-framed”
view frustum [15] to a user’s avatar, others can see the orienta-
tion of his/her face and his/her field of view. They can also see
where he/she is looking at and which artifacts are possibly seen by
him/her. The same idea can be applied to the representation of in-
teraction or manipulation area to improve the awareness of reach.
Based on the limitations and the constraints of control devices (e.g.,
mouse, flystick, 6 DOF controller, etc.), the interaction area of each
user is represented, so the others can understand what he/she can
possibly do. However, a problem may arise when using view frus-
tums as well as explicitly specifying interaction areas to improve
the awareness of location. When there are many users working in
the same narrow space, the confusion of these “wire-framed” rep-
resentations can happen. When users work together in a large-scale
CVE, the design to improve the awareness of presence and of loca-
tion is different The characteristic of this kind of collaborative task
does not require the permanent presence of users in the same place
or in the field of view. A user can observe others over a map and
their small 3D representations in a world in miniature [28] or in
a supplementary view called “bird’s-eye view” [9]. This view can
provide information about the presence, the position and may be
about the activities of the others. However, this information may be
incomplete, especially for the current actions of the others, because
detail is lost and it makes the perception particularly difficult.

Awareness of actions and activities implies the understanding of
what others are doing, either in detail or at a general level. It also
includes the knowledge about their intentions and what artifact they
are working on [17]. In a limited working space, a simple idea of

how to represent the others’ actions and activities is to show them
on the avatar of each user. The more detail in pseudo-humanoid rep-
resentations there is, the easier it is for others to understand what a
user is doing. Depending on the goal of collaborative work, if the
users are working together to manipulate or interact with artifacts in
the virtual world, a humanoid representing postures or gestures can
perfectly show the current actions of each user and so the others can
predict his/her intentions and which artifact he/she is working on.
For other applications such as social meetings or teleconferences,
the emotional expression and gestures may be important. If they are
working in a large-scale CVE, in order to understand the actions of
others, another solution can be found in [31]. In [22], Nguyen et
al. provided “what you see is-what I see” or “over-the-shoulder”
perspective views so each user can have his/her independent view
and also other shared perspectives. By using this technique, one
can observe and know what the others are actually doing and can
predict their actions and activities. A user can directly access to the
current viewpoint of others and can share his/her own viewpoint.
This technique is very useful to improve the awareness of actions
and activities for collaborative tasks in large CVEs. The drawback
of this approach is that multiple viewpoints can destroy the immer-
sion and the continuity in the collaboration.

To summarize, awareness of other users is the first important step
to increase the efficiency of collaborative tasks and reduce errors
for collaboration activities. This kind of awareness can be obtained
from different perception sources such as visual, auditory, embod-
iment ones. Therefore, a good design of different factors in the
virtual world to improve the awareness of users is important to get
closer to an effective collaborative work.

2.2 Awareness of the Virtual Environment

Being aware of the virtual environment in which people are working
together is also an important step toward being able to efficiently
work with others. In this paper, we define a virtual environment as
an environment that includes all the 3D models, data, information,
artifacts and the tools that users use to interact with the environ-
ment and with the others. In the literature, many research work
have been devoted to improving the awareness of people and their
presence in CVEs, but few were interested in improving the repre-
sentations of virtual entities for facilitating the perception process
and the awareness of the virtual world. When designing 3D models
and representing the datasets or information of the virtual world,
some features, representations or metaphors of these entities need
to be taken into account to allow users to gain a great understand-
ing of abstract concepts and of all possibilities to manipulate these
representations [20].

The spatial model of interaction [3] is one of the earliest work
which treated the behaviors of artifacts in the virtual world in the
same way as behaviors of 3D embodiments. However, the behav-
ior of artifacts and of 3D embodiments have different properties.
A 3D embodiment which can possibly support the use of gesture
and non-verbal cues combined with real-time conversation chan-
nels such as auditory and visual ones can represent the identity of a
user and the information about his/her actual whereabouts, actions,
activities, etc. [8]. In the virtual world, 3D embodiments can be
considered as an active factor while artifact representations are pas-
sive ones. Artifact representations may be interpreted as a means to
reflect the effect of users’ actions onto the environment. By using
many advantages of virtual reality, developers have many options to
represent this effect on artifacts in the virtual world so the interac-
tion of users with artifacts and also the collaboration between differ-
ent users may become easier and much more effective. An example
can be found in [15] where Fraser et al. used a *wire-framed’ rep-
resentation of objects to show their current state of “being moved”
differently than the state of “being pointed”. This representation
can help other users distinguish the difference between the grasp-



ing and the pointing actions of a user because both grasping and
pointing actions are usually done by a similar gesture: extension of
the embodiment “arms”.

Another aspect that needs to be studied is the way object rep-
resentations or data may or may not remember the actions made
on them and show them as a history metadata which can be used
as an archive of past actions for later consultations. This aspect
is mostly important in asynchronous collaborative work where not
all the users connect and work at the same time. This metadata
may contain the information about whether the artifact it repre-
sents can be manipulated or changed and how. It can also contain
all the modifications and information about these modifications are
made by whom, where and when. This capability of storing history
actions of artifacts may be applied in educational applications of
CVEs where course materials, learning contents or other auditory,
visual, textual documents, etc. can be archived for all the learners
as well as for each individual one.

Access control to artifact representations is also necessary. It
defines the possibility of having many levels of access to artifacts
depending on the authorization level of each user. Access control
have been long studied in collaborative systems. In [29], Tolone
et al. have summarized many different access control requirements
for collaboration and these requirements can be applied in the same
way in CVEs. In [8], Churchill et al. states that “one individ-
ual may require multiple representations to reflect different aspects
of his/her task(s), whilst in other cases different individuals may
require tailored representations to provide information specific to
their tasks”. In the same view, developers need to determine which
objects and which properties of them are available and visible to
which kind of users. Accordingly, in order to improve the aware-
ness of virtual world for users, the requirement of having different
subjective views as well as alternative ones of objects can become
necessary and indispensable depending on the nature of each col-
laborative task.

Information produced by artifacts, either by their internal state or
by actions of users when they interact with them is one of the pri-
mary ways that people maintain workspace awareness [17]. If the
interaction and manipulation process produces minimal feedback,
the people’s ability to maintain awareness of virtual environment
reduces. This reduction of awareness may become worse when
many people try to interact with a same artifact or object. Get-
ting distracted by people’s action, a user may not be aware of the
change in the artifact’s state and so do not modify his/her actions
accordingly. Therefore, effective feedback from artifacts is a key
factor to improve the awareness of virtual world.

2.3 Awareness of Coordinating Actions

We want to discuss in this section a type of awareness that did not
get much attention from the CVE developers even though it is very
important for cooperative manipulation. It is the possibility to make
users be aware of actual collaborative activities so they can work
together with the coordinating actions occurring in the right order
and at the right time to complete the task [17]. In [27], Robinson et
al. states that there are two ways of coordinating actions in a shared
workspace. The first solution is using explicit communication about
how to do the task together. The second way is using shared ma-
terials used in the work process. The second way is more efficient
but requires people to maintain the awareness of coordinating ac-
tions. This kind of awareness enhances the coordination of users
because it informs them about the temporal and spatial boundaries
of others’ actions, and it helps them fit the next action in the work-
ing process. The awareness of coordinating actions is particularly
efficient in continuous actions when people are working with the
same objects [17].

The cooperative manipulation is a type of collaborative work
wherein users manipulate simultaneously an object. Because this

particular activity involves the actions of several users on an object
at the same time, the awareness of the ongoing actions of the others’
takes an important role in the accomplishment of the collaborative
work. Some approaches have been proposed for cooperative ob-
ject manipulation but not many interaction techniques take into ac-
count this awareness aspect. The collaborative pointing technique
for colocated multi-user interaction [26] allows users to pick up an
object simultaneously using pick rays. By bending these pick rays
which are normally straight, users can be aware of the change made
by their actions on the object and also on the control metaphor (i.e.
pick rays). Pinho et al. have proposed some visual metaphors to
improve the awareness for cooperative manipulation [23]. In the
selection phase, the selected object’s color changes when a user
points to it. This feature allows another user to know what his/her
partner is pointing to. The object’s color also changes when the
users enter the other phases such as the attachment, positioning and
release phases. Because this cooperative manipulation technique
combines simultaneous user actions based on the separation of de-
grees of freedom between two users, the shape and color of the
control metaphor (in this case, pointers) change accordingly to each
particular manipulation situation which allows a user to predict the
interactive capabilities of his/her partner.

In order to accomplish a successful cooperative manipulation
task, each user has to maintain a continuous awareness of coordi-
nating actions to track, predict and adapt his/her actions with other
users. Therefore, some simple but effective metaphors need to be
implemented to improve this kind of awareness.

2.4 Awareness of the Physical Environment

The awareness of the constraints and limitations of the physical
world would be very important when a user is fully immersed
within a CVE because his/her feel of presence of the real world
can be totally replaced by the virtual world. This immersion aspect
may cause serious collision with hardware parts of the system or
more slightly the disturbance and misunderstanding between users
during a collaborative work. We will specify how researchers cope
with these constraints to make sure that users can be aware of their
infrastructure limitations as well as of the others’.

As in most of the virtual reality applications, a physical environ-
ment of a collaborative system must be integrated into the virtual
one so users can be aware of their own interaction capabilities as
well as of the others’. Duval et al. [11] states that the representation
of physical devices can describe the spatial relationships between
these physical devices and model the users’ physical workspace as-
sociated to each device. A model for embedding the features of the
physical world into the virtual world has been proposed in [14]. In
this model, all the possible workspaces have been described includ-
ing a motion workspace (the area where a user can move his/her
body, e.g., in a tracking zone of a CAVE space, in a zone of max-
imum wire length of a HMD), a visual workspace (what the user
can see through and around a display device), and an interaction
workspace (the area where a user can interact by a control or an
input device). Even though these workspaces may not be always
visible to users, they help developers to implement their collabora-
tive framework without worrying about the changes it could make
to the virtual world when there is a new physical device added to
the system. These workspaces also help precisely define the pa-
rameters of physical devices so they can appear in the virtual world
and become a part of it. Two examples of how to use the physical
representations in a virtual world to enhance the users’ awareness
of their physical surroundings and to prevent the collision between
users and the front display screen can be found in [11] and are il-
lustrated in Figure 1. These representations are easy and simple to
implement if the physical world limitations are taken into account
when designing CVEs. Besides the visual representations, auditory
signal can also be used as a warning of the collision between users



Figure 1: From left to right: In the tracking zone of a CAVE-like system, in order to warn a user not to hit the real wall, the motion workspace [14]
is represented in the virtual world by a 3D grid which becomes clearer and sharper when the user goes closer to the display screen or his/her

hand reaches out close to it.

and the physical world.

In addition to the recognition of their own physical world, the
representation of physical devices can also help users to be aware
of the working condition of others. They can predict the others’
possible actions based on these representations. View frustum rep-
resentation [15] is a simple way to show to other users about the
limited field-of-view of a user and so the capability of his/her dis-
play screen or HMD (e.g., the field-of-view of a HMD is about 50
to 60 degrees and the computer display screen’s one is about 90
degrees). In order to visually display a haptic device with a lim-
ited workspace in a virtual world in [10], a semi-transparent sphere
which surrounds the manipulated cursor is used to control the force
feedback based on the sphere position relatively to the cursor.

The ultimate goal is how to benefit greatly from the availability
of different infrastructures of users to build an abstract representa-
tion of the virtual world. The semantic metaphors and the flexibility
of the system to each user make sure that in spite of the difference,
the metaphors can make up for the lack of devices or can make users
be aware of this difference so they can find an effective way to work
together. The constraints and limitations of the physical world nor-
mally stay invisible so the immersion of users can be guaranteed.
The features of the physical world only need to be visible in case of
collision or of explicit representation of the real world besides the
virtual one.

2.5 Awareness of Inconsistency due to Network Delays

The problem from network delays is one of the main reasons of
ineffective collaborations in CVEs. In [30], Vaghi et al. states
that “the deployment of CVEs over wide area networks as well as
different communication bandwidths increase typical network de-
lays, potentially breaking the consistency between the replicated
versions of an environment at the participants’ sites”. All the infor-
mation about the activities of all the actual participants, their where-
abouts and all the changes that are made to the data and objects in
the virtual world need to be transferred over the network. There-
fore, the more complicated the shared environment is and the more
people there are in the same world, the more present the increasing
network delays are and so is the incoherence of the participants’
awareness and actions.

In order to solve this problem, the most evident solution is to
reduce the amount of circulating updates and messages on the net-
work [21]. However, if the network troubles still arise, the collabo-
ration manager system has to make all users aware of this potential
problem. Lamboray et al. [21] have proposed some system features
that need to be applied so the network delay effect could be coped
by the understanding of users in the virtual world. Depending on
the level of trust that each system requires, each feature needs to
be considered, so determining which one(s) will be implemented
is a compromise between the required level of trust and the system
performance. The features such as the prediction capabilities and

indication of level of trust associated with the prediction or the cal-
culation of expression and preservation of user’s expectations might
not be necessary if the system’s requirement of the consistency is
not too strict.

We want to discuss here some features that may be easy to be
implemented and applied in CVEs. These features include the ca-
pability of explicit indication of delays with all their characteristics
and their effect on the influenced objects or data; and the capabil-
ity of explicit display of corrections due to discontinuities. Duval
et al. present an example of explicit indication of network delays
that can be found in a collaborative system [12]. All the possible
delays or disconnection due to low-level network problems are de-
tected by sending synchronization messages between different sites
in order to coordinate these parallel processes to similarly evolve in
each system. If there is a breaking of the real time concept, they
choose to let the collaborative task continue by freezing only the
parts of the world whose state is uncertain for consistency consider-
ations. The remotely shared objects loose their interactivity as long
as the disconnection remains. They use echo objects that represent
the state of their associated distant objects and a marker system
to inform users about the out-of-date state of shared objects. The
problem of this approach is that when a large number of sites are
participating to the same collaborative session, there will be many
echo objects which maybe “pollute” the visualization. The solution
is then to make sure that there is no more than significant metaphors
which are necessary for indicating the participants about the state
of the world and of the other problems concerning network delays.
One metaphor can also be used for different indications in different
contexts so the redundancy will reduce. Another approach is to cre-
ate dynamically echoes after the detection of a network problem be-
cause the echo objects are not necessarily explicit or available when
there is no network problem to be shown. The users are informed
about technical problems only when they obviously influence the
users’ activities. In addition, these network problems can be repre-
sented in form of visual, auditory metaphors or other metaphors in
the virtual world so their immersion is not interrupted.

Developers of CVEs need to find a compromise between the
need of representing the network problems because of the unac-
ceptable inconsistency in a collaborative work and the discontinuity
and the perturbation it could cause when the goal of almost all VR
applications is to totally immerse users in the virtual world.

2.6 Summary

In collaborative virtual systems, the awareness of a user is the up-
to-the-moment understanding of the collaborative task to achieve,
of the people he/she is working with, of the shared environment, of
the system infrastructure [16]. Because acquiring awareness infor-
mation by perception process is obvious, simple and often happens
inside users’ head, the design of a CVE for improving the aware-
ness is often not considered enough. However, so much information



of the virtual world as well as of the physical one does not really
help the user to collaborate successfully with others due to infor-
mation overload. Additionally, the perturbation of information can
happen and obscure the main goal of collaborative work, reducing
its efficiency and so compromising the collaboration.

3 COMMUNICATION IN COLLABORATIVE VIRTUAL ENVI-
RONMENTS

As mentioned in section 1, the communication in CVEs is an impor-
tant “instrument” to complete the collaborative work. Communica-
tion means provide for a user a possibility of keeping in contact with
other people, either communicating in real time in synchronous
CVE:s or leaving notes for others wherever they are needed. Users
need to negotiate shared understandings of task goals, of task de-
composition and sub-task allocation, and of task progress. It is im-
portant that users can be aware of what is currently being done and
what has been done in context of the task goals. In addition, the
communication between users can be explicit (e.g., speaking, writ-
ing) and implicit (e.g., emotional expressions, gestures, postures,
visual metaphors).

However, the more there are users who participate in the col-
laborative work, the more various is the peripheral infrastructure.
Each user’s site may have auditory devices (e.g., headphones,
speakers), visual systems (e.g., display screens, head-mounted dis-
plays, CAVE-like systems, handheld devices), and input devices
(e.g., mouse, keyboard, joystick, flystick, motion detectors). The
MASSIVE system [3] is an example of collaborative virtual sys-
tems which supports interaction between users whose equipment
has different capabilities. MASSIVE uses graphics embodiment
which have different representations: an audio user has ears, a non-
immersive user has a single eye and a text user has the letter “T”
embossed on his/her head. These simple visual metaphors allow
users to know how to communicate with others without wasting
time to try each communication channel until finding one in com-
mon.

In order to obtain an effective common communication channel,
developers of CVE frameworks need to find a general representa-
tion of these peripheral devices as well as their limitations, so users
can be aware of their difference of communication means and can
choose the right channel to use for communication. We will discuss
in this section some major means of communication to understand
their capabilities and their limitations to be used in CVEs. They are
the audio communication, embodiment and nonverbal communica-
tion, text and 3D annotation, and some visual metaphors using for
communication and exchange information.

3.1 Audio Communication

Talk is one of the first and most important means of communica-
tion in virtual world besides the visual channel [6], especially for
social meetings and teleconferences. But is talk solely enough for
an effective communication in CVEs? What happens when there
1s a network delay that influences the quality of the audio channel?
If the network delays happen, silence in the audio channel could be
interpreted differently by each user because of some confusion over
whether the origin of the silence is a technical failure or simply the
intended silence in talk [6].

The simple approach to deal with this problem is to add a vi-
sual channel and visual metaphors to cope with some problems of
consistency in the audio communication of CVEs. This approach
allows users to get informed about who is talking or when there is
a turn-talking, especially in social meeting or educational applica-
tions where the number of users in a shared virtual world becomes
important. The whiteboard, conference table, podium entities [4]
are some typical visual metaphors which allow users to organize
the turn-talking, to get attention to the one who is talking as well as
to determine who are listeners.

Audio communication becomes a fast and effective means of
communication if it is combined with another communication
means or with virtual representations. An avatar for each user with
the capabilities of emotional expression and/or gestures and/or pos-
tures can be a valuable factor which helps users have a natural com-
munication as it is in the real life.

In addition, the audio media can improve the interactions in the
virtual world. When the 3D audio signal is rendered according on
the position of users in the virtual world by a tracking system, their
feeling of presence and immersion in the environment become more
real. This possibility of 3D audio rendering can be done locally and
it depends on the apparatus of each user.

Another advantage of the audio channel is that we can use this
means not only to communicate to each other, but also to control
or manipulate virtual elements or artifacts in the virtual world by
using a speech recognition system. This advantage can change the
user interfaces designs for CVEs deeply if the speech recognition
system is efficient.

Another aspect that needs to be considered is to make the au-
dio channel become a representation or an entity in CVEs. Un-
til now, audio communication via Skype or telephone is normally
used as a complementary means of communication, and it does not
truly become an element or a factor in the virtual world that can
affect the other means of communication or can be replaced by
them when some problems happen. Therefore, the developers of
CVE platforms mainly do not take into account the representation
of this communication means. In [6], the virtual representation of
talk presence is a “mouth” which opens when a user’s speech ex-
ceeds a certain amplitude threshold. As far as we know, there is
still no richer and more advantaged representation of audio media
in the virtual world. So we can imagine that the different nuances
in speaking could be dynamically and automatically interpreted in
gestures or emotional expressions or even other visual metaphors so
the one without audio channel can globally understand what others
are talking about.

3.2 Embodiment and Nonverbal Communication

Natural human communication is based on speech, facial expres-
sions, body postures and gestures. In order to obtain a virtual
and yet still effectual and natural representation of users in the
virtual world, humanoid embodiments or avatars are used as a
medium to improve social interactions and communications in non-
verbal aspect. Nonverbal communication signals include gaze, ges-
tures and postures, facial expressions, touch, etc. as well as par-
alanguage cues such as variations in intonation and voice quality.
These nonverbal cues help interlocutors express more feelings or
thoughts through the use of their bodies and augment spoken mes-
sages [13, 18]. Moreover, besides improving the bodily communi-
cation and the natural interaction, a visual embodiment is a means
to self represent, to interact with the world and to experience vari-
ous properties in it. According to [13], the avatar can provide direct
representation as well as feedback about the actions, the direction
and degree of attention, and the interactive abilities of one specific
user to the others at all times. By gaining the understanding and
knowledge of their whereabouts and activities, users can develop a
strong mutual awareness of the others. However, Fabri et al. [13]
argue that the requirement for the rich representation of users in the
virtual world does not necessarily imply the using of realistic avatar.
The graphical representation of users in the DIVE system [3] is very
simple and allows the system to detect the possible interactions be-
tween users by using the aura, focus and nimbus representations.
This representation plays a role as a “placeholder” of users in space
so it does not require a complicated model. The same thing goes for
“blockie” models in the MASSIVE system [6] when Bowers et al.
only wanted to represent some simple gestures such as “sleeping”
state when the user it represents has left his/her machine, “flapping



ears” or “opening mouth” when the user is listening or speaking.
These gestures only inform the presence or the actual action of the
user and not the emotional expressions or the other complicated
behaviors. In order to make the avatars become more realistically
emotional, Guye et al. [18] have proposed an interface of differ-
ent built-in gestures, postures and expressions. The problem of this
approach is that users need more time to choose the adequate emo-
tional expressions by panel and this interferes with the continuity of
actions in VE just for choosing the right expressions to use. This is
also not a natural interaction in CVEs, specifically from the immer-
sion perspective. On the contrary, in [2], a CVE can render a chosen
subset of nonverbal behaviors, filter or amplify that subset of be-
haviors, or even render nonverbal ones that the user may not have
performed. In order to obtain a complicated subset of nonverbal
behaviors, nonverbal signals (e.g., eye gaze, facial gestures, body
gestures) need to be tracked and then rendered via realistic avatars.
The choice of using which kinds of avatar with all the possibilities
to express the emotions and feelings is made based on the required
social interaction levels in the CVE. However, gestures and postures
don’t need to be too complicated: for example the smiley icons on a
chat messenger are simple but effective to express feelings without
slowing down the system and the network transmission for com-
plex graphical avatar and movements. However, if the interaction
focuses on social behaviors, the complex graphical avatars can im-
prove the sense of reality and immersion. And on the other hand,
if the collaborative work focuses on “task-focus” interaction or on
a specific collaborative task, the feeling and emotional expression
will become less important. It also needs to allow users to plan on
doing things, a means to show their actions, etc.

3.3 Visual Metaphors

Visual metaphors for communication are the most important tool
of CVEs. 3D virtual environments are first and foremost the world
where different abstract or realistic data and models can be created
and visualized. By using simple visual metaphors as a direct means
of communication in CVESs, users can establish an implicit chan-
nel of communication which is easy understand. Visual metaphors
also help users get an immediate and direct visual feedback. In ad-
dition, not only visual metaphors are used for communication pur-
pose, changing parameters of objects or data in the environments
such as color, position, orientation, scale, etc. also provides op-
portunities for users to express their actions and activities to oth-
ers. The examples in Figure 2 and [1, 22] illustrate the approach
of using some simple visual metaphors for a mutual awareness and
also a collaborative exploration without using verbal communica-
tion. A user can also use some colorful signals to inform others of
his/her current states while navigating together (e.g., orange signal
for “waiting”, red for “stopping”, green for “going”).

The drawback of this communication approach is that all the
users need to get a common understanding about the regulations
or the signification of visual metaphors before they start working
together.

3.4 Text and 3D Annotation

Although the importance of providing text input and annotation ca-
pabilities in virtual interfaces has been recognized, not many re-
search work have been devoted to integrating and manipulating tex-
tual data in immersive VEs [5, 19]. Text and 3D annotation can
become powerful tools for communication in a CVE, especially for
data visualization and collaborative analysis applications, if the er-
gonomics aspect for writing or taking notes is improved and if these
tools do not degrade the immersion of users. Another advantage of
text and 3D annotations is that they are easy to store offline so next
time users can access to the same data. This aspect can facilitate
asynchronous collaborations between distant users.

Ribarsky et al. [25] studied how to use text to annotate graphic

models in VEs. Notes might take the form of digitized speech
or of written text, depending upon the user’s needs and prefer-
ences. Some textual metaphors such as text or annotation which
are texture-mapped onto the walls of a room or of the billboard can
become a communication tool to represent information to many
users at the same time like in a meeting room. In CVEs, these
notes should exist in a visualization space and be directly associ-
ated with the part of the visualization to which they apply so the
other users can see, access and modify them. Poupyrev et al. [24]
have proposed a collection of interface tools that allow users to
take notes, annotate documents and input text using a pressured-
sensitive graphics tablet, a pen and a handwriting recognition soft-
ware while still immersed in VEs. This handwriting approach may
become a new modality for interaction and communication in im-
mersive CVEs. But using too much devices just for taking notes
would “spoil” the immersion of users and the flexibility of VR in-
terfaces. However, with the development of hand-held devices, this
tool can be integrated in a tablet or a smart-phone so users can use it
as a supplementary device to explore and work in CVEs. Addition-
ally, the complexity of input devices to produce text in the virtual
world can be avoidable by using some graphic metaphors such as
a 3D virtual paintbrush or a virtual pen controlled by normal input
devices to draw and write without any constraints.

A virtual annotation system by voice input has also been studied
as a possible method for the immersive input of text [24]. Voice an-
notations are represented as a small marker attached to objects, and
can be selected later for playback. However, a speech recognition
application need to be used to recognize the audio input and then
translate it into text for manipulation and editing purpose. This is
the main reason why the voice annotations are easy to create but
difficult to use.

Some problems arise when using text and 3D annotation in a
virtual environment concerning the limitations of display devices
and the integration of text and annotations in the virtual world. A
low resolution and a small field-of-view of head-mounted displays
normally make it difficult for users to read text in the environment.
In a CAVE-like system, the field-of-view of the users is expanded
as well as the physical motion space. This is the reason why if the
system wants to get users to notice the text and annotations in the
environment, they need to be attached to the users’ position or in
their working area. So the integration of these elements need to be
designed so they are not disturbing the visualization of users and
yet not lost from their sight zone.

Besides the utilization of text and 3D annotations for annotat-
ing data, models in the virtual world as well as for communicating
between users, synchronously or asynchronously, many CVE plat-
forms integrate the text on menus or pop-up menus to provide for
users more controls or options to choose. These menus normally
float in the virtual world and can be visually customized if users
have control over the level of detail in the visualization and over
the kinds of tools employed. This customization process can help
users limit graphical structure and means of interaction to retain
immersion while still looking on details they think are important.
But the problem with pop-up menus in a CVE is the access and
display of these menus need to be local so participants do not ac-
cess to the menus of others and vice versa. On the other hand, we
need some metaphors to represent the actual action of selection and
controlling over the menus of one participant to the others so they
can know what is really going on, especially for the synchronous
collaboration in the same shared space.

3.5 Summary

We have studied different means of communication, which CVEs
normally support and exploit. Besides these kinds of communi-
cation means, there are still other communication media such as
videoconferencing, tactile or haptic feedback, etc. which could
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Figure 2: Directional arrows (left), beacon (middle) and compass (right) as navigation metaphors in a collaborative exploration task [22].

help users send some intuitive and effective messages or feedback.
In order to cope with the diversity in the peripheral infrastructures
of different users’ sites, CVE frameworks should at least support
and integrate these different kinds of communication means into
the system by different representations. The choice of which com-
munication channel to be used would be automatically proposed by
frameworks. This choice should be based on the common available
means of communication at different interlocutors’ sites. It also
should be based on the range of communication: it is either a face-
to-face communication or a situation where many interlocutors are
involved in the same communication process. The problem of data
overloading on the network due to the communication signals such
as video or audio data might happen. In this case, an alternative
communication channel would be proposed. Therefore, a commu-
nication manager in CVEs would be necessary for managing and
recognizing these possible means of communication, for proposing
an appropriate channel of communication for interlocutors without
degrading their immersion and their workflow continuity.

4 DISCUSSION

We will discuss in this section some existing techniques in CVEs
which have been developed to deal with the awareness improve-
ment and the efficiency of communication means in collaboration
from a global perspective.

4.1 Awareness

We have detailed in section 2 different kinds of awareness that users
need to obtain when they are working together in CVEs. We have
also developed some requirements for each kind of awareness and
how they have been applied in existing CVEs. Up until now, to our
best knowledge, there are few developers of CVEs who have given
much thoughts to awareness aspect while designing collaborative
virtual worlds.

The awareness cues do not need to be too complicated to give a
“hint” about the state of the workspace or of people in it. Awareness
of others is a key factor of the collaboration between users. That is
the reason why many developers have integrated embodiments or
avatars into their systems to represent the identity, presence, loca-
tion and activities of each user in the virtual world. These repre-
sentations vary from simple “blockies” [6], view frustums [15], to
complex 3D avatars for a high level of realism [18]. Artifacts in
the virtual world can have some special behaviors such as chang-
ing the color or shape [23] to inform users about their change of
state. Physical constraints and technical problems can be informed
to users when some problems might happen in forms of visual
metaphors [11] or audio signal for warning.

All these awareness cues can be simply integrated in CVEs to im-
prove the perception process and so to easily get a common under-
standing between users. However, it is not necessary to make these
awareness cues visible all the time to the users due to the perturba-
tion of too much information to process. The awareness knowledge
of the artifacts and people in the virtual world must be kept up to

date. The awareness of the physical world and network delays can
only be revealed to users when there is a potential collision between
users and the physical world or when the network delays may in-
fluence the consistency of the virtual world. Most of the time, this
kind of awareness should remain invisible. In addition, depending
on the nature of collaborative work, some awareness cues may not
need to be present. For example, when users are working in a large-
scale virtual environment, the awareness of gesture, of posture, or
of gaze might not be necessary.

4.2 Communication

As mentioned above in section 3.5, with the development of com-
munication media technology, CVE frameworks need to support
a multi-media infrastructure so these communication means can be
integrated into the virtual world, becoming virtual entities in the en-
vironment. Different communication means can be represented on
the same virtual entity. For example, a humanoid avatar can “open
its mouth” to speak, to move its head or arms to express some ges-
tures or move its body to show different postures. This represen-
tation can improve the natural communication in the virtual world
and at the same time guarantee the immersion of users.

The flexibility and the dynamic aspects of communication chan-
nels need also to be investigated. For example, a user A can only
communicate with a user B by talk while a user C can only use the
nonverbal means to communicate with user B because of the differ-
ence in communication means at users’ site. In this case, to make
all the three users have a common understanding and agreement,
normally user B has to become a communication “bridge” between
A and C. The problem of how to transfer information on different
communication channels in CVE:s still remains unsolved.

Additionally, to our best knowledge, the verbal communication
is the sole means to get agreements for all the users in the collabora-
tion in order to make sure that they have a common understanding
about the task. This kind of communication channel might block
all the other steps of a collaborative task if the system can not find
a common verbal communication channel for all the participants.
That is the reason why we should investigate an alternative com-
munication means which is effective, simple, direct, quick. This
communication means might not require too much control because
the communication step normally goes on with the performing step.

5 CONCLUSION AND PERSPECTIVES

We have studied different features and requirements of awareness
and communication in Collaborative Virtual Environments (CVEs).
This features and requirements could help CVE developers to de-
sign an effective collaborative framework with a natural interac-
tion; to cope with the diversity of peripheral infrastructures which
causes the inconsistency of the collaboration in terms of no com-
mon communication means can be found, or network delays; to in-
tegrate all the physical entities and human representations into the
virtual world so the collaborative task becomes independent of the



infrastructure layers of the system; to surpass the misunderstand-
ing caused by a lack of awareness cues in the environment, by the
inefficiency of communication channel; and so on.

In order to be able to meet these requirements, further investi-
gations about the improvement of awareness (e.g., integrating all
the important awareness cues into CVEs) and of communication
(e.g., supporting a diversity of peripheral infrastructures, integrat-
ing communication means into the virtual world, investigating the
way of communication when there is an asymmetric communica-
tion means of different users, etc.) are still necessary and urgent.
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