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Let D ∈ D(n, p) denote a simple random digraph obtained by choosing each of the
`

n

2

´

undirected edges inde-

pendently with probability 2p and then orienting each chosen edge independently in one of the two directions with

equal probability 1/2. Let mas(D) denote the maximum size of an induced acyclic subgraph in D. We obtain tight

concentration results on the size of mas(D). Precisely, we show that

mas(D) ≤
2

ln(1 − p)−1
(ln np + 3e)

almost surely, provided p ≥ W/n for some fixed constant W . This combined with known and new lower bounds

shows that (for p satisfying p = ω(1/n) and p ≤ 0.5)

mas(D) =
2(ln np)

ln(1 − p)−1
(1 ± o(1)) .

This proves a conjecture stated by Subramanian in 2003 for those p such that p = ω(1/n). Our results are also valid

for the random digraph obtained by choosing each of the n(n − 1) directed edges independently with probability p.

Keywords: Induced Acyclic Subgraphs, Random Digraphs

1 Introduction

Given a simple digraph H = (V, F ), let mas(H) denote the maximum size (|V ′|) of a subset V ′ ⊆ V
such that the induced subgraph H[V ′] is acyclic. By ”simple”, we mean that there is at most one arc

(directed edge) between any unordered pair of vertices. Self-loops are not allowed. Throughout, we mean

vertex induced subgraphs whenever we use the term subgraphs. The associated algorithmic problem of

deciding, given an arbitrary H and k, if mas(H) ≥ k is NP -complete [3]. The optimization version of
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this algorithmic problem is not polynomial-time approximable even within a multiplicative ratio of O(nǫ)
for some ǫ > 0 unless P = NP [5].

Suppose D is a a random digraph drawn from the model D(n, p) defined below. Throughout, we

assume that V = {1, . . . , n}. Also, p ≤ 0.5 is a positive real number.

Model D ∈ D(n, p) : Choose each undirected edge {u, v} joining distinct elements of V independently

with probability 2p. For each chosen {u, v}, orient it in one of the two directions {u → v, v → u} in D
with equal probability (=0.5). The choices of arcs are independent for different chosen unordered pairs.

This results in a simple digraph where each arc is chosen with probability p. When p = 0.5, there is an

arc between every pair of vertices resulting in a random tournament.

The range of mas(D) has been analyzed for D ∈ D(n, p) and the following upper and lower bounds

were obtained by Subramanian in [7].

Theorem 1.1 ([7]) Let D ∈ D(n, p), p ≤ 0.5. Then, almost surely,

mas(D) ≤ min

(⌈

2 (lnn)

ln(1 − p)−1

⌉

+ 1, n

)

.

Theorem 1.2 ([7]) Write w = np. For each fixed ǫ > 0, there exists a sufficiently large positive constant

wǫ such that : If p is such that wǫ ≤ w = o(n), then, almost surely,

mas(D) ≥

(

2

p

)

(lnw − ln lnw − ln 2 + 1 − 0.5ǫ).

While the above-mentioned upper and lower bounds are asymptotically the same (upto constant multi-

plicative factors) for large values of p, they differ significantly for very small values of p. In particular,

if p = n−1+o(1) and hence lnnp = o(lnn), then the lower bound 2p−1(lnnp) is asymptotically much

smaller than the upper bound 2p−1(lnn). In [7], it was conjectured that the upper bound can be improved

further and also that lower and upper bounds are the same (upto negligible (asymptotically) additive

terms). In this paper, we partially prove this by improving the upper bound and bring it closer to the

lower bound and also show that they are asymptotically the same when p is not too small and obtain tight

concentration results on the value of mas(D). Formally, we obtain the following

Theorem 1.3 Write w = np. There is a sufficiently large constant W such that : If p satisfies w ≥ W ,

then, almost surely,

mas(D) ≤

(

2

ln(1 − p)−1

)

(lnw + 3e) .

The lower bound of Theorem 1.2 requires that p = o(1). One can obtain a lower bound for larger values

of p also. This bound is precisely stated in Theorem 1.5 given below.

Let G ∈ G(n, p) denote the simple undirected random graph on V where each edge is chosen indepen-

dently with probability p. Let α(G) denote the maximum size of an independent set in G. The following

lemma (Lemma 2.1) of [7] relates lower bounds on mas(D) and α(G).

Lemma 1.1 ([7]) Let D ∈ D(n, p) and G ∈ G(n, p). For any positive integer b,

Pr( mas(D) ≥ b ) ≥ Pr( α(G) ≥ b ).
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For p ≥ (lnn)−1, Bollobas and Erdős [1] and Matula [6] (see also Chapter 7 of [4]) obtained the

following lower bound on α(G).

Theorem 1.4 ([1], [6]) Write w = np. Let p be such that (lnn)−1 ≤ p ≤ 0.5. Then, almost surely,

α(G) ≥

(

2

ln(1 − p)−1

)

(lnw − ln lnw − O(1)) .

Applying Lemma 1.1 to the previous theorem, we obtain

Theorem 1.5 Write w = np. Let p be such that p ≥ (lnn)−1. Then, almost surely,

mas(D) ≥

(

2

ln(1 − p)−1

)

(lnw − ln lnw − O(1)) .

Combining the lower and upper bounds mentioned in Theorems 1.2, 1.5 and 1.3, we obtain the following

corollary which provides a tight estimate of the range of mas(D).

Corollary 1.1 Write w = np. If p satisfies w = ω(1), then almost surely,

mas(D) =

(

2(lnw)

ln(1 − p)−1

)

(1 ± o(1)) .

Here, o(1) is with respect to n.

Proof: If p ≤ 1/(lnn), then we apply the lower bound of Theorem 1.2 and also use the fact that ln(1 −
p)−1 ≥ p for each p < 1 to get the desired result. Otherwise, we can apply the lower bound of Theorem

1.5 to obtain the corollary. ✷

Note 1 : The lower bound of Theorem 1.2 has a factor of p−1 which is better than the factor 1/(ln(1 −
p)−1) used by the bound of Theorem 1.5. This improvement is marginal since Theorem 1.2 is applicable

only for small (p = o(1)) values of p. But the improvement is significant for higher values of p, if

possible. For example, when p = 1/2, 2p−1 = 4 but 2/(ln(1 − p)−1) = 2/(ln 2) ≈ 2.886. But such an

improvement for higher values of p is ruled out by the upperbound of Theorem 1.3.

Note 2 : By a constructive lower bound of (1 − ǫ)(lnw)/(ln(1 − p)−1) on the size of any maximal

induced acyclic subgraph obtained by Subramanian in [7], we notice that, for any p, a simple greedy

heuristic produces a solution whose size is almost surely within a ratio of 2 + δ for any positive δ. Thus,

for random digraphs, one can obtain a constant factor approximation to the optimal solution.

The results (theorems and corollaries) stated in this section hold true if D is a random graph obtained by

choosing each potential directed edge independently with probability p. See Section 3 for further details.

2 Proof of Theorem 1.3

We use q to denote the expression ln(1 − p)−1. The following fact will be used in the proof. For p = 0,

we take the limit.

q

p
=

ln(1 − p)−1

p
=

− ln(1 − p)

p
≤ 1.5 for 0 ≤ p ≤ 0.5. (1)
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Let u be any positive integer and let A ⊆ V be a set of size u such that D[A] is acyclic. Then, there exists

an ordering σ : {1, . . . , u} → A of A such that each arc in D[A] is of the form σ(i) → σ(j) for some

1 ≤ i < j ≤ u. This implies that, for any 1 ≤ k ≤ u, there is an ordered partition of A into k subsets

A1, . . . , Ak such that

• |Ai| = ui = ⌈u/k⌉ for i ≤ r and |Ai| = ui = ⌊u/k⌋ for i > r where r = u mod k.

• For each 1 ≤ i < j ≤ k, there is no arc in D[A] from any element in Aj to any element in Ai.

Note 3: We shall carefully choose k below to give nearly optimal results. The case k = 2 was first

explored by the authors. Already this gives mas(D) = O(p−1 ln(np)) and the technical calculations

below are considerably simpler.

Now, choose u to be the integer u = q−1(lnw)(2 + δ) where δ is determined by the requirement that

u = ⌊q−1(lnw)(2 + 6e(lnw)−1)⌋. It is sufficient to prove that, almost surely, the subgraph induced by

any A of size u is not acyclic. Fix a subset A of size u. Using the above mentioned observation about

such acyclic subsets and also the inequality of Lemma 2.1 (given later),

Pr( D[A] is acyclic ) ≤

(

u

u1, . . . , uk

)

(1 − p)
P

i<j
uiuj

≤

(

u

u1, . . . , uk

)

(1 − p)(
k

2)(u/k)2−k/8

≤ ku e−qu2(k−1)/2k(1 − p)−k/8

= ku e−u(ln w)(2+δ)(k−1)/2k(1 − p)−k/8

=

(

k

e(ln w)(2+δ)(k−1)/2k

)u

(1 − p)−k/8

This bound holds for any fixed A of size u. There are

(

n

u

)

≤
(en

u

)u

sets of size u. This gives us

Pr( ∃A, |A| = u, D[A] is acyclic ) ≤

(

enk

ue(ln w)(2+δ)(k−1)/2k

)u

(1 − p)−k/8

=

(

ewk

(2 + δ)(lnw)w(2+δ)(k−1)/2k
·
q

p

)u

(1 − p)−k/8

Now choose k to be the integer nearest to 2(lnw)(3e)−1 + 2. By choosing W sufficiently large, we can

ensure that k ≤ 3(lnw)(3e)−1. Thus, we have 2(lnw)(3e)−1 + 1 < k ≤ 3(lnw)(3e)−1. It then follows

that 2/(k − 1) < (3e)(lnw)−1 or equivalently that 2k/(k − 1) = 2 + 2/(k − 1) < 2 + (3e)(lnw)−1.

This implies that
(

k − 1

2k

)

(2 + δ) ≥

(

k − 1

2k

)

(

2 + (3e)(lnw)−1
)

> 1.
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Also, since p ≤ 0.5, we have (1 − p)−1 ≤ 2 and hence (1 − p)−k/8 ≤ ek/8 ≤ e3(ln w)/8(3e) = w3/8(3e).

Applying these in the probability estimate derived above, we get

Pr( ∃A, |A| = u, D[A] is acyclic ) ≤

(

1

2
·
q

p

)u

w3/8(3e) =

(

4

3

)−u

w1/8e

Note that

FP = (4/3)−uw1/8e = w(1/8e)−(ln 4/3)(2+δ)/q ≤ w( ln 2

8e
−(ln 4/3)(2+δ))/q

is inversely polynomial in w and is inversely exponential in 1/q. Also, as n → ∞, the quantity max{1/q, w}
approaches ∞ for all choices of p. Hence, using our assumption w ≥ W , we notice that FP → 0 as

n → ∞. This establishes that, almost surely, mas(D) ≤ 2q−1 (lnw + 3e).

It remains to prove the following lemma.

Lemma 2.1 Let u, k be two positive integers such that u ≥ k. Let r = u mod k. Let u = u1 + . . . + uk

with ui = ⌈u/k⌉ for i ≤ r and ui = ⌊u/k⌋ for i > r, be an ordered partition of u into k positive parts.

Then
∑

1≤i<j≤k

uiuj ≥

(

k

2

)

(u/k)2 − k/8.

Proof: We have

u2

2
=

(

u

2

)

+
u

2
=

(

u1 + . . . + uk

2

)

+
u

2

=
∑

i

(

ui

2

)

+
∑

1≤i<j≤k

uiuj +
∑

i

ui

2
=
∑

i

u2
i

2
+

∑

1≤i<j≤k

uiuj

Similarly, we have

u2

2
=

(

k2

2

)

(u

k

)2

=

((

k

2

)

+
k

2

)

(u

k

)2

=

(

k

2

)

(u

k

)2

+

(

k

2

)

(u

k

)2

Comparing the two equations, we get

∑

1≤i<j≤k

uiuj =

(

k

2

)

(u

k

)2

+

(

k

2

)

(u

k

)2

−
∑

i

u2
i

2

=

(

k

2

)

(u

k

)2

−

(

∑

i

(

u2
i − (u/k)2

)

)

/2

Let u = lk + r where 0 ≤ r < k. Define a = u/k and b = r/k. Then, ui = a − b + 1 for i ≤ r and

ui = a − b for i > r. It follows that

∑

i

(u2
i − (u/k)2) = r

(

(a − b + 1)2 − a2
)

+ (k − r)
(

(a − b)2 − a2
)
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= r
(

(a − b + 1)2 − (a − b)2
)

+ k
(

(a − b)2 − a2
)

= r (1 + 2a − 2b) + k
(

b2 − 2ab
)

= r (1 + 2a − 2b) + r (b − 2a)

= r (1 − b) =
r(k − r)

k
≤

k2

4k
=

k

4

The lemma now follows. ✷

3 Non-simple random digraphs

Consider the other model which does not force the random digraph to be simple and allows cycles of

length 2.

Model D ∈ D2(n, p) : Choose each directed edge u → v joining distinct elements of V independently

with probability p.

Consider D ∈ D2(n, p). For each unordered pair {u, v} of distinct vertices, the 2-cycle 〈u, v, u〉 fails

to be present in D with probability 1 − p2. Hence,

Pr( D has no 2-cycle ) = (1 − p2)(
n

2) ≤ e−n(n−1)p2/2

Hence if np → ∞, then D has a 2-cycle almost surely. In fact, for any f(n) = ω(p−1), for each

sufficiently large n, if A is any fixed subset of V of size f(n), then the probability that A has a 2-cycle

approaches 1. In particular, this is true for f(n) = Ω(p−1(lnnp)). Still, as stated in Theorem 3.1

given below, almost surely, there are induced acyclic subgraphs of size f(n) in D and hence mas(D) =
Ω(p−1(lnnp)). This may seem paradoxical but does not seem so once we notice that the number of

subsets of size f(n) is so large that some subset A manages to be devoid of not only 2-cycles but also of

all cycles despite the low probability of this happening for any fixed set. Precisely, we obtain the following

Theorem 3.1 Let D ∈ D2(n, p) with p ≤ 0.5. The lower and upper bounds stated in Theorems 1.2, 1.3

and 1.5 hold true (with respective assumptions) for D ∈ D2(n, p) also.

Proof: One can verify from the proof of Lemma 1.1 that it holds true also when D is drawn using the

D2(n, p) model. Hence the lower bounds follow from applying this lemma to lower bounds on α(G) for

G ∈ G(n, p). For the upper bounds, one can verify that the proof arguments that worked for D ∈ D(n, p)
work for D ∈ D2(n, p) also. ✷

As a corollary, we obtain

Corollary 3.1 Let D ∈ D2(n, p). Write w = np. If p satisfies w = ω(1), then almost surely,

mas(D) =

(

2(lnw)

ln(1 − p)−1

)

(1 ± o(1)) .

Here, o(1) is with respect to n.
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Note 4: Note that the requirement p ≤ 0.5 can be relaxed to p being upper limited by any positive constant

strictly less than 1.

4 Further work

For p satisfying w = np = ω(1), Corollary 1.1 provides a tight estimate of mas(D). However, the lower

and upper bounds still differ by an additive term which is in O( ln ln w
ln(1−p)−1 ). We believe that the two bounds

can be brought even closer to each other.

Similarly, in the case of D ∈ D2(n, p), there is scope for tightening and reducing the gap of O( ln ln w
ln(1−p)−1 )

between the lower and upper bounds on mas(D) derived in this paper. We believe this can also be reduced

further and it is worth exploring.

Corollary 1.1 affirmatively settles the conjecture of [7] for p = ω(1/n). It would be interesting to

extend the result to all p ≥ c/n for some absolute constant c > 0.
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