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Abstract

The authors have written the Ethics and Big Data Charter in collaboration with various agencies, private bodies and associations. This Charter aims at describing any large or complex resources, and in particular language resources, from a legal and ethical viewpoint and ensuring the transparency of the process of creating and distributing such resources. We propose in this article an analysis of the documentation coverage of the most frequently mentioned language resources with regards to the Charter, in order to show the benefit it offers.
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1. Introduction

To adopt an ethical behavior in developing, funding, using or promoting language resources is first and above all a matter of choice: for the provider, deciding which approach to adopt – crowdsourcing or not –, or which platform to request on, or the level of remuneration of the workers; for the funding agency, choosing which projects to fund; for the users, choosing which resources to use or acquire. These choices have to be learned ones.

We designed the Ethics and Big Data Charter (Couillault and Fort, 2013) in collaboration with representatives from interest groups, private companies and academic organizations, including ELDA¹, the French CNRS², ATALA³, AFCP⁴ and APROGED⁵. The purpose of this Charter is to provide resources developers with a precise framework to document their resources and ensure their traceability and transparency.

This paper introduces the Ethics and Big Data Charter and evaluates the benefits it brings by comparing the information the Charter requires with that available for the major existing language resources.

We first present the Ethics and Big Data Charter, then we detail the methodology we used to compare existing language resources documentation with the content of the Charter and we present and discuss the results we obtained.

1. The Ethics and Big Data Charter

2.2. From Language Resources to Big Data

In the process of designing the Charter, it soon appeared that the issues raised for language resources apply to a larger range of data sets, which can be described as Big Data. Indeed, Big Data are characterized not only by their volume, variety and speed of creation, but also by their complexity, which characterizes even small sets of language resources. Reversely, the work conducted for language resources can be generalized to and benefit to Big Data sets.

2.3. Contents of the Charter

The Ethics and Big Data Charter is split into three major sections:

1. Traceability
2. Intellectual property
3. Specific legislation

They are preceded by a short identification section containing the name of the resource, the contact and responsible persons and a short description of the language resources.

2.3.1. Traceability

Traceability is key to our purpose of putting forward ethical issues. The traceability part of the Charter allows to give specific details about the relationship between the resource provider and the workers involved in developing the
resource, including legal bounding, workers skills and selection criteria.
Specific focus is put on personal data, i.e. data, like voice or video recordings, which can provide means to identify a person directly or indirectly. The Charter requires to describe if and how the data is de-identified, and if and how the contributors were informed of the purpose of the data collection. For example, the Charter was used in a research project for which the author collected and annotated recorded data from patients who underwent thyroidectomy (Fauth et al., 2013).

Quality assurance is another major aspect of traceability addressed by the Charter, as it requires to document the quality assurance strategy, so that the user of the data set is fully informed on the level of quality s/he can expect: what QA procedure the data were passed through? what portion of the data has been evaluated? What are the actual metrics that were used and the obtained results?

2.3.2. License and Copyright

Thanks to a great deal of effort accomplished in the definition of – mainly open source – licensing schemes, it has become common practice to attach a license to a data set. The License and Copyright section of the Charter goes beyond this and puts the focus on questions which may be disregarded, like ensuring that the legal or moral copyrights of the persons who worked on compiling, enriching or transforming the data are respected.

As an example, we saw to it that all the writers of the Ethics and Big Data Charter are mentioned in the license citation. Also, the Charter reminds data collectors and distributors that they should check whether they comply with any third party data license they may use. As an example, the Ethics and Big Data Charter related to the TCOF-POS annotated corpus (Benzitoun et al., 2012) refers to the TCOF corpus on which it is built.

2.3.3. Specific Legal Requirements

A third section of the Ethics and Big Data Charter deals with legal requirements that may arise from certain properties of the data set.

For example, a country may have issued specific laws regarding the storage, use and/or dissemination of personal data. The Charter serves as a reminder for checking if such requirements exist.

2.4. Availability

The Ethics and Big Data Charter is available on-line.6 The Web site is currently in French, and an English translation of a charter is also available7. Cap Digital, the French projects screening agency which participated in the creation of the Ethics and Big Data Charter, has created an on-line form to help companies proposing projects to fill in the Charter corresponding to their data sets.8

Examples of Charters are also provided, including one for TCOF-POS (Benzitoun et al., 2012), one for a corpus of E-mail messages created during the EU/Feder-funded GramLab project9 (Couillault et al., 2013) and one for a medical dataset (Fauth et al., 2013). Some of these corpora raise non-trivial privacy issues that the Ethics and Big Data Charter allows to deal with.

3. Evaluating Language Resources Documentation

The purpose of this evaluation is to check whether the major language resources used today in Natural Language Processing (NLP) provide easy access to all the information covered by the Ethics and Big Data Charter. To achieve this, we first selected a set of resources, then applied the Ethics and Big Data Charter to these resources and computed the proportion of answers to each question.

3.1. Selecting Resources

We chose to rely on the LRE map (Calzolari et al., 2012) and focused on the resources which have the highest Impact Factors, i.e. which have been the most frequently cited among LREC 2010, LREC 2012 and COLING papers. The resources we considered are the ones which are cited at least five times for the data and tools categories and more than once for the evaluation and Metaresources categories. They range from the Princeton WordNet (Fellbaum, 1998) to Europarl (Koehn, 2005), for the most cited resources and include resources in French (Leff (Sagot, 2010)), Japanese (Doshisha eye-gaze dialogue data (Jokinen et al., 2010)), as well as both oral and written resources.

3.2. Collecting and Evaluating the Documentation

For each of these resources, we considered only the information provided on the Web site where the resource is made available (the one mentioned on the LRE map Web site), along with one or two major related articles, when available, so as to ensure that we only took into account information that is easy to find by someone willing to use the language resources.

We created a grid with YES/NO questions and filled it by hand. Our goal was to check whether the questions raised by the Ethics and Big Data Charter are documented for the considered language resource. For example, for the section dedicated to crowdsourcing platforms, the grid contains the following questions:

- Was a crowdsourcing platform used in the process of building or transforming the data? If yes:
  - Are the criteria used to screen the contributors provided?
  - Is the name of the platform(s) provided?
  - Are the wages provided?

For each information item in the grid, we assigned 1 when we could find the information, and 0 otherwise. We shared

---

6 See: http://wiki.ethique-big-data.org
7 http://wiki.ethique-big-data.org/chartes/chartethiqueenV2.pdf
8 The form is available at: http://form.jotformeu.com/form/32473349455359?
among ourselves the work of filling this grid for each resource and organized intermediate meetings to ensure consistency.

3.3. Results and Discussion

In the tables below, the first column contains the question as it appears in the Ethics and Big Data Charter, the figures indicate the percentage of resources for which the information is available whether from the Web site where they are distributed or the major article which describes them.

3.3.1. Whom to Contact?

All the resources we evaluated provide basic information such as whom to contact, what institute originated the data, how to get the data, and what type of data is made available.

<table>
<thead>
<tr>
<th>Question</th>
<th>% replies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name and contact details of the person responsible for the data set</td>
<td>92</td>
</tr>
<tr>
<td>Person to contact</td>
<td>100</td>
</tr>
<tr>
<td>Data availability (Web site, CD-ROM...)</td>
<td>88</td>
</tr>
</tbody>
</table>

3.3.2. What has been done?

Similarly, the work accomplished to create or transform the language resource is most often very well documented, and so is the origin of the data, including when third party data were used (i.e. what we called secondary or consolidated data).

<table>
<thead>
<tr>
<th>Question</th>
<th>% replies</th>
</tr>
</thead>
<tbody>
<tr>
<td>What is the nature of the provided data (primary, secondary or consolidated)?</td>
<td>92</td>
</tr>
<tr>
<td>Describe how the data was transformed</td>
<td>81</td>
</tr>
<tr>
<td>(if the data was enriched) Describe what information was added</td>
<td>90</td>
</tr>
<tr>
<td>(if a computer program was used to transform the data) Describe the purpose of the computer program</td>
<td>84</td>
</tr>
</tbody>
</table>

3.3.3. Under which License?

The license under which the data is made available is documented for half of the resources, this despite the availability of a wide choice of well advertised licensing schemes such as the Creative Commons\textsuperscript{10} licensing scheme or the GNU licenses\textsuperscript{11}.

In addition, the language resources which are built, at least partially, from other resources, rarely mention the potential related legal limitations, despite the fact that some of the external resources are provided by private bodies which may have put restrictive licenses on the resources. Hence, the risk is either that users of the resources may unknowingly infringe copyrights or simply turn away from the resource.

3.3.4. Who Worked?

While most of the language resources involve manual work, the profiles of the contributors, their legal relationships or remuneration levels are rarely described. This is a concern for two reasons. First, it prevents resource users to have access to the full traceability on the data and may raise issues regarding the contributors potential copyrights on the data or even regarding their skills: have they been trained for the specific tasks? Are they experts on the specific domain of the data or at the required task to annotate them? This information would certainly be valuable to track potential bias or understand where the consensus on quality assurance comes from.

In addition, it would be useful for the recruitment of workers for further language resource projects. The figures provided below refer to the 71% of the resources which involve human resources.

<table>
<thead>
<tr>
<th>Question</th>
<th>% replies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skills of the workers?</td>
<td>39</td>
</tr>
<tr>
<td>Type of contract they work under</td>
<td>0</td>
</tr>
<tr>
<td>Type of remuneration (salary, subcontracting...)?</td>
<td>0</td>
</tr>
</tbody>
</table>

3.3.5. Crowdsourcing

The figures below are relative to the 11% of the resources which have been described as using crowdsourcing.

<table>
<thead>
<tr>
<th>Question</th>
<th>% replies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upon which criteria were the workers selected?</td>
<td>33</td>
</tr>
<tr>
<td>Which crowdsourcing platform was used?</td>
<td>67</td>
</tr>
<tr>
<td>What was the workers remuneration</td>
<td>33</td>
</tr>
</tbody>
</table>

3.3.6. Quality Assurance?

We found a surprising lack of information regarding the quality assurance process of the provided data. We consider that information on quality is a major aspect of traceability and description of the data. This information is often crucial when the data is used for the training or evaluation of

\textsuperscript{10}http://creativecommons.fr/
\textsuperscript{11}https://www.gnu.org/licenses/licenses.html
4. Conclusion

The present study shows that even the most widely referred to language resources listed in the LRE map present documentation lacks, in particular regarding the persons who produced the work and which external resources have been used. The reality we are facing now in the call for projects of all the national and international funding research agencies is a growing interest for Big Data, and a foreseeable burst in the number of Big Data related projects, with the use, for instance, of personal data from Twitter or Facebook, the development of crowdsourcing and so on. But we also know that for these data, uncertainties about privacy, the way they have been acquired, who has really worked, is likely to be of an order of magnitude more important than for the present resources listed in the LRE Map.

Language resources are viral, in that most of the language resources (75%) we examined are built from other resources, which may in turn be built from previous resources: for example, the Prague Czech English Dependency Treebank (Hajič et al., 2012) is partially built from the Penn Treebank (Marcus et al., 1993), which is an annotated version of a first hand corpus. This implies that lack of information, especially regarding every aspect of quality assurance and of copyright issues, may reduce the usability of the resources for further work. It also means that the investment granted for a well designed and documented language resources can leverage the creation of further language resources. For these reasons, we think it is crucial to gather all the initiatives such as the Ethics and Big Data Charter which aims at promoting ethics and traceability in resources, in order to propose, at the international level, a way to limit the risks for all the actors (funding agencies, research laboratories, private companies) of the data added value chain, regarding the use of Big Data and bring the benefits of the Ethics and Big Data Charter to current projects such as the language resources unique reference number (Choukri et al., 2012) or the METASHARE schema (Gavrilidou et al., 2012).
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