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Abstract

The potential positive effects of herbivores on plants have been the subject of debates for

decades. While traditionally, herbivory was considered to have a negative impact on plants,

some studies also reported possible mutualism between plants and herbivores. Plant de-

fences, and in particular tolerance and resistance, seem to play an important role in shaping

plant-herbivore interactions. The aim of this study is to show how a direct plant com-

pensation mechanism translates into apparent compensation, i.e. the long-term biomass

response to herbivory, in simple plant-herbivore models. A special emphasis is then put on

how it interacts with resistance mechanisms. A qualitative study of the proposed models

shows that they can exhibit different plant-herbivore patterns, including neutral, antago-

nistic(negative apparent compensation) and mutualistic (positive apparent compensation)

interactions. Moreover, it is shown that density dependence plays a crucial role since, for a

given system, the realized plant-herbivore pattern critically depends on the initial plant and

herbivore levels. Our study shows the importance of direct compensation for the presence

of plant-herbivore mutualism, a finding which we show has significant implications both in

ecosystems ecology and in agricultural pest management.
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1. Introduction

It has long been considered that herbivory has a negative impact on plants, both in terms

of growth and reproduction. Numerous studies and an abundant literature about herbivory

for almost all types of ecosystems support this view: herbivory not only can decrease leaf

area, but also nutrient stocks, photosynthetic capacity (Zangerl et al., 2002), reproductive

success (Quesada et al., 1995) or vegetative growth (Meyer, 1998). Yet, in response to

herbivory, plants have evolved different defence strategies, which can be broadly categorized

into resistance and tolerance (Strauss and Agrawal, 1999; Agrawal, 2000).

On the one hand, plant resistance relies on the production of defences dedicated to reduce

herbivore performances or preferences (Agrawal, 2000). These defences, like mechanical

structures (spines, hairs, leaf toughness, ...) or chemical defences (toxins, repellants, ...),

may be constitutive or induced by herbivore attacks, but are ultimately costly for plants

in terms of growth or reproduction ((Strauss et al., 2002) and references therein, (Arimura

et al., 2005)).

On the other hand, plant tolerance aims to reduce the negative impact of herbivory

on plant fitness and/or biomass once it has occurred. Plant tolerance is strongly linked

with the compensation effect, a process by which plants may respond positively, in terms

of growth and/or fitness, to herbivory (McNaughton, 1983; Trumble et al., 1993; Strauss

and Agrawal, 1999). More precisely, the “herbivory (or grazing) optimization hypothesis”

(HOH) states that only low to moderate levels of herbivory can trigger a positive response

in plants (Dyer, 1975; McNaughton, 1979; Hilbert et al., 1981; Paige and Whitham, 1986),

see Figure 1. This principle, and more specifically plant compensation itself, has been the

matter of a debate during the 80s and 90s and has even been dismissed by some authors

(Belsky, 1986; Belsky et al., 1993). This is probably because the term “compensation” is by

itself confusing (Brown and Allen, 1989). Indeed an increase in plant growth rate does not

necessarily lead to an increase in the vegetative and/or reproductive biomass: plant biomass

dynamics are primarily driven by their growth, but also by herbivore consumption. Thus,

they may very well respond positively to herbivory (i.e. growth increases) while displaying
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decreasing biomass levels, simply because herbivore consumption is strong. Plant biomass is

indeed the net result of a complex compensation feedback loop encompassing improved plant

growth, the ensuing increased herbivore level, and the resulting amplification of herbivory,

which may or may not lead to the observation of increased plant biomass. Hence, plant

compensation needs to be considered at two levels:

• direct compensation, the basic positive response of plants to herbivores, which is mea-

sured in terms of growth or fitness;

• apparent compensation, the net result of the whole plant-herbivore interaction, which

is measured as the overall effect of herbivores on plant biomass.

In this article, we will focus on plants which can express direct compensation and investigate

apparent compensation. Sticking to the plant compensation terminology we will refer to

over- and under-compensation as positive and negative instances of apparent compensation.

These correspond to mutualistic and antagonistic plant-herbivore interactions in the more

general ecological terminology.

Direct plant compensation can be brought about by different mechanisms, linked for

instance to a release of bud dormancy, a modification of self-shading distribution, biomass

reallocation or even increases in the rate of photosynthesis. Photosynthesis increases may

occur because leaves often function below their maximum capacity (Paul and Foyer, 2001)

and can be caused by carbon reallocation within plants following herbivory (Thomson et al.,

2003). It can also simply be induced by a herbivore elicited increase of plants primary

metabolism (Dyer et al., 1995; Poveda et al., 2010). These mechanisms have been observed

on various wild or domesticated plants even for important herbivory levels (see Thomson

et al. (2003) and references therein). For instance, the butterprint preserves its growth and

reproduction after up to 75% defoliation (Mabry and Wayne, 1997). Wild radish plants

behave similarly after up to 25 % defoliation (Agrawal, 2000). Such effects have also been

reported for agronomic plants, as cotton (Sadras, 1996), tomato (Trumble et al., 1993) or

cucumber (Thomson et al., 2003), and Poveda et al. (2010) even showed that the Guatemalan

potato moth does increase potato plants productivity. Other causes of direct compensation
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are linked to the functioning of ecosystems themselves. For instance, herbivores can modulate

the competition between plants for light, nutrients or water, inducing increases in the overall

ecosystem primary productivity (Crawley, 1989; Center et al., 2005). However, the main

ecological driver of direct plant compensation is soil fertilization by herbivore dejections and

the related increase in nutrients turnover (DeAngelis, 1992).

The processes undelying direct compensation are thus very diverse. They have been

recorded on various plant-herbivore systems, such as on grasses-mammalian browsers (Mc-

Naughton, 1979; Paige and Whitham, 1986), agronomic plants or grasses-birds (Dyer, 1975;

Hik and Jefferies, 1990), and plants-insects (Williamson et al., 1989; Dyer et al., 1993; Poveda

et al., 2010). Yet, whether and how direct compensation translates into apparent over- or

under-compensation needs to be addressed. Classical examples of plants overcompensating

are scarlet Gilia and field gentians, which can double their fitness as compared to undamaged

plants (Paige and Whitham, 1986; Lennartsson et al., 1998). Agronomic plants also exhibit

overcompensation: corn crops tend to produce more grain when fed upon by Red-Winged

Blackbirds (Dyer, 1975) and cotton crops appear to yield more in presence of cotton boll

worms (Dyer et al., 1993). Another instance of the phenomenon concerns the aforementioned

potato plants, which can double their biomass when confronted to small densities of larvae

of the Guatemalan potato moth but see it halved when the infestation is severe (Poveda

et al., 2010). Hence, the mechanism can be density dependent. The process by which direct

compensation translates into apparent over-compensation is thus complex; understanding

it better is an important question, which pertains to both the ecological and agronomic

sciences.

To gain further insights on apparent plant compensation, we developed a dynamical

plant-herbivore model. To our knowledge, most such models predict that plant-herbivore

systems can only display undercompensation at equilibrium (Loreau, 1995; de Mazancourt

et al., 1998; Ryrie and Prentice, 2011; Fukui et al., 2012), but see (de Mazancourt, 2001) for

an exception. In this study, we considered a simple two-dimensional plant-herbivore model

with built-in direct plant compensation. We modelled the response of plants to herbivory
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through a direct dependency of the plant compartment growth rate on the number of her-

bivores (Fig. 1). In a first step, we concentrated on the compensation mechanism (“Direct

compensation” case). We showed that, depending on two threshold quantities inferred from

the analysis, stable plant-herbivore co-existence equilibria may be characterized by either

under- or over-compensation by plants. Overcompensation situations are strongly density

dependent so that overcompensation equilibria may be reached only if the initial herbivore

population is large enough. Since both compensation and resistance may be jointly expressed

by plants (Nunez-Farfan et al., 2007), in a second step we incorporated plant resistance in

the model, considering that the herbivore growth rate is a non-monotonic function of the

plant compartment level (“Direct compensation and Resistance” case). The dynamical pat-

terns produced by the model when both mechanisms are taken into account were much

richer. As a special point of interest, the “Direct compensation and Resistance” model can

exhibit, for a given set of parameters, over- and under-compensation co-existence equilib-

ria being both stable. Again, the long-term model behaviour was density dependent: yet,

in this situation, overcompensation equilibria were reached from low herbivore levels, while

undercompensation ones are consequences of high herbivore levels.

This paper is organized as follows. In section 2, we present the general plant-herbivore

model and state the specific hypotheses of the “Direct compensation” and “Direct compen-

sation and Resistance” models. Section 3 is dedicated to the mathematical analysis. Results

are illustrated through simulations and bifurcation diagrams worked out on particular func-

tional forms of the models in section 4. A discussion concludes this contribution, with special

emphasis on the agronomic consequences of overcompensation by plants and how they may

influence the design of agricultural pest management programs.
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2. Materials and methods

2.1. Modelling Plant-Herbivore Dynamics

The model consists of two coupled ordinary differential equations, describing the temporal

evolution of plant biomass B, and the herbivore (or pest) population H. It is written as : Ḃ = rB(H)B − δ(B)B − φ(B)BH,

Ḣ = α(B)H − µH.
(1)

with B,H taking values in R+, B(0) > 0, and H(0) ≥ 0. The modelling hypotheses are

described in the following sections.

2.1.1. Processes without herbivores

In the absence of herbivores, the dynamics of the plant biomass is the net result of the

biomass production through growth and reproduction (stemming from photosynthesis, ...)

and the negative effect on the biomass of maintenance or intraspecific competition. The

biomass production per unit of time is assumed to be a linear function of the available

biomass, i.e rB(0)B where rB(0) > 0 is the biomass production rate. The loss of biomass,

per unit of time, is represented by the function δ(B)B (Marcelis et al., 1998). We assume

that δ(B) is a positive increasing function of the biomass (Lebon et al., 2012; Reich et al.,

2006; Noy-Meir, 1975). Note that we may have δ(0) ≥ rB(0) so that the plant biomass

decays even without herbivory. Such a situation can occur under stress conditions, like lack

of nutrients, water deficit, or/and soil salinity. Since we do not take into account other

environmental perturbations than herbivory, we assume that δ(0) < rB(0) for the rest of the

paper.

In the absence of plants, the herbivore population cannot grow (α(0) = 0) and decays at

a constant rate µ.

2.1.2. Plants-herbivores interactions

As described in the introduction, herbivores and plants may maintain complex interac-

tions, through biomass consumption/herbivore growth, and plant tolerance and resistance

mechanisms.
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Tolerance, which in the present study is represented by direct compensation, may impact

different plant features leading to various responses, that are often related to plant growth or

reproduction. Thus, direct compensation is more or less linked to the biomass dynamics of

damaged plants, and here, is taken into account through rB(H), the biomass production rate.

As long as H = 0, the plant biomass grows “normally”, driven by rB(0) and δ(B). However,

the herbivory-dependent compensation capacity is immediately triggered at the moment of

herbivores invasion: an increase of plant growth occurs in order to limit herbivory damage.

When herbivory disappears, normal growth immediately takes place again. Thus, to model

direct compensation, we will suppose that rB(H) is increasing for small H and concave up

to H = Hm where r(Hm) = r(0), which essentially mimics the herbivory optimization curve

of Figure 1. Concavity is imposed because it is assumed that direct compensation cannot

be an accelerating function of H, the smallest herbivore sensing immediately triggering an

increase in plant growth. Upper-boundedness is obviously required to prevent an unrealistic

infinite growth rate. Note that the present study can handle positive Hm values, but also

Hm = 0, which means that the compensation effort is outweighed by the negative direct

effect of the pest on the metabolism, or Hm = +∞, which corresponds to an ever increasing

compensation. It is not constrained to the non-monotonicity of the HOH.

Standard Consumer-Resource (Plant-Herbivore) interactions are usually modelled through

a functional response (here φ(B)B), and a numerical response (here α(B)). Various choices

are possible for the functional response, like for instance, the different biomass density-

dependent functions proposed by Holling (Holling, 1959). Usually, the numerical response

also depends on the available biomass and is classically taken to be proportional to φ(B)B,

for mass balance considerations. Releasing that constraint can help to represent various

defence mechanisms. In order to stay as generic as possible, we will just impose that φ(B)

is a positive, non-increasing function defined for all B ∈ R+. Such hypotheses encompass

classical monotonic functional responses as the Holling II, as well as unimodal functional

responses as the Holling IV.

When the only considered defence is direct compensation, the numerical response, α(B),
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is chosen as an increasing, function, with α(0) = 0. It would of course not be relevant

to consider µ > lim
B→+∞

α(B), when α(B) is upper-bounded, since herbivore mortality would

always be higher than herbivore growth rate, and the herbivore population would decay until

extinction. For the rest of the paper, we then assume that µ < lim
B→+∞

α(B). In the “Direct

compensation” case, α(B) = µ has a single solution that we will denote B∗.

When direct compensation and resistance are both considered, functional and numerical

responses can be more complex. Indeed resistance mechanisms can prevent/limit biomass

consumption and impede the herbivore growth rate. Resistance defences can take various

forms, like the release of volatile compounds (Arimura et al., 2005; Heil, 2010; Gibson and

Pickett, 1983), and toxins, or mechanical structures, like tissue hardness, pubescence, scle-

rophylly ...(Hanley et al., 2000; Fernandes, 1994), which limit consumption, hence herbivore

growth; both consumption and growth then increase for small biomasses and then decrease

for B large since, as plants grow and age, mechanisms such as tissue hardness become more

efficient. Such non-monotonic functional and numerical responses can be found in (Li et al.,

2006; Feng et al., 2008, 2011), where the ingestion of toxins reduces herbivory or influences its

plant selectivity. Additional resistance defences include digestibility reduction, or poisoning

of the herbivore through toxins. They can be modelled through non-monotonic numerical

responses. In the spirit of Li et al. (2006), we assume that when herbivores consume too

much poisonous biomass, α(B) decreases. The growth rate is then hampered as a function

of the biomass consumption rate, φ(B)B. It could even lead to increased mortality beyond

some point. Thus, we define

α(B) = φ(B)B × ψ (φ(B)B) ,

with ψ a decreasing function of its argument. For instance, assuming φ(B)B = φ0B
1+q0B

, a

poisoning function of the form ψ(x) = p0
1+πx

simply yields a reduced (but still increasing)

growth rate, while ψ(x) = p0
(1+πx)2

results in a function in the form ρB2+ηB
B2+νB+θ

which, provided

ρν − η > 0, is increasing and then decreasing towards ρ.

Summarizing the previous explanations, α(B) verifies α(0) = 0 and α′(B) > 0 (resp.

<) for B < Bm (resp. >). A typical choice for α would be α(B) = ηB
B2+νB+θ

which is
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classically used to model biomass poisoning/inhibition by substrate in bioreactors (Andrews,

1968), some enzymatic kinetics (Haldane, 1930), or group defence by prey against predators

(Freedman and Wolkowicz, 1986). Li et al. (2006) proposed a function of the form α(B) =

φ(B)B
(

1− φ(B)B
G

)
, which also satisfies our hypotheses on α for φ(B)B of Holling type I or

II. Finally, assuming µ < α(Bm) implies that α(B) has one or two solutions B∗1 and B∗2 where

α′(B∗1) > 0 and α′(B∗2) < 0, and B∗1 < Bm < B∗2 . However, if µ < limB→+∞ α(B) < α(Bm),

there will be only one solution of α(B)− µ = 0.

Table 1 summarizes all the hypotheses on the aforementioned functions.

3. Results

In both the ”Direct compensation” and ”Direct compensation and resistance ” cases,

according to the previous hypotheses, it can be shown that the solutions stay bounded and

in the non-negative orthant R2
+, if the initial conditions are non-negative.

3.1. Direct compensation

3.1.1. Existence of equilibria

Looking for the equilibria in system (1) is equivalent to solving the following system: B [rB(H)− δ(B)− φ(B)H] = 0,

H [α(B)− µ] = 0
(2)

When there is no herbivore, i.e. H∗ = 0, B needs to satisfy B [rB(0)− δ(B)] = 0, so that,

since δ(0) < rB(0), two equilibria are possible: one trivial equilibrium (B,H) = (0, 0) and

one herbivore-free equilibrium (B,H) = (B], 0), where the assumptions on δ allow for the

definition of B] = δ−1(rB(0)).

Otherwise, when H∗ > 0 and since α is increasing, α(B) = µ yields a unique solution

B∗. Finally, B∗ being fixed, we deduce H∗ from the following equation :

rB(H) = δ(B∗) + φ(B∗)H (3)

However, since we have not specified most functions, no analytical solution of equation

(3) can be obtained. Yet, the number of H∗ solutions can be identified since the shapes
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of the functions of H on both sides of the equality are known: function rB(H), with the

hypotheses given in Table 1 on the left, and an increasing linear function on the right.

The different situations are illustrated on Figure 2 where both sides of equation (3) are

represented and where we can identify the most important parameters for the number of

equilibria. The situations are first segregated on the basis of the relative values of the

functions at H = 0: rB(0) and δ(B∗). If rB(0) > δ(B∗), equation (3) has a unique solution,

that we will denote H∗2 ; note that, since rB(0) = δ(B]) and δ is increasing, this situation

occurs when B] > B∗, hence an undercompensation case. This leads us to the definition of

an apparent compensation index

Ca =
B∗

B]

, (4)

Ca is larger than 1 in cases of overcompensation and smaller than 1 for undercompensation.

The latter is illustrated on Figure 2(i) with rB(0) = δ(B]) and δ(B∗) = δ(CaB]) the values

of both sides of equation (3) at H = 0. If rB(0) < δ(B∗), more situations can be expected

as can be seen on Figures 2(ii) and (iii), which present two and zero equilibria. These are

potential overcompensation situations since they correspond to Ca > 1. Note that, despite Ca
being larger than 1, there is no effective overcompensation in case (ii) since no corresponding

equilibrium exists.

More precisely, we can identify a sufficient condition to discriminate between the cases

with two and zero equilibria when Ca > 1 (see Fig. 2(ii)-(iii)). Namely, if the slope of

δ(B∗) + φ(B∗)H is larger than that of rB(H) in H = 0, the linearity of the first one and

concavity of the second one in H prevent the existence of an intersection. This can be written

as:

φ(B∗) > r′B(0)

This leads us to the definition of a short-term compensation index

Cs =
r′B(0)

φ(B∗)
, (5)

We then conclude that, if Cs < 1 and Ca > 1, equation (3) has no solution. In fact, Cs is a

negative index of overcompensation: if Cs < 1, the system will never reach a better biomass
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than B]. On the contrary, if Cs > 1 and Ca > 1, the system may reach an overcompensation

equilibrium (depending on the initial conditions and the parameters). However, the situation

of Fig. 2(ii) could both occur with Cs < 1 (illustrated) or Cs > 1.

The qualitative analysis of equation (3) thus yields the following proposition about the

existence of positive equilibria, which depends on Cs and Ca, the compensation indices.

Proposition 1. With the functions defined as in Table 1 and α(B) satisfying the “Direct
compensation” assumptions,

• when Ca < 1, system (1) has one positive equilibrium (see Fig. 2(i))

• when Ca ≥ 1 and Cs < 1 system (1) has zero positive equilibrium (see Fig. 2(ii))

• when Ca ≥ 1 and Cs ≥ 1, system (1) has zero or two positive equilibria (see Fig. 2(ii)
and (iii)).

All situations are not covered in Proposition 1: in the third case, tangency between both

curves could limit the intersection to one value of H∗; also both curves could be identical over

an interval. However, any small variation of one parameter would destroy such a situation

and yield the third case of Proposition 1. We will not comment any further on these non

robust cases.

If Ca < 1 (see Fig. 2(i)), the plant equilibrium biomass without herbivores is higher

than the one with: it is a case of under-compensation, (B∗, H∗2 ). Assuming Ca > 1, when

(3) has two solutions (see Fig. 2(iii)), then the plant equilibrium biomass with herbivores

is higher than the plant equilibrium biomass without herbivores: there generically are two

cases of overcompensation ((B∗, H∗1 ) and (B∗, H∗2 )). If (3) has no solution (see Fig. 2(ii)),

no compensation equilibrium exists despite Ca > 1.

Though it looked to be strictly built for the analysis of Figure 2, the short-term com-

pensation index terminology for Cs can be justified by considering the reaction of the plant

biomass to the invasion of a small herbivore population. In the case where Ca > 1, which

is the only situation in which Cs matters as seen in Proposition 1, we study the invasion

of a small population of herbivores in a system at equilibrium (B], 0). We check if it can

induce an increase of the plant biomass through direct plant compensation weighted down
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by herbivore consumption:

Ḃ(B], H)

B]

= rB(H)− δ(B])− φ(B])H ≈ rB(0) + r′B(0)H − δ(B])− φ(B])H.

Since rB(0) = δ(B]) and φ(B∗) < φ(B]), this implies that

Ḃ(B], H)

B]

< (r′B(0)− φ(B∗))H = φ(B∗) (Cs − 1)H.

Condition Cs > 1 is then necessary for the instantaneous compensation due to a small herbi-

vore invasion to induce a direct increase of the biomass from its herbivore-free equilibrium;

hence the short term compensation definition. Contrariwise Cs < 1 precludes plant over-

compensation. If B] = 0, such an interpretation does not make sense since the invasion of

herbivores would not change the biomass, which stays 0.

3.1.2. Local stability analysis

Local asymptotic stability or instability of each equilibrium is studied by computing the

eigenvalues of the Jacobian Matrix J (X) related to system (1) and is detailed in AppendixA.

It yields:

Proposition 2. For system (1) with the functions defined as in Table 1 and α(B) satisfying
the “Direct compensation” assumptions,

• (B], 0) is locally asymptotically stable if Ca > 1 ;

• (B∗, H∗1 ) is always unstable when it exists;

• (B∗, H∗2 ) is asymptotically stable when it exists if δ′(B∗) + φ′(B∗)H∗2 > 0.

For all concerned equilibria, stability is lost if the corresponding inequalities are strictly re-
versed.

The stability situation is summarized in Fig.2 and Table 2. In the figure, the small

circles correspond to the (B], 0) and (B∗, H∗j ) equilibrium points (even though only the H

coordinate is read on the figure), with the white circles corresponding to unstable equilibria,

the black ones to stable equilibria and the gray ones to equilibria whose stability depends

on an additional condition given in Proposition 2. When the latter condition is not verified,

(B∗, H∗2 ) loses its stability through a Hopf bifurcation. The j indices labelling the equilibria

represent the herbivore level, i.e. H∗1 corresponds to a small level while H∗2 to a high one.

The instability of (0, 0) is not illustrated.
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3.2. Direct compensation and Resistance

When α(B) is non-monotonic, the equilibria still need to satisfy (2) so the analysis does

not change much. The only difference is initiated in the solutions of H [α(B)− µ] = 0, which

yields H = 0 as earlier, but also one or two positive solutions: B∗1 and possibly B∗2 with

B∗1 < Bm < B∗2 , where the maximum of α(.) is reached in B = Bm. Positive equilibria can

then be built on B∗1 and B∗2 : (B∗1 , H
∗
11), (B∗1 , H

∗
12), (B∗2 , H

∗
21), and (B∗2 , H

∗
22). The analysis

of existence of the H∗ij is done exactly as in Section 3.1, once for B∗1 and once for B∗2 . This

imposes the definition of two apparent and two short term compensation indices:

Ca1 =
B∗1
B]

and Ca2 =
B∗2
B]

(6)

Cs1 =
r′B(0)

φ(B∗1)
and Cs2 =

r′B(0)

φ(B∗2)
(7)

with Ca2 > Ca1 and Cs2 ≥ Cs1 since B∗2 > B∗1 and φ is non-increasing. Proposition 1 then still

holds with the caveat that it must be applied twice, once with B∗1 , Ca1, and Cs1, and once

with B∗2 , Ca2, and Cs2, yielding between 0 and 4 positive equilibria for system (1).

The stability analysis which is essentially similar to the previous one is presented in

AppendixB; results are summarized in the following Proposition.

Proposition 3. For system (1) with rB(H), δ(B), φ(B) and α(B) defined as in Table 1 and
α(B) satisfying the “Direct compensation and Resistance” assumptions,

• (B], 0) is asymptotically stable if α(B]) < µ, that is if B] < B∗1 < B∗2 or B∗1 < B∗2 < B],
which is equivalent to 1 < Ca1 < Ca2 or Ca1 < Ca2 < 1;

• (B∗1 , H
∗
11) and (B∗2 , H

∗
22) are always unstable when they exist;

• (B∗i , H
∗
ij) (with i, j ∈ {1, 2} and i 6= j) is asymptotically stable when it exists if δ′(B∗i )+

φ′(B∗i )H
∗
ij > 0.

For all concerned equilibria, stability is lost if the corresponding inequalities are strictly re-
versed.

We summarize the stability situation in Fig.3 and Table 3 when both B∗1 and B∗2 exist;

if only B∗1 does, the situation is identical to that of Fig.2 and Table 2. Fig.3 groups together

the linear functions δ(B∗i )+φ(B∗i )H generated by B∗1 and B∗2 , with the one corresponding to
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B∗1 being lower than the other in H = 0 because δ(B∗1) = δ(Ca1B]) < δ(B∗2) = δ(Ca2B]); the

position of these values with respect to rB(0) = δ(B]) is then dictated by the values of the

Cai compensation indices. This relationship between the Cai values and the positions of the

curves with respect to each other allows then for the construction of Table 3 which gives all

the possible equilibria configurations for different combinations of Cai and Csi. Note however

that, when Ca2 > 1 and Cs2 > 1, the equilibria configurations are not directly established. As

will be illustrated in the following bifurcation analysis, an additional relationship between Cai
and Csi helps determine which case occurs; for instance, for given Csi > 1, this relationship

will help discriminate between cases (ii) and (iii) of Figure 3 by determining for which

(threshold) value the long-dashed line and the solid curve are tangent.

In Fig.3, we represent the special case where φ(B) is constant, which forces Cs1 = Cs2.

This guarantees the asymptotic stability of the equilibria (B∗1 , H
∗
12) and (B∗2 , H

∗
21) when they

exist and imposes the linear functions being parallel. For φ(B) decreasing, the slope of the

B∗1 linear function would be larger than that of the one corresponding to B∗2 , so that both

can cross and the existence and ordering of the H∗ij equilibria can be changed, while the

stability of (B∗1 , H
∗
12) and (B∗2 , H

∗
21) could be lost. However, non-constant φ(B) functions

can only generate one case that is qualitatively different from what is illustrated on Figure

3, case (iii-bis) of Table 3. This case occurs when φ(B∗1) is much larger than φ(B∗2) so that

the slope of the long-dashed line is much larger than that of the short-dashed line; starting

from Fig.3-(vi) and increasing the slope of the long-dashed line, its intersections with rB(H)

could be lost without eliminating those of the other line. We term this case (iii-bis) since, like

case (iii), it has a stable herbivore-free equilibrium and can have a stable overcompensation

equilibrium.

Table 3 and Fig.3 regroup all the possible biological cases arising from the cumulative

effect of direct compensation and resistance defences. We note that cases (i), (ii), and (iii)

yield identical situations to the ones exposed in the “Direct compensation” case. On the basis

of case (i), undercompensation only, the plant defences help to create two new situations:

one where the plants either successfully reject the invasion or reach an undercompensation
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equilibrium (case (iv)) and one where the plants either control the herbivore invasion and

reach overcompensation or get seriously damaged by a large herbivore population (case (v)).

The last new case, case (vi), occurs when the herbivore-free equilibrium is low, and the

herbivore invasion triggers a strong positive plant response, with the plants being able to

sustain both large and low herbivore densities while overcompensating.

4. Simulations

In order to better understand the different equilibria and stability patterns produced by

the model, we opted for an explicit analysis for special forms of functions in model (1). We

considered the particular model Ḃ = r
(

1 + H
β

)(
1− H

γ

)
B − δB2 − φBH,

Ḣ = B
κB2+νB+θ

H − µH.
(8)

where κ = 0 yields the “Direct compensation” case and κ > 0 includes the resistance

phenomenon. All other parameters are positive. Plants response to herbivory is handled

through the function rB(H) = r
(

1 + H
β

)(
1− H

γ

)
, which is a concave, increasing, then

decreasing, function of H as long as r′B(0) = β−1 − γ−1 > 0. For the following analysis, we

thus assumed β < γ. Maintenance is assumed linear (δ(B) = δB), while function φ(B) is

assumed to be constant and equal to φ. The latter implies that positive equilibria cannot

lose their stability through a Hopf bifurcation, so that positive equilibria are either saddle

points or LAS in this particular example, and that there is a single short-term compensation

index Cs = Cs1 = Cs2. All these functions fulfill the general modelling hypotheses exposed in

Section 2. These particular forms allow one to compute Cs explicitly as: Cs = r
βφ

(
1− β

γ

)
.

Since the condition r < βφ restricts Cs to values smaller than 1, we concentrated on the

more interesting situation where r > βφ.

4.1. Bifurcation diagrams

4.1.1. Direct compensation

The herbivore-free equilibrium is (B], 0) = ( r
δ
, 0). With κ = 0 and µ < 1

ν
, the Ḣ = 0

equation can only yield a single B∗ = α−1(µ) > 0. The corresponding herbivore level H∗ is
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then the solution of

r

(
1 +

H

β

)(
1− H

γ

)
− δB∗ − φH = 0

Rearranging the terms and injecting Cs and Ca = δB∗

r
in this equation we get

H2 − (γ − β)

(
1− 1

Cs

)
H + βγ(Ca − 1) = 0 (9)

We already know what the number of equilibria is and what they correspond to when Ca < 1

and/or Cs < 1 (see Tab. 2). We are then left to discriminate between cases (ii) and (iii) of

Table 2 when Ca > 1 and Cs > 1. In this situation, equation (9) has two positive roots (case

(iii)) if its discriminant is positive, that is if

(γ − β)2
(

1− 1

Cs

)2

− 4βγ(Ca − 1) > 0

or, taking into account the constraint Ca > 1

1 < Ca < 1 +
(γ − β)2

4βγ

(
1− 1

Cs

)2

This inequality, which differentiate between cases (ii) and (iii) of Table 2, only depends on

β and γ, which confirms that most information was in Cs and Ca. It transforms into

1 <
B∗

B]

< 1 +
1

4r2βγ
(r(γ − β)− φβγ)2 (10)

that we only study for Cs = r
βφ

(
1− β

γ

)
larger than 1.

We are interested in comparing different levels of plant responses to herbivory. Increasing

parameter γ easily creates a family of ordered rB(H) curves featuring increasing plant direct

compensation capacity with otherwise comparable properties (such as the herbivore-free

growth rate rB(0) = r). Fixing all other parameters, we then see the right-hand-side of

(10) as an increasing function of γ, F (γ), which is defined only for γ > rβ
r−φβ , since here we

have Cs > 1. Taking into account that B∗ = α−1(µ), model (8) has two overcompensation

equilibria, only one of which is stable, if

α(B]) < µ < α(B]F (γ))
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with γ > rβ
r−φβ (case (iii), shaded area in Figure 4); if µ > α(B]F (γ)) then model (8) has no

positive equilibrium (case (ii)); if µ < α(B]) then Ca < 1 which corresponds to case (i) with

one stable undercompensation equilibrium. When γ < rβ
r−φβ , then Cs < 1 and the position

of µ with respect to α(B]) discriminates between cases (i) and (ii) .

Thus, we were able to completely characterize model (8) dynamics through parameters γ

and µ, which characterize plant reponses to herbivory and herbivore mortality, respectively.

These developments are summarized in Figure 4 and further discussed in the Discussion

section of the article.

4.1.2. Direct compensation and Resistance

In the “Direct compensation and Resistance” model, we will again use µ and γ as bi-

furcation parameters. Here, equation µ = α(B) potentially generates two equilibrium solu-

tions B∗1 and B∗2 , corresponding respectively to the increasing and decreasing parts of α(B).

If µ > α(Bm), no equilibrium exists; we then discuss the situations where µ < α(Bm).

Throughout, different situations will occur depending whether B] < Bm or B] > Bm, which

are illustrated in Figure 5 (a) and Figure 5 (b), respectively.

We will first consider the equilibria built on B∗1 . If Ca1 < 1, there is a stable under-

compensation equilibrium. This translates into B∗1 < B], which is trivially satisfied for all

µ < α(Bm) when B] > Bm and otherwise yields µ < α(B]).

Otherwise, the essential issue is whether B∗1 can generate two herbivore equilibrium so-

lutions (an unstable and a stable overcompensation one) which, as previously, is monitored

by equation (10) which yields

B] < B∗1 < B]F (γ)

The left inequality has two consequences: it can not be verified when B] > Bm (otherwise

Bm < B∗1 which is a contradiction), and, if B] < Bm, it imposes µ > α(B]) through the

application of α to the inequality. The right inequality then becomes

γ > F−1
(
α−1inc(µ)

B]

)
(11)

where α−1inc(.) is the inverse of the increasing part of α(B). As in the Direct compensation
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case, this situation can thus be illustrated using the threshold curve

µ = α(B]F (γ)), (12)

initiated at (γ, µ) = ( rβ
r−φβ , α(B])), that is at Cs = 1. The B∗1 overcompensation equilibrium

then exists in the whole region on the right of the increasing part of the curve when this

part exists, that is when B] < Bm (shaded area in Figure 5 (a) with µ > α(B])).

As for B∗2 , it never generates a stable undercompensation equilibrium, as can be seen in

Table 3; only the case Ca2 > 1 then matters and the situation with two equilibria (including

a stable overcompensation one) is again obtained from (10)

B] < B∗2 < B]F (γ).

The left inequality only yields a constraint when B] > Bm (otherwise it is trivial): applying

α, which is then decreasing at B] and B∗2 , it then imposes µ < α(B]). The right inequality

is then satisfied when

γ > F−1
(
α−1dec(µ)

B]

)
(13)

where α−1dec(.) is the inverse of the decreasing part of α(B). This threshold always exist even

if Bm < B]. In that case, the curve arising from this inequality is defined only for µ < α(B]),

while it is defined for all µ < α(Bm) otherwise. The B∗2 overcompensation case then occurs

on the right of the decreasing part of the curve (12) (shaded regions right to the decreasing

part of the black curve on Figures 5 (a) and (b)).

The link between Figures 5 (a) and (b) and Table 3 can then simply be made by analyzing

the number and types of positive equilibria in the various regions. For instance, the regions

where no equilibrium has been found through the previous analysis, such as left to the

increasing part of the black curve and above µ = α(Bm) in Figure 5 (a), correspond to case

(ii). Also, in the shaded area right to the decreasing part of the black curve with µ between

α(B]) and α(Bm), both B∗1 and B∗2 generate overcompensation equilibria, which corresponds

to case (vi). The remainder of the links is made accordingly and illustrated on Figures 5.
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4.2. Phase plane diagrams

To illustrate the dynamical behaviour produced by model (8) in the “Direct compensa-

tion” and in the “Direct compensation and Resistance” cases, we computed typical phase

plane diagrams in two specific cases producing bi-stable patterns (Figure 6). Bi-stability

indicates that the long-term behaviour of the model is determined by a critical relationship

between plants and herbivores densities at the onset of herbivory. Phase plane analysis helps

to determine the conditions leading to one or the other long term behaviour. Figure 6 was

obtained from fairly standard phase plane analysis methods that are not detailed any further.

Figure 6 (a) figures case (iii), in which both the herbivore-free equilibrium and an over-

compensation equilibrium are asymptotically stable, as simulated from the “Direct compen-

sation” version of model (8). Other cases relevant to this model, ensuring either the existence

and stability of the herbivore-free equilibrium alone (case (ii)) or of an undercompensation

one (case (i)), are easily interpreted and thus do not require phase plane analyses. As for case

(iii), Figure 6 (a) shows that if the initial herbivore density is large enough, it can trigger a

sufficiently strong positive response of the plants, which can sustain a herbivore population

in the long term and leads to plant-herbivore co-existence at an overcompensation equilib-

rium (mutualistic interaction). If, however, the initial herbivore density is too small, the

positive response of the plants is not strong enough to make it possible for the herbivores to

survive; the latter are then doomed to extinction because of starvation.

We investigated the “Direct compensation and Resistance” model (8) in Figure 6 (b),

focusing on case (v). Indeed, we considered that the B] < Bm situation, although it yielded

interesting theoretical situations such as tri-stability (case (vi)), was biologically unlikely.

Bm is the plant biomass level above which plant defences start acting negatively against

herbivores. It is most plausible that fully grown plants at the herbivore-free equilibrium

(B = B]) have efficient defences against herbivores, at least if they can express defences at

all (otherwise we are back to the “Direct compensation” model). Concentrating on B] > Bm,

we were thus left with cases (i), (ii), (iv) and (v). The two former do not pose any further

difficulties than in the “Direct compensation” case, case (iv) is similar to case (iii) illustrated
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in Figure 6, except that the co-existence equilibrium is an undercompensation one.

Case (v) is characterized by one overcompensation and one undercompensation equilib-

rium, both of which being asymptotically stable; small initial herbivore densities lead to

overcompensation and large ones to undercompensation (Figure 6 (b)). This can be ex-

plained thus: when the initial herbivore density is small, the direct herbivory effect is small

too. As both plant biomass and herbivore density increase, the former reaches a level beyond

which herbivore growth is limited by plants resistance abilities before the direct herbivory

effect takes its toll. Hence, even if the positive response of plants remains small, the bal-

ance between herbivory and plants response is in favour of the latter, plants and herbivores

co-exist at an overcompensation equilibrium (mutualistic interaction). When the initial her-

bivore density is large, the direct herbivory effect is strong so that plants cannot make up

for it and grow well; the balance between herbivory and plants response is in favour of

the former. Herbivores are then rarely confronted with negative effects of plants resistance

that are only tangible at high plant biomass levels. Plants and herbivores then reach an

undercompensation equilibrium, i.e. the usual situation where plants suffer from herbivore

presence while herbivores benefit from plants (antagonistic interaction).

Case (v) corresponds thus to a situation where, depending on the respective initial den-

sities of consumers and resources, the outcome of the consumer-resource interaction may

be antagonistic or mutualistic. This property is for instance qualitatively similar to the

results reported by (Poveda et al., 2010) on the interaction between potato plants and the

Guatemalan potato moth, where large and small populations of the pest lead to small and

large potato plants, respectively.

5. Discussion

This contribution focused on plant-herbivore interactions with a particular attention

given to understanding the conditions under which plants can benefit from the presence

of herbivores. Plants response to herbivory can be broadly categorized into tolerance and

resistance strategies. Given that plant resistance essentially impacts herbivore development,

it can barely benefit to plants as compared with a herbivore-free situation. We thus first
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concentrated on tolerance in the form of direct plant compensation, by studying a simple

plant-herbivore model in which plants growth rate may respond positively to the presence

of herbivores (compensation effect or HOH, Figure 1). We then considered that plants may

also resist herbivory, assuming that herbivores growth rate was a non-monotonous function

of plants density. This progressive integration of different biological mechanisms into a basic

plant-herbivore model allows for a better understanding of the effects of herbivory, plant

tolerance, and plant resistance, and their interactions.

As illustrated in the tables and bifurcation diagrams, many different patterns of dynamics

can arise, depending on the model hypotheses (Direct compensation versus Direct compen-

sation and Resistance) as well as on parameter values. We will essentially comment on

long-term dynamics, hence apparent compensation. Three cases occur in both models: only

plants can survive (case (ii), herbivores die out due to starvation and the possible impor-

tant expression of plant defences); plants and herbivores co-exist in an undercompensation

situation (case (i), plants cannot make up for herbivory); plants and herbivores either co-

exist in an overcompensation situation, or only plants can survive (case (iii)). Three cases

are specific to the Direct compensation and Resistance model: plants and herbivore either

co-exist in an undercompensation situation, or only plants can survive (case (iv)); plants

and herbivore co-exist either in an under- or over-compensation situation (case (v)); plants

and herbivore co-exist either in one among two overcompensation situations, or only plants

can survive (case (vi)). Herbivore-free and undercompensation situations can be seen as the

classical situations where herbivores have neutral or negative effects on plant biomass. Yet,

the remarkable situations corresponding to overcompensation by plants are also evidenced

in various cases (iii, v, vi), among which the more plausible scenario where B] > Bm (case

(v), see section 4.2).

We can evaluate the impact of plant compensation by comparing the Rosenzweig-McArthur

(RMA) model (Rosenzweig and MacArthur, 1963) to the direct compensation model. The

RMA model is well known for generating stable periodic trajectories through the paradox of

enrichment; the same property holds in both our models since stable positive equilibria may
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be destabilized through a Hopf bifurcation when δ′(B∗) + φ′(B∗)H∗ < 0. In the following,

we will concentrate the discussion on the case where positive equilibria are not destabilized

by that mechanism. The comparison between the RMA and direct compensation models

can be achieved by noting that the RMA model corresponds to rB(H) = rB(0) for all H. A

quick analysis of Proposition 1 and Figure 2 for the RMA model shows that the only possi-

ble situations are survival of plants only (case (ii)) and co-existence equilibria with reduced

plant biomass as compared with the herbivore-free situation (case (i)). When the direct

compensation mechanism is added to the RMA model, case (ii) may either be unchanged,

or additionally generate a co-existence situation characterized by plants overcompensation

(case (iii)); as for case (i), it remains structurally similar, but Figure 2 (i) shows that her-

bivore density is well increased (H∗2 > H∗0 , with H∗0 corresponding to the RMA case). Also,

in that case, the level of biomass is not influenced since it is ruled by the Ḣ = 0 equation.

Thus, the direct compensation mechanism can have three typical apparent compensation

consequences: be neutral, if a herbivore free equilibrium stays that way, be positive for both

plants and herbivores if overcompensation occurs or, be only profitable to the herbivore in

the case with undercompensation. A similar comparison between the Direct compensation

and Resistance model and a Resistance-only model, such as the one developed by Freedman

and Wolkowicz (1986), shows that the same properties hold most of the time. The only

exception stems from case (i) in the Resistance-only model, which may generate overcom-

pensation in case (v) in the Direct compensation and Resistance model. In that situation,

plants and herbivore may co-exist at high plant biomass levels, which holds herbivores to

low density thanks to a compensation-mediated expression of resistance.

An important novelty of our model is that, under the direct compensation hypothesis,

it predicts that apparent plant overcompensation can occur. This result is not frequent in

plant-herbivore models, which, if they assume or predict positive responses of plants, usually

conclude that, at equilibrium, plants reach lower densities confronted to herbivores than in a

herbivore-free situation, i.e. undercompensation (Loreau, 1995; de Mazancourt et al., 1998;

Ryrie and Prentice, 2011; Fukui et al., 2012). Without an explicit modelling of the herbi-
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vore population, Dyer et al. (1986) however found overcompensation situations stemming

from constant herbivory. de Mazancourt (2001) also unveiled a similar property in an eco-

evolutionary study on plant-herbivore dynamics. Plant overcompensation under herbivory

actually means that plants and herbivores have a mutualistic relationship: plants benefit

from herbivore presence and herbivore would not survive in the absence of plants. Whether

such a mutualism can occur within a basically antagonistic interaction has been the matter

of heated debates over the years (Belsky, 1986; Paige and Whitham, 1986; Belsky et al., 1993;

Agrawal, 2000), although there was much evidence supporting it (see the Introduction). In

our model, plant-herbivore mutualism can never be the unique stable situation: it is always

coupled with a stable neutral or antagonistic outcome of the interaction. Thus, depending

on the initial plant and herbivore levels, the plant-herbivore model may present mutualistic

patterns or not (Figure 6).

In a more general ecological framework, mutualism has recently been shown as a possible

outcome of basically antagonistic resource-consumer interactions (Holland and DeAngelis,

2009, 2010). As in the present study, such mutualism relies on the positive response of

resources to the presence of consumers, and it occurs as well as particular stable instances of

multi-stable dynamics. In the resource-consumer theory proposed by Holland and DeAngelis

(2009, 2010), the possible outcomes are generally characterized by a co-existence situation

(which may be mutualistic) and the extinction of one or the other species. In their work,

extinction occurs because of overexploitation of one species by the other, and not like here,

because of starvation of the consumers. Overexploitation of plants by herbivores would

also be possible in our framework, for instance if other food sources were available to the

herbivores; at the same time, this would prevent them from extinction. Another original

feature of our model is that it can also generate multiple stable equilibria at which both

species co-exist. For instance, depending on the initial conditions, the plant-herbivore model

can display stable antagonistic and mutualistic co-existence equilibria. Such a pattern is, as

far as we know, a new theoretical finding. This does not mean that it is biologically unlikely:

the potato-potato moth experiment reported by Poveda et al. (2010) appears as a good real
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life example of such dynamics.

That herbivores may benefit plants and that both may enjoy mutualistic relationships

could have important applications in agronomy and crop pest management. The idea, origi-

nally proposed by Harris (1974), is that (some) agricultural crops may require a certain level

of pests to achieve maximum yield. For instance, Dyer et al. (1993) reported that cotton

crops in China had a better yield under moderate infestation by the cotton boll worm than

without the pest. At that time, ensuring a certain level of worms within cotton crops even

became a recommended practice, which resulted in an increase in cotton production (Dyer

et al., 1993). Apart from cotton plants, many other agronomic plants have the capacity to

respond positively to herbivory (Trumble et al., 1993; Thomson et al., 2003; Leimu and Ko-

richeva, 2006). A potential application of our modeling approach is that it could give indices

at how pest management could be improved by taking into account or even exploiting the

overcompensation potential of some plants, to gain productivity. Our bifurcation and phase

plane analyses show that two buttons could and should be triggered. On the one hand, the

modification of model parameters to make overcompensation possible (case (iii) in Tab. 2,

and cases (iii)-(v)-(vi) in Tab. 3). On the other hand, even when overcompensation condi-

tions are fulfilled, the density dependence governing its realization might require that action

be taken to bring the plant biomass/pest density into a region where overcompensation will

actually take place (e.g. below the separatrix in Fig. 6 (b)); this could for instance be

achieved by some direct action on the pest population.

Since most of the outcome of the plant-herbivore dynamics depends on the Ca and Cs
threshold parameters, how to modify original control parameters in the model mainly relies

on them; these controls are related either to the crop parameters, the pest parameters,

and/or to the plant-pest interaction parameters. In Section 4.1, we have extracted, and

will only discuss, two of those: µ, the pest death rate, and γ, which defines the intensity

of the plant response to herbivory. Traditionally, pest control management recommends

an increase of the pest death-rate to reduce biomass damage and, if massive enough, this

strategy could lead to pest eradication (into region (ii) of Figures 4 and 5); however, if the
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initial parameters are in region (i), a less pronounced increase of µ could lead the plant-

pest system into the overcompensation regions of the Figures (shaded areas), provided γ

is large enough. In addition to this “traditional” pest control, our results highlight other

control strategies, some of them seeming paradoxical: indeed, reaching overcompensation in

Figures 4 and 5 from regions (ii) and (iv), where the plants by themselves are able to fight

off the pest invasion, can require to decrease the pest death-rate. Additionally, or instead,

the γ parameter can be played with; in many instances, if overcompensation is originally

not possible, an increase of this plant characteristic parameter can lead the system into the

shaded area. This can be achieved by an appropriate management of Direct compensation

traits in the crop strain choice. In summary, if a plant-pest mutualistic interaction is possible,

increased productivity can be obtained by not hitting the pest too hard or, if necessary,

favoring it; also, when choosing or modifying a plant strain, it is best to pick the one with

the largest compensation capacity. These are not surprising given that the aim is to exploit

mutualism; our model confirms that, if the conditions are right, such actions indeed ensure

a productivity increase.

Among plant defences, plant resistance to herbivory has been known for centuries, long

before its conceptualization, and has been taken advantage of for crop protection ever since,

leading to an arms race between pests and farmers. On its part, plant compensation has been

thought to be a powerful tool in crop-pest management for about 40 years. It is a potentially

long-term crop protection solution due to the lack of evidence of compensation breakdown

through herbivore evolution (Fornoni, 2011) as well as the limited impact it has on non-

target species. However, the advances in the knowledge of the underlying mechanisms and

the development of its use have been slow. The present study confirmed that compensation

could be exploited in various ways in agronomy and that the current research effort on these

mechanisms should be intensified.
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Figure 1: Plant biomass growth rate rB(H) characteristic of the herbivory optimisation hypothesis: for low
to moderate levels of herbivory (H < Hm), plant productivity is increased as compared to the herbivory-free
case (H = 0) and eventually reaches a maximum, but is decreased for large levels of herbivory (H > Hm).

AppendixA. Stability analysis of the equilibria of (1): Direct compensation

The Jacobian matrix of (1) at a given (B,H) is:

J (X) =

rB(H)− δ′(B)B − δ(B)− φ′(B)BH − φ(B)H r′B(H)− φ(B)B

α′(B)H α(B)− µ

 .

• For the trivial equilibrium X∗ = (0, 0),

J (X∗) =

rB(0)− δ(0) 0

0 −µ


which implies that the equilibrium is a saddle-point, hence unstable, since rB(0) > δ(0).

• When X∗ = (B], 0) with B] = δ−1(rB(0)) > 0,

J (X∗) =

−δ′(B])B] r′B(0)B] − φ(B])B]

0 α(B])− µ


which implies that the equilibrium is locally asymptotically stable (LAS) if α(B]) < µ

or, since α is an increasing function, B] < B∗, which is equivalent to Ca > 1. When

undercompensation is possible, the herbivore-free equilibrium is unstable.
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Figure 2: Equilibria and their stability. Different configurations for both sides of equation (3) : rB(H) (solid)
and δ(B∗) + φ(B∗)H (dashed). Case (i): one positive equilibrium (B∗, H∗2 ) with B∗ = CaB] < B]; case
(ii): no positive equilibrium; case (iii): two positive equilibria (B∗, H∗1 ) and (B∗, H∗2 ) with B∗ = CaB] > B].
White circles correspond to unstable equilibria, black circle to stable equilibria and grey ones to equilibria
whose stability depends on an additional condition. The dash-dotted line corresponds to the biomass growth-
rate without compensation, which only yields an equilibrium (B∗, H∗0 ) in case (i).

• When X∗ = (B∗, H∗), we have rB(H∗)− δ(B∗)− φ(B∗)H∗ = 0 so that

J (X∗) =

−(δ′(B∗) + φ′(B∗)H∗)B∗ (r′B(H∗)− φ(B∗))B∗

α′(B∗)H∗ 0

 .

and (B∗, H∗) is LAS if

det(J ) = −α′(B∗)H∗B∗ (r′B(H∗)− φ(B∗)) > 0

trace(J ) = −(δ′(B∗) + φ′(B∗)H∗)B∗ < 0
(A.1)

The first condition can easily be linked to the slopes of the functions on Figure

2; r′B(H∗) − φ(B∗) is indeed the difference between the slope of rB and that of

δ(B∗) + φ(B∗)H∗ the dashed line. The condition on the determinant is not satisfied

at H∗1 because r′B(H∗1 ) − φ(B∗) > 0 there and (B∗, H∗1 ) is then a saddle point. Hence

(B∗, H∗2 ) satisfies the determinant condition and is the only possibly asymptotically

stable positive equilibrium.

We are then left to check the trace condition for (B∗, H∗2 ). Unless plant consumption

by herbivores follows a mass-action principle and φ(B) is constant, it is not possible

to guarantee asymptotic stability for this equilibrium. As soon as φ(B) is a decreasing

function, as would be the case for a Holling II φ(B)B consumption rate, the trace

could be positive. If the slope of δ is small or that of φ is large at the equilibrium,
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Figure 3: Different configurations for the equilibria. When both B∗1 and B∗2 exist, the long and short dashed
lines represent δ(B∗1) + φ(B∗1)H∗ and δ(B∗2) + φ(B∗2)H∗, respectively and the solid curve is rB(H). The
black circles represent the stable equilibria, and the white ones the unstable ones. Note that φ(B) was taken
constant for this figure so that the linear functions are parallel and the stability of the positive equilibria
(B∗1 , H

∗
12) and (B∗2 , H

∗
21) is guaranteed.

asymptotic stability is lost through a Hopf bifurcation which, as in the Rosenzweig

Mac Arthur model (Rosenzweig and MacArthur, 1963), shall generate a stable limit

cycle surrounding the equilibrium (results not shown).

AppendixB. Stability analysis of the equilibria of (1): Direct compensation and
Resistance

The stability analysis relies on the same Jacobian matrix J (X), so that the instability

of (0, 0) stays unchanged and that of (B], 0) still depends on α(B]) < µ. However, this last

condition does not translate as directly as before. Since it is clear that α(B) > µ = α(B∗i )

if and only if B∗1 < B < B∗2 , it is then direct that (B], 0) is LAS if B] < B∗1 < B∗2 or

B∗1 < B∗2 < B], so that 1 < Ca1 < Ca2 or Ca1 < Ca2 < 1, both the B∗i corresponding to

undercompensation or both to overcompensation.

The stability analysis of (B∗1 , H
∗
11) and (B∗1 , H

∗
12) is identical to that of (B∗, H∗1 ), (B∗, H∗2 )
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Figure 4: Bifurcation diagrams summarizing the different behaviours of model (8) in the Direct compensation
case (see Table 2) as a function of γ and µ (the γ axis is in log-scale, while the µ scale is linear). Parameters
are r = 1, β = 0.5, δ = 3, φ = 4

3 and α(B) = B
4.2B+0.5 . The plain black curve is defined by µ = α(B]F (γ)).

The shaded area corresponds to the existence of overcompensation equilibria. Regions numbering is made
in reference to Table 2. The asterisk in panel identifies parameters γ and µ used to compute Figure 6, case
(iii).

since α′(B∗1) > 0: (B∗1 , H
∗
11) is a saddle point and (B∗1 , H

∗
12) can be stable. Things are

different for (B∗2 , H
∗
21) and (B∗2 , H

∗
22): since α′(B∗2) < 0, the slopes conditions coming from

the determinant condition in (A.1) are reversed so that it is (B∗2 , H
∗
22) that is a saddle point

and (B∗2 , H
∗
21) is asymptotically stable if δ′(B∗2) + φ′(B∗2)H∗21 > 0.
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Figure 5: Bifurcation diagrams summarizing the different behaviours model (8) in the “Direct compensation
and Resistance” case (see Table 2) in function of γ and µ (the γ axis is in log-scale, while the µ scale is linear).
Parameters are r = 1, β = 0.5, φ = 4

3 and α(B) = B
B2+2.5B+0.5 ; such a choice for α(B) makes it essentially

comparable to the α(.) function used in Figure 4, as both functions have similar values for B < Bm = 1 as
well as similar suprema. In panel (a), we used δ = 3, which illustrates the situation where B] = 1

3 < Bm = 1,

which makes it analogous to Figure 4 up to γ = F−1
(

Bm

B]

)
; in panel (b), we used δ = 1

3 , which illustrates

the situation where B] = 3 > Bm. In both panels, the plain black curve is defined by µ = α(B]F (γ)).
The shaded area corresponds to the existence of overcompensation equilibria. Regions numbering is made
in reference to Table 3 and explained further in the text. The asterisk in panel (b) identifies parameters γ
and µ used to compute Figure 6, case (v).
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Figure 6: Typical phase plane diagrams of case (iii) (stable overcompensation and herbivore-free equilibria,
panel (a)) and case (v) (stable overcompensation and undercompensation equilibria, panel (b)). Panel (a)
is computed from the Direct compensation version of model (8) with parameters as in Figure 4, with γ = 8
and µ = 0.185 identified by the asterisk. It is also qualitatively representative of the case (iii) phase plane
obtained from the Direct compensation and Resistance model. Panel (b) is computed from the Direct
compensation and Resistance version of model (8) in the case where B] > Bm, with parameters as in Figure
4 and γ = 8 and µ = 0.1596 identified by the asterisk on panel (b). Stable equilibria are represented with
black dots, saddle points with white circles. The Ḣ = 0 nullclines are represented with plain grey lines and
Ḃ = 0 with dashed grey lines; the qualitative orientation of the trajectories in the phase plane is represented
accordingly with arrows. Black thick curves are separatrix curves which determine the respective basins of
attraction of the stable equilibria. Black thin curves are typical model trajectories.
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Functions Hypotheses

rB(H)
rB(0) > 0

increasing for small H
concave for H < Hm with Hm ∈ [0,+∞]

δ(B)
0 ≤ δ(0) < rB(0)

increasing
lim

B→+∞
δ(B) > sup

H ∈R+

rB(H)

φ(B)
positive

non-increasing

α(B)

Direct compensation Direct compensation and Resistance

α(0) = 0 α(0) = 0
nonnegative nonnegative

increasing
increasing for B < Bm and

decreasing for B > Bm with Bm ∈ R+
∗

µ < lim
B→+∞

α(B) µ < α(Bm)

Table 1: Hypotheses on the different functions used in system (1)

Existence conditions Equilibria Stable biological equilibria Cases

Ca < 1
(B], 0) unstable
(B∗, H∗2 ) LAS†

Undercompensation (i)

Ca > 1

Cs < 1 (B], 0) LAS Herbivore-free (ii)

Cs > 1

(B], 0) LAS Herbivore-free (ii)
(B], 0) LAS

(B∗, H∗1 ) unstable
(B∗, H∗2 ) LAS†

Herbivore-free
Overcompensation

(iii)

Table 2: Different Equilibria and their stability/unstability properties. † signs highlight the equilibria for
which stability is linked to the condition δ′(B∗) + φ′(B∗)H∗2 > 0, otherwise instability occurs through Hopf
bifurcation. This condition is always verified if φ is taken constant. Three distinct cases have been identified.
When Cs > 1 and Ca > 1, the knowledge of Cs and Ca is not sufficient to determine the number of equilibria
without any further knowledge on the system. The cases numbering corresponds to the one of Figure 2
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Existence conditions Equilibria Stable biological equilibria Cases

1 > Ca2 > Ca1
(B], 0) LAS

(B∗1 , H
∗
12) LAS†

(B∗2 , H
∗
22) unstable

Herbivore-free
Undercompensation

(iv)

Ca2 > 1 > Ca1

1 > Cs2
(B], 0) unstable
(B∗1 , H

∗
12) LAS†

Undercompensation (i)

Cs2 > 1

(B], 0) unstable
(B∗1 , H

∗
12) LAS†

Undercompensation (i)

(B], 0) unstable
(B∗1 , H

∗
12) LAS†

(B∗2 , H
∗
21) LAS†

(B∗2 , H
∗
22) unstable

Undercompensation
Overcompensation

(v)

Ca2 > Ca1 > 1

1 > Cs2 ≥ Cs1 (B], 0) LAS Herbivore-free (ii)

Cs2 > 1 > Cs1

(B], 0) LAS Herbivore-free (ii)
(B], 0) LAS

(B∗2 , H
∗
21) LAS†

(B∗2 , H
∗
22) unstable

Herbivore-free
Overcompensation

(iii-bis)

Cs2 ≥ Cs1 > 1

(B], 0) LAS Herbivore-free (ii)
(B], 0) LAS

(B∗1 , H
∗
11) unstable

(B∗1 , H
∗
12) LAS†

Herbivore-free
Overcompensation

(iii)

(B], 0) LAS
(B∗2 , H

∗
21) LAS†

(B∗2 , H
∗
22) unstable

Herbivore-free
Overcompensation

(iii-bis)

(B], 0) LAS
(B∗1 , H

∗
11) unstable

(B∗1 , H
∗
12) LAS†

(B∗2 , H
∗
21) LAS†

(B∗2 , H
∗
22) unstable

Herbivore-free
Two overcompensations

(vi)

Table 3: Different equilibria and their stability/instability properties when both B∗1 and B∗2 exist. † signs
highlight the equilibria for which stability is linked to the condition δ′(B∗i ) + φ′(B∗i )H∗ij > 0, otherwise
instability occurs through Hopf bifurcation. This condition is always verified if φ is taken constant. Seven
distinct cases have been identified corresponding to six different biological configurations. When Cs2 > 1
and Ca2 > 1, the knowledge of Csi and Cai is not sufficient to determine the number of equilibria without
any further knowledge on the system. The cases numbering corresponds to the one of Figure 3
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